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Preface

The BIRS Workshop 15w2181 in Banff was dedicated to stimulating a cross-domain
integrative machine learning approach and appraisal of “hot topics” toward tackling the
grand challenge of reaching a level of useful and useable computational intelligence
with a focus on real-world problems, such as in the health domain. This encompasses
learning from prior data, extracting and discovering knowledge, generalizing the
results, fighting the curse of dimensionality, and ultimately disentangling the under-
lying explanatory factors in complex data, i.e., to make sense of data within the context
of the application domain.

The workshop particularly tried to contribute advancements in promising novel
areas as, e.g., at the intersection of machine learning and topological data analysis.
History has shown that most often the overlapping areas at intersections of seemingly
disparate fields are key for stimulation of new insights and further advances. This is
particularly true for the extremely broad field of machine learning.

Successful machine learning needs a concerted effort, fostering integrative research
between experts ranging from diverse disciplines – from data science to data visual-
ization and always taking into account issues of privacy, data protection, safety, and
security. Tackling such complex research undertakings needs both disciplinary excel-
lence and cross-disciplinary networking without boundaries, and a cross-domain
integration of experts – like what the international HCI-KDD group is doing now for
many years. Consequently, we thank all our international colleagues who persistently
energize our activities and support our general motto: “Science is to test crazy ideas –
Engineering is to put these ideas into practice.”

We are grateful for everybody who contributed directly or indirectly to this volume;
in particular, we thank all our reviewers for their careful work and patience. Finally we
want to say thank you to our families and friends for their personal support and last but
not least we are grateful for the Springer management team and the Springer production
team for their smooth and professional support!

September 2017 Andreas Holzinger
Randy Goebel
Vasile Palade
Massimo Ferri
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Abstract. This Volume is a result of workshop 15w2181 “Advances in
interactive knowledge discovery and data mining in complex and big
data sets” at the Banff International Research Station for Mathematical
Innovation and Discovery. The workshop was dedicated to bring together
experts with diverse backgrounds but with one common goal: to under-
stand intelligence for the successful design, development and evaluation
of algorithms that can learn from data, extract knowledge from experi-
ence, and to improve their learning behaviour over time – similarly as we
humans do. Knowledge discovery, data mining, machine learning, artifi-
cial intelligence are more or less synonymously used with no strict defini-
tions or boundaries. “Integrative” means to support not only the machine
learning & knowledge extraction pipeline, ranging from dealing with data
in arbitrarily high-dimensional spaces to the visualization of results into
a lower dimension accessible to a human; it is taking into account seem-
ingly disparate fields which can be very fruitful when brought together -
for solving problems in complex application domains (e.g. health infor-
matics). Here we want to emphasize that the most important findings
in machine learning will be those we do not know yet. In this paper we
provide: (1) a short motivation for the integrative approach; (2) brief
summaries of the presentations given in Banff; and (3) some personally
flavoured, subjective future research outlooks, e.g. in the combination of
geometrical approaches with machine learning.

Keywords: Integrative machine learning · Knowledge discovery

1 Introduction and Motivation

Machine learning deals with understanding intelligence for the design, develop-
ment and evaluation of algorithms that can learn from data to gain knowledge
c© Springer International Publishing AG 2017
A. Holzinger et al. (Eds.): Integrative Machine Learning, LNAI 10344, pp. 1–12, 2017.
https://doi.org/10.1007/978-3-319-69775-8_1
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from experience and to improve their learning behaviour over time, similarly
as we humans do [1,2]. The challenge is to discover relevant structural and/or
temporal patterns (“knowledge”) in data, thus machine learning is inherently
connected to knowledge extraction [3].

Why do we use the extension “integrative”? Machine learning has many the-
oretical aspects and is deeply grounded in the field of artificial intelligence (AI)
[4,5], however, we want to emphasize that machine learning is a very practical
field with many diverse application areas (e.g. health informatics). We are of the
opinion that problem solving in such domains need an integrative/integrated
approach. The meaning of the words integrative or integrated stems from Latin
integratus, which means “make whole”, i.e. “to put together parts or elements
and combine them into a harmonious, interrelated whole, so that constituent
units function in a cooperatively manner”.

Integrative Machine Learning is based on the idea of combining the best
of the two worlds dealing with understanding intelligence, which is manifested
in the HCI–KDD approach: [6–8]: Human–Computer Interaction (HCI), rooted
in cognitive science, particularly dealing with human intelligence, and Knowl-
edge Discovery/Data Mining (KDD), rooted in computer science particularly
dealing with computational intelligence [9]. This approach fosters a complete
machine learning and knowledge extraction (MAKE) pipeline, ranging from the
very physical issues of data pre-processing, mapping and fusion of arbitrarily
high-dimensional data sets up to the visualization of the results in a dimension
accessible to a human end-user and making data interactively accessible and
manipulable. Among the greatest application challenges is health informatics,
which is not surprising, because health is a good example for a domain full of
uncertainty and complex problems, where we are constantly confronted with
probabilistic, unknown, incomplete, heterogenous, noisy, dirty, erroneous, inac-
curate, and missing data in arbitrarily high dimensional spaces [10,11]. Moreover,
the health domain requires issues of privacy, data protection, safety and security,
along with trust, acceptance and social issues - which are also included in the
integrative machine learning approach [12].

2 Presentations

Andreas Holzinger: Challenges of biomedicine, health and the life sciences
and the chances of Interactive Machine Learning for Knowledge Discovery.
Andreas opened the workshop with providing an overview of the variations and
enormous complexity and heterogeneity of data sets from the health domain
and the challenges researchers are faced [10]. He emphasized that automatic
machine learning algorithms aiming at bringing the human-out-of-the-loop [13]
have demonstrated impressive success in various domains. Particularly, deep
learning, supported by cloud-CPUs and large data sets can exceed human perfor-
mance in visual tasks, playing games [14,15] and even in medical classification
tasks [16]. Andreas showed examples of Gaussian processes, where automatic
approaches (e.g., kernel machines) struggle on function extrapolation problems,
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which are astonishingly trivial for humans. Consequently, interactive machine
learning, by integrating a human-in-the-loop, thereby making use of human cog-
nitive abilities, seems to be a promising approach for the near future. This is par-
ticularly useful to solve problems with complex data and/or rare events, where
traditional learning algorithms (e.g., deep learning) suffer of insufficient training
samples and a human-in-the-loop can help to solve problems which otherwise
would remain NP-hard [17].

Randy Goebel: The role of logic and machine learning within a general theory
of visualization. Randy pointed out that the role of logic and machine learning
[3] in visualization is not familiar to many colleagues, but the idea of visual infer-
ence requires inductive transformations from base data to visual data. Randy
emphasized that these transformations need to be constrained by inference prin-
ciples, including the construction of layers of knowledge, which generally are
difficult to construct by hand. The idea is to describe how logic, learning, and
visualization are connected, in order to help enable humans to make better infer-
ences from growing volumes of data in every area of application. Moreover, he
pointed out that visualization is an abstraction process, and that abstractions
from partial information, however voluminous they might be, directly confronts
the non monotonic reasoning challenge; thus the need for caution in engineering
visualization systems without carefully considering the consequences of visual
abstraction. This is particularly important with interactive visualization, which
has recently formed the basis for such fields as visual analytics and are a natural
bridge to machine learning [18].

Vasile Palade: Class Imbalance Learning. Vasile demonstrated that class
imbalance of data is commonly found in many data mining tasks and machine
learning applications to real-world problems. When learning from imbalanced
data, the performance measure used for model selection plays a vital role. The
existing and popular performance measures used in class imbalance learning,
such as the Gm and Fm, can still result in sub-optimal classification mod-
els. Vasile first presented a new performance measure, called the Adjusted
Geometric-mean (AGm), which overcomes the problems of the existing perfor-
mance measures when learning from imbalanced data. Support Vector Machines
(SVMs) has become a very popular and effective machine learning technique,
but which can still produce sub-optimal models when it comes to imbalanced
data sets. Vasile presented then FSVM-CIL (Fuzzy SVM for Class Imbalance
Learning), an effective method to train FSVMs with imbalanced data in the
presence of outliers and noise in the data. Finally, Vasile discussed some efficient
re-sampling methods for training SVMs with imbalance data in the context of
applications [19].

Katharina Morik: Big Data and Small Devices. Katharina showed that big
data are produced by various sources. Most often, they are distributedly stored
at computing farms or clouds. Analytics on the Hadoop Distributed File Sys-
tem (HDFS) then follows the MapReduce programming model (batch layer). It is
complemented by the speed layer, which aggregates and integrates incoming data
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streams in real time. Katharina emphasized that when considering big data and
small devices, obviously, we imagine the small devices being hosts of the speed
layer, only. Analytics on the small devices is restricted by memory and compu-
tation resources. The interplay of streaming and batch analytics offers a multi-
tude of configurations. The collaborative research center SFB 876 investigates
data analytics for and on small devices regarding runtime, memory and energy
consumption. Katharina investigated in her talk graphical models, which gener-
ate the probabilities for connected (sensor) nodes. Resource-restricted methods
deliver insights fast enough for a more interactive analysis [20].

Sibylle Hess: Investigation of Code Tables to compress and describe the under-
lying characteristics of binary databases. Sibylle is a young Computer Science
student and inspected the spectrum of methods (from frequent pattern mining
to numerical optimization) to extract the pattern set that describes a binary
database best. Invoking the Minimum Description Length (MDL) principle, this
objective can be stated as: find the code table that compresses the database
most. Sibylle pointed out that a particularly interesting interpretation of this
task, relating it to biclustering, arises from the formulation as a matrix factori-
sation problem. Finally, Sibylle stressed that biclustering has a variety of appli-
cations in research fields such as collaborative filtering, gene expression analysis
and text mining. She emphasized that the derived matrix factorisation analogy
provides a new perspective on distinct data mining subfields (unifying biclus-
tering and pattern mining concepts such as Krimp), initialising a cross-over of
their applications and interpretations of derived models [21].

Katharina Holzinger: Darwin, Lamarck, Baldwin, Mendel: What can we
learn from them?. Katharina is a young student of Natural Sciences and dis-
cussed the potential of evolutionary algorithms, inspired by biological mecha-
nisms observed in nature, such as selection and genetic changes, to find the best
solution for a given optimisation problem [22]. Contrary to Darwin, and accord-
ing to Lamarck and Baldwin, organisms in natural systems learn to adapt over
their lifetime and allow to adjust over generations. Whereas earlier research was
rather reserved, more recent research underpinned by the work of Lamarck and
Baldwin, finds that these theories have much potential, particularly in upcoming
fields relevant for health informatics, such as epigenetics. Katharina emphasized
particularly the integration of the Theories of Gregor Mendel, which could be
helpful for extending machine learning techniques [23].

Nitesh Chawla: Big Data and Small Data for Personalized and Population
Health care. Nitesh showed that proactive personalized medicine can bring fun-
damental changes in health care. He asked the question: “Can we then take
a data-driven approach to discover nuggets of knowledge and insight from the
big data in health care for patient-centered outcomes and personalized health
care?” and Nitesh asked if we may answer the question: “What are my disease
risks and how to best manage it?”. Particularly he pointed out the importance
of the question: “How to scale this at the population level?”. Nitesh discussed
some work of his group that takes the data and networks driven thinking to
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personalized health care and patient-centered outcomes [24]. He demonstrated
the effectiveness of population health data to drive personalized disease manage-
ment and wellness strategies, and in effect impacting population health. Nitesh
also shared various pilots under-way that take the algorithms and tools on a
“road-show”. In this volume Nitesh and his group contribute on the impact of
complex health care data on the Machine Learning pipeline.

Yuzuru Tanaka: Exploratory Visual Analytics for the Discovery of Complex
Analysis Scenarios for Big Data. Yuzuru emphasized that the data-centric app-
roach is increasing its significance in varieties of scientific research areas and
large-scale social cyber-physical systems. He showed examples from disparate
areas: Biomedical research and urban-scale winter road management. Through
his involvement in three major projects on these subjects, Yuzuru recognized
a big gap between the state-of-the-art big data core technologies and both the
data-centric research for the analysis of clinico-genomic trial data and the big
data approach to the optimization of social system services. During the last
decades, enabling core technologies for big data analysis have made remarkable
advances in both analysis and management technologies, however, he pointed out
that we still lack methodologies to find out the best analysis scenario for find-
ing out such solutions as personalized medicines from a given clinico-genomic
trial data set. He also proposed exploratory visual analytics to support analysts
to find out complex analysis scenarios, and the coordinated multiple views and
analyses framework as its application framework [25].

Mateusz Juda: Homology of big data - algorithms and applications. Mateusz
started with demonstrating homology as a well known and powerful tool in pure
mathematics and he stressed that for many years it was impossible to use this
tool in applied science because of data size and cubical algorithms for computing
homology. He explained that new preprocessing methods give us now a possibility
to apply homology for real data, e.g. from sensor networks [26]. Discrete Morse
theory is an example of such a tool, which simplifies data without changing
its topological information. Mateusz introduced discrete Morse theory and its
application to homology computations and he showed how to construct a discrete
vector field (Morse matching) using parallel and distributed algorithms. Mateusz
also showed an application of this tool to knots detection and classification in a
biological context.

Massimo Ferri: Persistent topology for natural shape analysis and image
retrieval. Massimo emphasized that data are often of “natural” origin (pictures
or 3D meshes representing living beings, faces, handwritten words, hand-drawn
sketches etc.), and that classic mathematical techniques do not fit well the task of
analyzing, comparing, classifying, retrieving such data. On the contrary topol-
ogy (and in particular algebraic topology) is, by its very nature, the part of
mathematics which formalizes qualitative aspects of objects; therefore topologi-
cal data processing and topological data mining well integrate with more classical
mathematical tools. Massimo then concentrated on persistent homology, which
combines geometry and algebraic topology in the study of pairs (X, f) where X
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is an object (typically a topological space) and f is a continuous function defined
on X (typically with real values). One application is the extraction of topological
features of an object out of a cloud of sample points. Another class of applica-
tions uses f as a formalization of a classification criterion; in this case various
functions can give different criteria, cooperating in a complex classifier. Massimo
explained that persistent homology is studied by several teams throughout the
world and has already given rise to several applications: dermatological diagno-
sis, evolution of hurricanes, signature recognition, gesture recognition; retrieval
of trademarks, 3D meshes, hand-drawn sketches etc. To this volume Massimo
contributes with a survey on persistent topology for natural data analysis.

Mirko Cesarini: Data Quality in Schema free (big) data. Mirko focused in his
presentation on the challenges and open problems emerging when complex data
sets are used to obtain insights about a population e.g., analysing job offers using
data from web job boards, inspecting the job history of the working population
(starting from administrative records), and analysing cellular network traffic.
He pointed out that a huge set of weakly structured data can be derived from
information sources containing a variety of data types. Mirko explained that in
such a context, techniques ranging from formal methods to machine learning can
identify and exploit information structures (both hidden and visible) to check
data consistency, to ameliorate the data (e.g., fixing inconsistencies), and to
create synthetic representations of the original data.

Sou-Cheng Choi: Machine Learning for Machine Data in Computational
Social Sciences. In this last talk of the workshop, Sou-Cheng presented machine
learning and high-accuracy prediction methods of rare events in semi-structured
or unstructured log files produced at high velocity and high volume by NORC’s
computer-assisted telephone interviewing network. These machine log files are
generated by their internal Voxco Servers for a telephone survey. Sou-Cheng
and her colleagues adapt natural language processing (NLP) techniques and
data-mining methods to train powerful learning and prediction models for error
messages in the absence of source code, updated documentation, and relevant
dictionaries. Such approaches can be useful for applications in other domains,
e.g. the biomedical domain. In this volume Sou-Cheng contribute with a com-
parison of public-domain software and services for probabilistic record linkage
and address standardization. Additionally, to these selected and peer reviewed
papers, this volume contains some more selected and peer reviewed papers:
Andreas Holzinger and his group provide an overview to machine learning for
digital pathology; Fahrnaz Jayrannejad and Tim Conrad report on better inter-
pretable models for proteomics data analysis using rule-based mining; Arnaud
Nguembang Fadja and Fabrizio Riguzzi discuss probabilistic logic programming;
Jefferson Tales Oliva and Joao Luis Garcia Rosa demonstrate predictive models
for differentiation between normal and abnormal EEG through cross-correlation
and machine learning techniques; Vincenzo Manca gives a brief philosophical
note on information; The Rabadan group contributes with a paper on a fast
semi-automatic segmentation tool for processing brain tumor images; Taimanov
and his group are contributing with a paper on topological characteristics of
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oil and gas reservoirs and their applications, and finally Singh et al. are report-
ing on current experiments with deep learning approaches for the application in
ambient assisted living.

3 Future Outlook

There are many future research directions in machine learning generally, and
in the combination of machine learning with other approaches, e.g., in bridging
probabilistic approaches with classic ontological approaches, or with topological
approaches [12]. Here we present briefly some incomplete, subjective and per-
sonally flavoured research directions which we found interesting during our joint
discussions in Banff. It should be noted that our applications domains are mostly
health and health related areas, but not exclusively.

3.1 Persistence

Similarity is a concept which sounds very natural to a human being, but is very
difficult to formalize for use in a machine; it is anyway of paramount importance
in data retrieval and data mining. The most widely accepted formalization is by
defining a group of transformations such that two objects, which can be mapped
into each other by a transformation of the group, are considered to be similar.
The classical geometrical transformation groups generally suffer from a rigidity,
which can only be smoothened by a heavy use of statistics. Topological transfor-
mations (homeomorphisms), on the other hand, are too “free”. Another problem
is that different observers might have different similarity concepts depending,
e.g., on their specific tasks.

Applications suggested to adapt topology — and in particular its branch
called homology — to take the observer’s viewpoint into account and to restrict
consequently the set of transformations.

The main idea was to convey the observer’s viewpoint into a function,
called measuring (now filtering) function (in what was then called “size theory”
[27,28]). The object is no more only a set — or, more precisely, a topological
space — but a pair (X, f) of a space X and a function f defined on X and
with real values. The filtration given by the sublevel sets of f then moderates
the “freedom” of the topological setting; moreover, the possible use of different
functions on the same space gives the method a powerful modularity. The the-
ory was extended by what is now called persistent homology [29,30]. A thorough
survey on (1-dimensional) persistence is [31]. In the last few years the extension
of the theory to filtering functions with multidimensional range is the object of
a hard investigation [32–35].

Keystones of persistent homology are:

– Persistence diagrams For each nonnegative integer i, there is a persistence
diagram consisting of a set of points in the plane, which condenses the essen-
tial information on the pair (X, f) (through the homology modules of degree
i of the sublevel sets of the filtration given by f).
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– Natural pseudodistance Given pairs (X, f) and (Y, g), there is a way to mea-
sure how much a homeomorphism from X to Y distorts the filtrations given
by f and g. The minimum of such measures among all possible homeomor-
phism is a (pseudo)distance which formalizes the dissimilarity of the two pairs
by a number.

– Matching distance Given the persistence diagrams (of the same degree i)
of two pairs (X, f) and (Y, g), there is a well-defined distance between the
diagrams which is an optimal lower bound for the natural pseudodistance of
the pairs.

Challenges in Persistence. Multidimensional ranges for filtering functions
may be crucial for applications. There are examples showing that shape com-
parison by a multidimensional filtering function is finer than the use of the
separate components [36,37]. There are anyway theoretical and computational
hurdles that the community is trying to overcome.

The matching distance is too heavy to compute in data mining. Preprocessing
by a sloppier but much faster distance is necessary. This seems to be the case if
persistence diagrams are transformed into complex polynomials and the distance
is computed on their coefficients; preliminary results support this strategy [38].

Most important, the choice of invariance groups and an interactive selection
of filtering functions (or components thereof) are a special benefit of persistence;
they promise to be of great advantage for relevance feedback in a human-in-the-
loop scheme [39].

3.2 Evolutionary Algorithms for Big Data Processing

Evolutionary computing algorithms can be used for solving various optimization
tasks as part of the solution for complex problems that involve big data and high
dimensionality. Another recent employment of evolutionary algorithms [40], with
very good potential application to big data processing, is to solve data sampling
problems. Sampling is a basic and one of the most important tasks in data
processing, statistics and machine learning, and acquiring good samples is not
an easy task for an arbitrary probability distribution of data or when the data
space is huge. Evolutionary Sampling proposed in [41] combines the popular
rejection sampling method with other strategies within a probabilistic framework
in order to obtain an optimal approximation of any pointwise computable density
function by using finite samples, which is a fundamental problem in statistics
and machine learning area. The paper also argues that many machine learning
problems can be described as, or could be converted into corresponding, density
function approximation problem problems, where the Evolutionary Sampling
approach can be employed for training and as a machine learning method not
as a mean for acquiring data only. Theoretical and experimental studies have
demonstrated that the Evolutionary Sampling learning can be used to solve
many practical application problems which can be expressed as density function
approximation problems within a probabilistic framework.
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Challenges and Future Work

– Investigating the role of evolutionary computing techniques when dealing with
optimization and learning problems involving big data, such as for dynamic
and very high dimensional problems, multi-objective big data analytics prob-
lems, or big data driven optimization of complex systems, is a very good and
promising avenue for future research, which has not been properly tackled yet
in the literature.

– Developing new nature inspired evolutionary algorithms. Investigating the
performance (convergence and time complexity) of our previous swarm intel-
ligent algorithms, such as the Random Drift Particle Swarm Optimization
[42], and Quantum Particle Swarm Optimization variants [43], and apply
them to big data and complex optimisation problems from bioinformatics
and computational biology.

– Investigate the performance of the Evolutionary Sampling method in solving
big data problems, especially from the biological and medical domain.

3.3 Graphical Models for Big Data

Probabilistic and graphical models are popular tools to use when processing large
scale data sets today, and Bayesian networks is undoubtedly the most common
approach within this family. However, inferring large Bayesian networks from
data, such as inferring Genetic Regulatory Networks from genomic time series
data, is a very challenging task in machine learning today. The current algorithms
for inferring a Bayesian network from data, irrespective of the application area
involved, work for small networks, of less than 100 nodes or so. But, the smallest
networks we find in biology and medicine are at least an order of magnitude
bigger; for example, the genetic regulatory network for the smallest organisms
in nature and which are commonly studied by researchers in biology today has
at least several thousands of nodes.

Challenges and Future Work

– Developing efficient algorithms for inferring large Bayesian networks from
data, by extending the work in [44].

– Investigating the performance of the Dense Structural Expectation Maximi-
sation algorithm proposed in [44] for large network inference problems, espe-
cially on networks generated from biology area, such as genetic regulatory
networks, but not only.

Acknowledgements. We are grateful to all participants of the Banff BIRS work-
shop 15w2181, specifically to our colleagues from the international HCI-KDD expert
network and generally to all colleagues who constantly support our group in fostering
the idea of an integrated machine learning approach and in bringing together diverse
areas in an cross-disciplinary manner to stimulate fresh ideas and to encourage multi-
disciplinary problem solving. The past has shown that many new discoveries are made
in overlapping areas of seemingly disjunct fields and the interesting and most important
discoveries are those which we have not yet found.
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25. Sjöbergh, J., Kuwahara, M., Tanaka, Y.: Visualizing clinical trial data using plug-
gable components. In: 2012 16th International Conference on Information Visual-
isation (IV), pp. 291–296. IEEE (2012)

26. Dlotko, P., Ghrist, R., Juda, M., Mrozek, M.: Distributed computation of cover-
age in sensor networks by homological methods. Appl. Algebra Eng. Commun.
Comput. 23(1/2), 1–30 (2012). doi:10.1007/s00200-012-0167-7

27. Frosini, P.: Measuring shapes by size functions. In: Intelligent Robots and Com-
puter Vision X: Algorithms and Techniques, International Society for Optics and
Photonics, pp. 122–133 (1992)

28. Verri, A., Uras, C., Frosini, P., Ferri, M.: On the use of size functions for shape
analysis. Biol. Cybern. 70, 99–107 (1993)

29. Edelsbrunner, H., Letscher, D., Zomorodian, A.: Topological persistence and sim-
plification, pp. 454–463 cited By 72 (2000)

30. Carlsson, G., Zomorodian, A., Collins, A., Guibas, L.J.: Persistence barcodes for
shapes. Int. J. Shape Model. 11, 149–187 (2005)

31. Edelsbrunner, H., Harer, J.: Persistent homology-a survey. Contemp. Math. 453,
257–282 (2008)

32. Frosini, P., Mulazzani, M.: Size homotopy groups for computation of natural size
distances. Bull. Belg. Math. Soc. Simon Stevin 6, 455–464 (1999)

33. Carlsson, G., Zomorodian, A.: The theory of multidimensional persistence. Discrete
Comput. Geom. 42, 71–93 (2009)

http://arxiv.org/abs/1708.01104
http://dx.doi.org/10.1007/978-3-319-66808-6_20
http://dx.doi.org/10.1007/s00200-012-0167-7


12 A. Holzinger et al.

34. Biasotti, S., Cerri, A., Frosini, P., Giorgi, D., Landi, C.: Multidimensional size
functions for shape comparison. J. Math. Imaging Vis. 32, 161–179 (2008)

35. Cerri, A., Di Fabio, B., Ferri, M., Frosini, P., Landi, C.: Betti numbers in multidi-
mensional persistent homology are stable functions. Math. Methods Appl. Sci. 36,
1543–1557 (2013)

36. Cagliari, F., Di Fabio, B., Ferri, M.: One-dimensional reduction of multidimensional
persistent homology. Proc. Am. Math. Soc. 138, 3003–3017 (2010)

37. Adcock, A., Rubin, D., Carlsson, G.: Classification of hepatic lesions using the
matching metric. Comput. Vis. Image Underst. 121, 36–42 (2014)

38. Di Fabio, B., Ferri, M.: Comparing persistence diagrams through complex vectors
(2015)

39. Frosini, P.: G-invariant persistent homology. Math. Methods Appl. Sci. 38, 1190–
1199 (2015)

40. Xie, Z., Sun, J., Palade, V., Wang, S., Liu, Y.: Evolutionary sampling: a novel way
of machine learning within a probabilistic framework. Inf. Sci. 299, 262–282 (2015)

41. Jun, S., Palade, V., Xiao-Jun, W., Wei, F., Zhenyu, W.: Solving the power eco-
nomic dispatch problem with generator constraints by random drift particle swarm
optimization. IEEE Trans. Ind. Inform. 10, 222–232 (2014)

42. Jun, S., Palade, V., Xiaojun, W., Wei, F.: Multiple sequence alignment with
hiddenmarkov models learned by random driftparticle swarm optimization.
IEEE/ACM Trans. Comput. Biol. Bioinform. 11, 243–257 (2014)

43. Sun, J., Fang, W., Palade, V., Wu, X., Xu, W.: Quantum-behaved particle swarm
optimization with gaussian distributed local attractor point. Appl. Math. Comput.
218, 3763–3775 (2011)

44. Fogelberg, C., Palade, V.: Dense structural expectation maximisation with paral-
lelisation for efficient large-network structural inference. Int. J. Artif. Intell. Tools
22, 1350011 (2013)



Machine Learning and Knowledge Extraction
in Digital Pathology Needs
an Integrative Approach

Andreas Holzinger1(B), Bernd Malle1,2, Peter Kieseberg1,2, Peter M. Roth3,
Heimo Müller1,4, Robert Reihs1,4, and Kurt Zatloukal4

1 Holzinger Group, HCI-KDD, Institute for Medical Informatics/Statistics,
Medical University Graz, Graz, Austria
andreas.holzinger@medunigraz.at
2 SBA Research, Vienna, Austria

3 Institute of Computer Graphics and Vision,
Graz University of Technology, Graz, Austria

pmroth@icg.tugraz.at
4 Institute of Pathology, Medical University Graz, Graz, Austria

kurt.zatloukal@medunigraz.at

Abstract. During the last decade pathology has benefited from the
rapid progress of image digitizing technologies, which led to the develop-
ment of scanners, capable to produce so-called Whole Slide images (WSI)
which can be explored by a pathologist on a computer screen comparable
to the conventional microscope and can be used for diagnostics, research,
archiving and also education and training. Digital pathology is not just
the transformation of the classical microscopic analysis of histological
slides by pathologists to just a digital visualization. It is a disruptive
innovation that will dramatically change medical work-flows in the com-
ing years and help to foster personalized medicine. Really powerful gets a
pathologist if she/he is augmented by machine learning, e.g. by support
vector machines, random forests and deep learning. The ultimate benefit
of digital pathology is to enable to learn, to extract knowledge and to
make predictions from a combination of heterogenous data, i.e. the histo-
logical image, the patient history and the *omics data. These challenges
call for integrated/integrative machine learning approach fostering trans-
parency, trust, acceptance and the ability to explain step-by-step why a
decision has been made.

Keywords: Digital pathology · Data integration · Integrative machine
learning · Deep learning · Transfer learning

1 Introduction and Motivation

The ability to mine “sub-visual” image features from digital pathology slide
images, features that may not be visually discernible by a pathologist, offers
the opportunity for better quantitative modeling of disease appearance and
c© Springer International Publishing AG 2017
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hence possibly improved prediction of disease aggressiveness and patient out-
come. However, the compelling opportunities in precision medicine offered by
big digital pathology data come with their own set of computational challenges.
Image analysis and computer assisted detection and diagnosis tools previously
developed in the context of radiographic images are woefully inadequate to deal
with the data density in high resolution digitized whole slide images. Addition-
ally, there has been recent substantial interest in combining and fusing radiologic
imaging, along with proteomics and genomics based measurements with features
extracted from digital pathology images for better prognostic prediction of dis-
ease aggressiveness and patient outcome. Again there is a paucity of powerful
tools for combining disease specific features that manifest across multiple differ-
ent length scales. The purpose of this paper is to discuss developments in compu-
tational image analysis tools for predictive modeling of digital pathology images
from a detection, segmentation, feature extraction, and tissue classification per-
spective. We discuss the emergence of new handcrafted feature approaches for
improved predictive modeling of tissue appearance and also review the emergence
of deep learning schemes for both object detection and tissue classification. We
also briefly review some of the state of the art in fusion of radiology and pathol-
ogy images and also combining digital pathology derived image measurements
with molecular “omics” features for better predictive modeling [1].

The adoption of data-intensive methods can be found throughout various
branches of health, leading e.g. to more evidence-based decision-making and to
help to go towards personalized medicine [2]: A grand goal of future biomedicine
is to tailor decisions, practices and therapies to the individual patient. Whilst
personalized medicine is the ultimate goal, stratified medicine has been the cur-
rent approach, which aims to select the best therapy for groups of patients who
share common biological characteristics. Here, ML approaches are indispens-
able, for example causal inference trees (CIT) and aggregated grouping, seeking
strategies for deploying such stratified approaches. Deeper insight of personalized
treatment can be gained by studying the personal treatment effects with ensem-
ble CITs [3]. Here the increasing amount of heterogenous data sets, in particular
“-omics” data, for example from genomics, proteomics, metabolomics, etc. [4]
make traditional data analysis problematic and optimization of knowledge dis-
covery tools imperative [5,6]. On the other hand, many large data sets are indeed
large collections of small data sets. This is particularly the case in personalized
medicine where there might be a large amount of data, but there is still a rela-
tively small amount of data for each patient available [7]. Consequently, in order
to customize predictions for each individual it is necessary to build a model for
each patient along with the inherent uncertainties, and to couple these models
together in a hierarchy so that information can be “borrowed” from other simi-
lar patients. This is called model personalization, and is naturally implemented
by using hierarchical Bayesian approaches including e.g. hierarchical Dirichlet
processes [8] or Bayesian multi-task learning [9].
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This variety of problems in Digital Pathology requires a synergistic combi-
nation of various methodological approaches which calls for a combination of
various approaches, e.g. geometrical approaches with deep learning models [10].

After a short motivation and explanation of why machine aided pathology
is interesting, relevant and important for the future of diagnostic medicine, this
article is organized as follows:

In Sect. 2 we provide a glossary of the most important terms.
In Sect. 3 we give an overview of where digital pathology is already in use

today, which technologies of slide scanning are currently state-of-the-art, and
describe the next steps towards a machine aided pathology. A sample use-case
shall demonstrate the typical work-flow. Because data-integration, data fusion
and data-preprocessing is an important aspect, we briefly describe these issues
here.

In Sect. 4 we describe the most promising state-of-the-art machine learning
technologies which can be of use for digital pathology.

In Sect. 5, finally, we discuss some important future challenges in machine
learning, which includes multi-task learning, transfer learning and the use of
multi-agent-hybrid systems.

2 Glossary and Key Terms

Automatic Machine Learning (aML) in bringing the human-out-of-the-loop is
the grand goal of ML and works well in many cases having “big data” [11].

Big Data is indicating the flood of data today; however, large data sets are
necessary for aML approaches to learn effectively; the problem is in “dirty data”
[12], and sometimes we have large collections of little, but complex data.

Data Fusion is the process of integration multiple data representing the same
real-world object into one consistent, accurate, and useful representation.

Data Integration is combining data from different sources and providing a
unified view.

Deep Learning allows models consisting of multiple layers to learn represen-
tations of data with multiple levels of abstraction [13].

Digital Pathology is not only the conversion of histopathological slides into a
digital image (WSI) that can be uploaded to a computer for storage and viewing,
but a complete new medical work procedure.

Dimensionality of data is high, when the number of features p is larger than
the number of observations n by magnitudes. A good example for high dimen-
sional data is gene expression study data [14].

Explainability is motivated due to lacking transparency of black-box
approaches, which do not foster trust and acceptance of ML among end-users.
Rising legal and privacy aspects, e.g. with the new European General Data Pro-
tection Regulations, make black-box approaches difficult to use, because they
often are not able to explain why a decision has been made [15].

interactive Machine Learning (iML) in bringing the human-in-the-loop is
beneficial when having small amounts of data (“little data”), rare events or
dealing with complex problems [16,17], or need reenactment (see explainability).
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Knowledge Discovery (KDD) includes exploratory analysis and modeling of
data and the organized process to identify valid, novel, useful and understandable
patterns from these data sets [18].

Machine Aided Pathology is the management, discovery and extraction of
knowledge from a virtual case, driven by advances of digital pathology supported
by feature detection and classification algorithms.

Multi-Task Learning (MTL) aims to learn a problem together with multiple,
different but related other problems through shared parameters or a shared rep-
resentation. The underlying principle is bias learning based on probable approx-
imately correct learning (PAC learning) [19].

Topological Data Mining uses algebraic geometry to recover parameters of
mixtures of high-dimensional Gaussian distributions [20].

Transfer Learning How can machine learning algorithms perform a task by
exploiting knowledge, extracted during solving previous tasks? Contributions to
solve this problem would have major impact to Artificial Intelligence generally,
and Machine Learning specifically [21].

Virtual Case is the set of all histopathological slides of a case together with
meta data from the macro pathological diagnosis [22].

Virtual Patient has very different definitions (see [23], we define it as a model
of electronic records (images, reports, *omics) for studying e.g. diseases.

Visualization can be defined as transforming the symbolic into the geometric
and the graphical presentation of information, with the goal of providing the
viewer with a qualitative understanding of the information contents [6,24].

Whole Slide Imaging (WSI) includes scanning of all tissue covered areas of
a histopathological slide in a series of magnification levels and optional as a set
of focus layers.

3 From Digital Pathology to Machine Aided Pathology

3.1 Digital Pathology

Modern pathology was founded by Rudolf Virchow (1821-1902) in the mid
of the 19th century. In his collection of lectures on Cellular Pathology (1858)
he set the basis of modern medical science and established the “microscopi-
cally thinking” still applied today by every pathologist. In histopathology a
biopsy or surgical specimen is examined by a pathologist, after the specimen has
been processed and histological sections have been placed onto glass slides. In
cytopathology either free cells (fluids) or tissue micro-fragments are “smeared”
on a slide without cutting a tissue.

In the end of the 20th century an individual clinical pathologist was no longer
able to cover the knowledge of the whole scientific field. This led to today’s spe-
cialization of clinical pathology either by organ systems or methodologies. Mole-
cular biology and *omics technologies set the foundation for the emerging field
of molecular pathology, which today alongside WSI provides the most impor-
tant source of information, especially in the diagnosis of cancer and infectious
diseases.
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The roots of digital pathology go back to the 1960s, when first telepathology
experiments took place. Later in the 1990 s the principle of virtual microscopy
[25] appeared in several life science research areas. At the turn of the century
the scientific community more and more agreed on the term “digital pathology”
[26] to denote digitization efforts in pathology.

However in 2000 the technical requirements (scanner, storage, network) were
still a limiting factor for a broad dissemination of digital pathology concepts.
Over the last 5 years this changed as new powerful and affordable scanner tech-
nology as well as mass/cloud storage technologies appeared on the market. This
is also clearly reflected in the growing number of publications mentioning the
term “digital pathology” in PMC, see Fig. 1.

Fig. 1. Number of publication in PMC containing the term “digital pathology”.

The field of Radiology has undergone the digital transformation almost 15
years ago, not because radiology is more advanced, but there are fundamental
differences between digital images in radiology and digital pathology: The image
source in radiology is the (alive) patient, and today in most cases the image
is even primarily captured in digital format. In pathology the scanning is done
from preserved and processed specimens, for retrospective studies even from
slides stored in a biobank. Besides this difference in pre-analytics and metadata
content, the required storage in digital pathology is two to three orders of mag-
nitude higher than in radiology. However, the advantages anticipated through
digital pathology are similar to those in radiology:

Capability to transmit digital slides over distances quickly, which enables
telepathology scenarios.
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Capability to access past specimen from the same patients and/or similar
cases for comparison and review, with much less effort then retrieving slides
from the archive shelves.

Capability to compare different areas of multiple slides simultaneously (slide
by slide mode) with the help of a virtual microscope.

Capability to annotate areas directly in the slide and share this for teaching
and research.

Digital pathology is today widely used for educational purposes [27] in
telepathology and teleconsultation as well as in research projects. Digital pathol-
ogy in diagnostics is an emerging and upcoming field. With the validation of the
first WSI systems for primary diagnosis by the FDA the first steps for the digi-
tal transition in pathology are done, and we anticipate a major paradigm shift
within the next 10 years.

Sharing the perception of the instructor when looking through a microscope
is a technical challenge. Digital pathology allows to share and annotate slides
in a much easier way. Also the possibility to download annotated lecture sets
generates new opportunities for e-learning and knowledge sharing in pathology.

The level of specialization in pathology is ever increasing, and it is no more
possible to cover at small and medium size pathology institutes all fields, so
expert knowledge is often missing to generate the best possible diagnosis for the
patient. This is a main driving force for telepathology, when a local team can
easily involve specialists that don’t need to be in the same location, and/or get
a specialized second opinion. For overnight diagnosis workflows even the time
difference between different countries can be utilized, e.g. the diagnosis for a
virtual case scanned in France in the evening can be ready next morning, done
by a pathologist in Canada.

It is important that in all use cases the digital slides are archived in addition
to the analogue tissue blocks and slides. This will (a) ensure documentation and
reproducibility of the diagnosis (an additional scan will never produce the same
WSI) and (b) generate a common and shared pool of virtual cases for training
and evaluation of machine learning algorithms. Archiving WSI is even a prereq-
uisite for the validation and documentation of diagnostic workflows, especially
when algorithmic quantification and classification algorithms are applied. In the
next sections we describe requirements for data management and digital slide
archiving as a starting point for machine aided pathology scenarios.

3.2 Virtual Case

A pathological workflow always starts with the gross evaluation of the primary
sample. Depending on the medical question and the material type small tissue
parts are extracted from the primary sample and are either embedded in a paraf-
fin block or cryo-frozen. From the tissue blocks the pathology labs cuts several
slides, applies different staining methods and conducts additional histological
and molecular tests. Finally, the pathologists evaluate all the slides together
with the supporting gross-and molecular findings and makes the diagnosis. If in
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DOMASFsedilSsisongaiD01-DCI

H60.4 Cholesteatoma of external ear 1 no no
K37 Unspecified appendicitis 2 no no
K21 Gastro-esophageal reflux disease w. esophagitis 4 no no
K52.9 Noninfective gastroenteritis and colitis 6 no no
C67.9 Malignant neoplasm of bladder 8 yes no
C34 Neoplasm of bronchus or lung 10 yes yes

onon21ylagemoidraC7.15I
C56 Malignant neoplasm of ovary 14 yes no

onsey61tsaerbfosisorelcsorbiF3.06N
C85.9 Malignant lymphoma, non-Hodgkin, NOS 18 yes yes
C18 Malignant neoplasm of colon 20 yes yes

onon22aimekueldioleymcinorhC1.29C
N40 Benign prostatic hyperplasia 25 no no
C61 Malignant neoplasm of prostate 36 yes no
D07.5 Carcinoma in situ of prostate 43 no no
C83.5 Lymphoblastic (diffuse) lymphoma 50 yes no

Fig. 2. Average number of slides for different pathological diagnosis. FSA: frozen
section analysis; MOD: molecular diagnosis. Source: Analysis of all findings in the
year 2016 at the Institute of Pathology, Graz Medical University.

addition to the set of WSI all information is present in a structured digital for-
mat, we call this a virtual case. In a virtual case, the average number of slides and
additional findings varies very much for different medical questions and material
types. Figure 2 shows the average number of slides for different diagnosis done
in the year 2016 at the Institute of Pathology at Graz Medical University.

15 × 15mm@0.12µm/pixel = 125000 × 125000 = 15.6Gigapixel (1)
15.6Gigapixel@3 × 8bit/pixel = 46.9GB(uncompressed) (2)

46.9GB ÷ 3(jpeg2000) = 15.6GB(lossless) (3)
46.9GB ÷ 20(jpeg2000, highQ) = 2.3GB(lossy) (4)

46.9GB ÷ 64(jpeg2000,mediumQ) = 0, 7GB(lossy) (5)

The most demanding data elements in a virtual case are the whole slide
images (WSI). Compared to radiology, where the typical file size are between
131 KB for MRI images, 524 KB for CT-Scans, 18 MB for digital radiology, 27 MB
for digital mammography and 30 MB for computed radiography [28], a single
WSI scan with 80x magnification consists of 15.6 Gigapixels. For the calculation
of the WSI file size and comparison of different scanner manufacturers, we use the
de-facto standard area of 15 mm x 15 mm, with an optical resolution of 0.12µm,
which corresponds to an 80x magnification (see Fig. 3).

With 8 bit information for each color channel a WSI results in 46.9 GB stored
in an uncompressed image format. Looking at the number of slides of a typical
case, it is clear, that some compression techniques must be applied to the image
data, and luckily several studies reported that lossy compression with a high
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Fig. 3. Schematic view of a histopathological slide. An area of 15mm x 15mm is the
de-facto standard for quoting scan speed and size.

quality level does not influence the diagnostic results. Still there are unresolved
questions:

High compression levels. Can the compression level be increased up to 200
without significant influence in human decision making, e.g. with optimized
jpeg2000 algorithms and intra-frame compression techniques for z-layers.

Tissue/Staining dependencies. Does the maximum compression level depend
on tissue type and staining?

Compression in ML scenarios. What compression level can be applied when
WSI images are part of machine learning training sets and/or classified by
algorithms?

The newest generation of scanners (as of 2017 !) is able to digitize a slide at
various vertical focal planes, called z-layers, each the size of a singe layer. The
multi-layer image can be either combined by algorithms to a single composite
multi-focus image (Z-stacking) or used to simulate the fine focus control of a
conventional microscope. Z-stacking is a desirable feature especially when view-
ing cytology slides, however, the pathologist should be aware that such an image
can never be seen through the microscope (see Fig. 4).

Fig. 4. Focus layers in a typical histopathological slide, thickness 4µm.

At the Institute of Pathology at Graz Medical University, which is a medium
to large organization, about 73,000 diagnosis are made within a year and approx
335,000 glass slides are produced in the pathology lab, approx 25,000 glass slides
in the cytology lab. This results in a yearly storage capacity of almost 1 PetaByte
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and the appropriate computing power to process approx. 1000 slides per day
plus the necessary capacity to train and improve ML algorithms. This numbers
illustrate that the digital transformation of diagnostic workflows in pathology
will demand for very high storage, even when stored in a compressed format, as
well as computing capacity.

Several data formats are used today, either vendor independent (DICOM,
TIFF/BigTIFF, Deep Zoom images) and vendor specific formats from Aperio,
Hamamatsu, Leica, 3DHistech, Philips, Sakura and Trestle. In the setup of a
virtual slide archive for medical research and machine learning it is essential
to (a) agree on a common exchange format, and (b) to separate patient related
and image related metadata. Patient related metadata comprise direct identifiers
(name, birthday, zip code, ...) but also diagnosis results and others results from
the patient medical history. When no such data is stored within or attached
to the image format, the WSI is purely anonymous, as no re-identification of
the patient is possible. To link between the same WSI used in different studies,
either a global unique identifier (GUID) or a image generated hash can be used.

3.3 Towards Machine Aided Pathology

Digitizing workflows is one important enabling step to a groundbreaking change
in clinical pathology, where AI methods and ML paradigms are introduced
to pathological diagnosing. This assistance starts with simple classification
and quantification algorithms as already available today, and ends in a full
autonomous pathologist, where human expertise is replaced by machine intelli-
gence. To distinguish such scenarios from simple digital workflows we propose the
term machine aided pathology, when a significant contribution of the decision
making process is supported by machine intelligence. Machine aided pathology
solutions can be applied at several steps of the diagnosis making process:

Formulation of a hypothesis. Each diagnosis starts with a medical question
and a corresponding underlying initial hypothesis. The pathologist refines this
hypothesis in an iterative process, consequently looking for known patterns in
a systematic way in order to confirm, extend or reject his/her initial hypothe-
sis. Unconsciously, the pathologist asks the question “What is relevant?” and
zooms purposefully into the -according to his/her opinion - essential areas of
the cuts. The duration and the error rate in this step vary greatly between
inexperienced and experienced pathologists. An algorithmic support in this
first step would contribute in particular to the quality and interoperability
of pathological diagnoses and reduce errors at this stage, and would be par-
ticularly helpful for educational purposes. A useful approach is known from
Reeder and Felson (1975) [29] to recognize so called gamuts in images and to
interpret these according to the most likely and most unlikely, an approach
having its origin in differential diagnosis.

– Very large amounts of data can only be managed with a “multi resolution”
image processing approach using image pyramids. For example, a Colon
cancer case consists of approximately 20 Tera (!) pixel of data - a size
which no human is capable of processing.
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– The result of this complex process is a central hypothesis, which has to
be tested on a selection of relevant areas in the WSI, which is determined
by quantifiable values (receptor status, growth rate, etc.).

– Training data sets for ML can now contain human learning strategies
(transfer learning) as well as quantitative results (hypotheses, areas, ques-
tions, etc.).

Detection and classification of known features. Through a precise classifi-
cation and quantification of selected areas in the sections, the central hypoth-
esis is either clearly confirmed or rejected. In this case, the pathologist has
to consider that the entire information of the sections is no longer taken into
account, but only areas relevant to the decision are involved. It is also quite
possible that one goes back to the initial hypothesis step by step and changes
their strategy or consults another expert, if no statement can be made on the
basis of the classifications.

– In this step ML algorithms consist of well known standard classification
and quantification approaches.

– An open question is how to automatically or at least semi-automatically
produce training sets, because here specific annotations are needed (which
could come from a stochastic ontology, e.g.).

– Another very interesting and important research question is, whether and
to what extent solutions learned from one tissue type (organ 1) can be
transferred to another tissue type (organ 2) – transfer learning – and how
robust the algorithms are with respect to various pre-analytic methods,
e.g. stainings, etc.

Risk prediction and identification of unknown features. Within the third
step, recognized features (learned parameters) are combined to a diagnosis
and an overall prediction of survival risk. The main challenge in this step lies
in training/validation and in the identification of novel, previously unknown
features from step two. We hypothesize that the pathologist supported by
machine learning approaches is able to discover patterns – which previously
were not accessible! This would lead to new insights into previously unseen
or unrecognized relationships.

Besides challenges in ML, also the following general topics and prerequisites
have to be solved for a successful introduction of machine aided pathology:

Standardization of WSI image formats and harmonization of annota-
tion/metadata formats. This is essential for telepathology applications and
even more important for the generation of training sets, as for a specific organ
and disease stages, even at a large institute of pathology the required amount
of cases may not be available.

Common digital cockpit and visualization techniques should be used in edu-
cation, training and across different institutes. Changing the workplace should
be as easy as switching the microscope model or manufacturer. However,
commonly agreed-upon visualization and interaction paradigms can only be
achieved in a cross vendor approach and with the involvement of the major
professional associations.
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3.4 Data Integration

The image data (see Fig. 5) can be fused with two other sources of data: (1) Clin-
ical data from electronic patient records [30], which contain documentations,
reports, but also laboratory tests, physiological parameters, recorded signals,
ECG, EEG, etc.); this also enables linking to other image data (standard X-
ray, MR, CT, PET, SPECT, microscopy, confocal laser scans, ultrasound imag-
ing, molecular imaging, etc.) (2) *omics data [4], e.g. from genomic sequencing
technologies (Next Generation Sequencing, NGS, etc.), microarrays, transcrip-
tomic technologies, proteomic and metabolomic technologies, etc., which all plays
important roles for biomarker discovery and drug design [31,32].

Data integration is a hot topic in health informatics generally and solutions
can bridge the gap between clinical routine and biomedical research [33]. This
is becoming even more important due to the heterogeneous and different data
sources, including picture archiving and communication systems (PACS) and
radiological information systems (RIS), hospital information systems (HIS), lab-
oratory information systems (LIS), physiological and clinical data repositories,
and all sorts of -omics data from laboratories, using samples from biobanks.
Technically, data integration is the combination of data from different sources

Fig. 5. Detail of a typical WSI: Hematoxylin and eosinstained histological section of
a formalin-fixed and paraffin-embedded normal human liver tissue. Manual annota-
tion: PV, portal vein; BD, bilde duct; HA, hepatic artery, HC (arrow), example of
hepatocyte. Bar = 30 µm (Image Source: Pathology Graz)



24 A. Holzinger et al.

and providing users with a unified view on these data, whereas data fusion is
matching various data sets representing one and the same object into a single,
consistent and clean representation [34]; in health informatics these unified views
are particularly important in high-dimensions, e.g. for integrating heterogeneous
descriptions of the same set of genes [35]. The general rule is that fused data is
more informative than the original separate inputs. Inclusion of these different
data sources and a fresh look on the combined views would open future research
avenues [36].

4 Machine Learning in Medical Image Analysis

Computer-added diagnosis has become an important tool in medicine to sup-
port medical doctors in their daily life. The general goals are to classify images
to automatically detect diseases or to predict the healing process. Thus, med-
ical imaging builds on several low level tasks such as segmentation, registration,
tracking and detection. Many of these tasks can be efficiently solved via machine
learning approaches, where, in contrast to typical computer vision problem, we
are facing several problems: (1) medical image data such as obtained from CT,
MR, or X-ray show specific characteristics (e.g., blur and noise) that cannot eas-
ily be handled; (2) machine learning approaches typically require large number
of training samples, which is often not available; (3) there are no clear labels as
the ground truth is often just based on visual inspection by humans. Thus, there
has been a considerable interest in medical image analysis and many approaches
have been proposed. As a more comprehensive discussion would be out-of-scope,
in the following, we briefly review the most versatile and tools that have been
successfully applied in medical image analysis, namely, Support Vector Machines,
Random Forests, and Deep Learning.

Support Vector Machines
Support Vector Machines are very versatile tools in machine learning and have
thus also be used in medical image analysis for different tasks and applications.
In the following, we sketch the main ideas, where we will focus on the two-
class classification problem, and give a brief summary of related applications.
Let L = {(xi, yi)}L

i=1 be a set of pairs, where xi ∈ R
N are input vectors and

yi ∈ {+1,−1} their corresponding labels. Then the objective is to determine a
linear classification function (i.e., a hyperplane)

f(x) = w�xi + b, (6)

where w ∈ R
N , and b is a bias term, such that

w�
i x + b

{
> 0 if yi = 1
< 0 if yi = −1,

(7)

which is equivalent to

yi(w�xi + b) > 0, i = 1, . . . , L. (8)
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If the training data is linear separable, then there will exist an infinite number
of hyperplanes satisfying Eq. (8). To ensure a unique solution and to increase
the linear separability for unseen data (i.e., reduce the generalization error),
support vector machines build on the concept of the margin (which is illustrated
in Fig. 6), which is defined as the minimal perpendicular distance between a
hyperplane and the closest data points. In particular, the decision boundary is
chosen such that the margin M is maximized. By taking into account the relation
‖w‖ = 1

M , the maximum margin can be obtained my minimizing ||w||2:

min
w,b

1
2
||w||2

s.t. yi(w�xi + b) ≥ 1, i = 1, . . . , L.

(9)

In order to solve the constrained problem Eq. (9) for w and b, we introduce
the Lagrange multipliers βi, i = 1, . . . , L, and use the Kuhn-Tucker theorem to
convert the problem to the unconstrained dual problem (Wolfe dual):

max
L∑

i=1

βi − 1
2

L∑
i

L∑
j

βiβjyiyjx�
i xj

s.t.
L∑

i=1

βiyi = 0, βi ≥ 0 i = 1, . . . , L.

(10)

In this way, we get the decision function f̂ for classifying unseen observa-
tions x as

f̂(x) = sign
(
w�x + b

)
, (11)

which is equivalent to

f̂(x) = sign

(
L∑
i

βiyix�xi + b

)
, (12)

where βi > 0 if xi is on the boundary of the margin, and βi = 0 otherwise. Thus,
it can be seen that w can be estimated only via a linear combination of samples
on the boundary, which are referred to as support vectors (see also Fig. 6).

If the data is not linearly separable, we can apply the kernel trick. As can
be seen, Eqs. (10) and (12), the data does only appear in form of dot products
〈xi,xi〉 = x�

i xj . When introducing a transformation

Φ(·): RN → R
P , (13)

we need only to estimate the dot product 〈Φ(xi), Φ(xj)〉 = Φ(xi)�Φ(xj). Thus,
if there is a kernel function

K(xi,xj) = 〈Φ(xi), Φ(xj)〉 (14)



26 A. Holzinger et al.

w · x + b ≥ 1
w · x + b = 0

w · x + b ≤ −1

M

Fig. 6. Maximal margin for an SVM: The decision boundary for the two classes (red
and blue balls) is estimated such that the margin M is maximized. The samples on
the margin-boundary (indicated by the black ring) are referred to as support vectors.
(Color figure online)

the dot product can be estimated without explicitly knowing Φ. Moreover, any
other valid kernel can be used, for example:

– Linear kernel: K (xi,xj) = x�
i xj ,

– Polynomial kernel: K (xi,xj) =
(
x�

i xj + 1
)d

,

– Radial Basis Function (RBF) Kernel: K (xi,xj) = e−γ‖xi−xj‖2
,

– Mahalanobis kernel: K (xi,xj) = e−(xi−xj)
�A(xi−xj).

In this way Eqs. (10) and (12) can be generalized to

LD(β) =
m∑

i=1

βi − 1
2

m∑
i

m∑
j

βiβjyiyjK(xi,xj) (15)

and

f̂(x) = sign

(
m∑
i

βiyiK(xi,xj) + b

)
. (16)

Besides the flexibility to chose an appropriate kernel for a specific application,
it is straightforward to extend the standard formulation for overlapping class
distribution by introducing the concept of soft margins. In addition, there exist
several ways to extend the standard formulation to multiple classes (e.g., one-vs.-
all SVM, pairwise SVM, and error-correcting-output code SVM), to apply SVMs
for regression tasks, or to use it in the context of online/incremental and semi-
supervised learning. In this way, SVMs are very flexible and widely applicable
for the highly diverse task to be solved in medical imaging. For a more detailed
review, we like to refer to [37–39]).

One of the most important application in medical imaging is to segment and
classify image regions. For example, in [40] SVMs are used to segment lesions in
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ultrasound images. In particular, a kernel SVM using an RBF-kernel is used to
segment both ultrasound B-mode and clinical ultrasonic images. Similarly, in [41]
an effective retinal vessel segmentation technique is presented, allowing to drasti-
cally reduce the manual effort of ophthalmologists. To this end, first features are
extracted which are then classified using a linear SVM. This makes not only the
evaluation very fast, but also allows to learn a model form a smaller training set.

A different approach is followed in [42] to segment blood vessels based on fully
connected conditional random fields. However, an efficient inference approach is
applied, which is learned via a Structured Output SVM. In this way, a fully
automated system is obtained that achieves human-like results. Similarly, [43]
presents a fully automatic method for brain tissue segmentation, where the goal is
to segment 3D MRI images of brain tumor patients into healthy and tumor areas,
including their individual sub-regions. To this end, an SVM classification using
multi-spectral intensities and textures is combined with a CRF regularization.

A slightly different application in medical imaging is to localize image regions.
For example, [44] presents an approach to detect microcalcification (MC) clusters
in digital mammograms via an SVM-based approach. This is in particular of
interest, as MC clusters can be an early indicator for female breast cancer. A
different application, but a similar approach was discussed in [45]. The goal is to
localize the precise location of cell nuclei, helping in an automated microscopy
applications such as such as cell counting and tissue architecture analysis. For
this purpose three different inputs are used (i.e., raw pixel values, edge values,
and the combination of both), which are used to train an SVM classifier based
on an RBF-kernel.

Random Forests
Random Forests (RFs) [46], in general, are ensembles of decision trees, which
are independently trained using randomly drawing samples from the original
training data. In this way, they are fast, easy to parallelize, and robust to noisy
training data. In addition, they are very flexible, paving the way for classification,
regression, and clustering tasks, thus making them a valid choice for a wide range
of medical image applications [47].

More formally, Random Forests are ensembles of T decision trees Tt(x) :
X → Y, where where X = R

N is the N -dimensional feature space and Y is the
label space Y = {1, . . . , C}. A decision tree can be considered a directed acyclic
graph with two different kinds of nodes: internal (split) nodes and terminal (leaf)
nodes. Provided a sample x ∈ X , starting from the root node at each split node
a decision is made to which child node the sample should be send, until it reaches
a leave node. Each leaf note is associated with a model that assigns an input x
an output y ∈ Y. Each decision tree thus returns a class probability pt(y|x) for
a given test sample x ∈ R

N , which is illustrated in Fig. 7(b). These probabilities
are then averaged to form the final class probabilities of the RF. A class decision
for a sample x is finally estimated by

y∗ = arg max
y

1
T

T∑
t=1

pt(y|x). (17)
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During training of a RF, each decision tree is provided with a random subset
of the training data D =

{
(x1, y1), . . . (x|D|, y|D|)

}
⊆ X × Y (i.e., bagging) and

is trained independently from each other. The data set D is then recursively
split in each node, such that the training data in the newly created child nodes
is pure according to the class labels. Each tree is grown until some stopping
criterion (e.g., a maximum tree depth) is met and class probability distributions
are estimated in the leaf nodes. This is illustrated in Fig. 7(a).

Fig. 7. Random Forests: (a) The tree is build recursively splitting the training data
D and finally estimating a model p(y|D∗) for each leaf node. (b) During inference a
sample x is traversed down according to the learned splitting functions s (i.e., the
parameters Θ∗) the tree and finally classified based on the model of the leaf node.

A splitting function s(x, Θ) is typically parameterized by two values: (i) a
feature dimension Θ1 ∈ {1, . . . , N} and (ii) a threshold Θ2 ∈ R. The splitting
function is then defined as

s(x, Θ) =
{

0 if x(Θ1) < Θ2

1 otherwise , (18)

where the outcome defines to which child node the sample x is routed.
Each node i chooses the best splitting function Θi out of a randomly sampled

set by optimizing the information gain

Δ(Θi) =
|DL|

|DL| + |DR|H(DL) +
|DR|

|DL| + |DR|H(DR), (19)

where DL and DR are the sets of data samples that are routed to the left and
right child nodes, according to s(x, Θi); H(D) is the local score of a set D of
data samples, which can either be the negative entropy

H(D) = −
C∑

c=1

[p(c|D) · log(p(c|D))], (20)
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where C is the number of classes, and p(c|S) is the probability for class c, esti-
mated from the set S, or the Gini Index [46].

The most important application of RFs in medical image analysis is the auto-
matic segmentation of cells, organs or tumors, typically building on a multi-class
classification forests. For example, in [48] an approach for segmenting high-grade
gliomas and their sub-regions from multi-channel MR images is presented. By
using context-aware features and the integration of a generative model of tissue
appearance only little pre-processing and no explicit regularization is required,
making the approach computationally very efficient. A different approach was
presented in [49], where a joint classification-regression forest was trained, that
captures both structural and class information. In this way, not only a class
label is predicted but also the distance to the object boundary. Applied on
3-dimensional CT scans the final task of multi-organ segmentation can be solved
very efficiently.

Related to the previous task is the application of detecting and localizing
anatomy. For example, [50] introduces an approach for localizing vertebras using
a combined segmentation and localization approach. For this purpose a RF is
trained using features images obtained form a standard filter bank, where the
output is then used – together with the original image – to generate candi-
date segmentations for each class, which are finally weighted. In contrast, [51]
addresses the problem of localizing organs such as spleen, liver or heart. To this
end, visual features are extracted from the imaging data and a regression for-
est is trained, allowing for a direct mapping form voxels to organ locations and
size. In particular, the approach deals with both magnetic resonance (MR) and
computer tomography (CT) images, also showing the generality and flexibility
of RFs. A similar approach is addressed in [52], also estimating local landmark
points finally paving the way for automatic age estimation [53].

For a detailed overview on Random Forests we would like to refer to [47],
where a deep theoretical discussion as well as an overview of different applications
in the field of medical image analysis are given.

Deep Learning
Event though the main ideas of neural networks are dating back to the 1940’s
(i.e., [54,55]), they just become recently very popular due the success of con-
volutional neural networks [56,57]. In general, neural networks, are biologically
inspired and can be described as a directed graph, where the nodes are related
to neurons/units and the edges describe the links between them.

As illustrated in Fig. 8, each unit j receives a weighted sum of inputs ai

of connected units i, where the weights wi,j determine the importance of the
connection. To estimate the output aj this linear combination is then fed into
a so called activation function. More formally, the output aj is estimated as
follows:

aj = g

(
n∑

i=0

wi,jai

)
. (21)
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Fig. 8. The general model of a single neuron: the weighted inputs ai are summed up
and fed into an activation function g(·) yielding the output aj .

Popular choices for the activation function which are widely used are

– Linear function: g(x) = x,

– Hard threshold function: g(x) =
{

1 if x > 1
2

0 otherwise,
– Sigmoid function: g(x) = 1

1+e−x ,
– Hyperbolic tangent function: g(x) = tanh(x),
– Rectified Linear Units (ReLU): g(x) = max(0, x).

In general, we can distinct two different kinds of networks. First, feed-forward
networks can be described as acyclic graphs, having connections only in one
direction. In this way, the network describes a function of the input. In contrast,
recurrent networks (RNNs) can be considered graphs with loops, as receiving
their outputs again as input (thus being non-linear systems). In this way, an
internal state (short term memory) can be described. Thus, RNNs are widely
used in applications such as speech recognition or in activity recognition [58],
whereas in image processing mainly feed-forward networks are of relevance [59].

Neural networks are typically arranged in layers Vi consisting of single units
as described above, such that each unit receives input only from units from
the previous layer, where |V | = T the depth of the network. V0 is referred
to as the input layer, VT as the output layer, and V1, . . . , VT−1 are called the
hidden layers. A simple example of such a network with two hidden layers is
illustrated in Fig. 9. When dealing with multiple hidden layers, we talk about
deep learning. In general, this allows to learn complex functions, where different
layers cover different kind of information. For example, in object detection a first
layer may describe oriented gradients, a second layer some kind of edges, a third
layer would assemble those edges to object descriptions, where a subsequent
layer would describe the actual detection task. This example also illustrates an
important property of deep learning: we can learn feature representations and
do not need to design features by hand!

In general, the goal of supervised learning is to modify the model parameters
such that subsequently the error of an objective function is reduced. For neural
networks, this is typically solved via the stochastic gradient descend (SGD) app-
roach. The main idea is to repeatedly compute the errors for many small sets and
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Fig. 9. Deep feed-forward neural network with two hidden layers (blue balls). In addi-
tion, the input layer (green balls) and the output layer (red points) are illustrated.
(Color figure online)

to adjust the model according to a averaged response. Thus, the name can be
explained as a gradient method – typically using the back-propagation approach
– is used and the computation based on small sets of samples is naturally noisy.

The most prominent and most successful deep learning architecture are Con-
volutional Neural Networks (CNN), why these terms are often used interchange-
able. Even though naturally inspired by image processing problems the same
ideas can also be beneficial for other tasks. One key aspect of CNNs is that the
are structured in a series of different layers: convolutional layers, pooling layers,
and fully connected layers. Convolutional layers can be considered feature maps,
where each feature map is connected to local patches in the feature map in the
previous layer. In contrast, pooling layers merge similar features into one (i.e.,
relative positions of features might vary in the local range). Typical, several
stages of convolutional and pooling layers are stacked together. Finally, there
are fully connected layers generating the output of the actual task. A typical
architecture for such a CNN is illustrated in Fig. 10.

Fig. 10. Typical convolutional neural network: LeNet-5 [56].
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As in this way the effort for handcrafting features can be reduced and
CNNs have proven to improve the results for many applications, they are now
also widely applied in medical imaging. In particular, for cancer detection very
recently even human-like performance was demonstrated.

For example, [60] adopts a CNN framework for breast cancer metastasis
detection in lymph nodes. By additionally, exploiting the information of a pre-
trained model, sophisticated image normalization, and building on a multi-stage
approach (mimicking the human perception), state-of-the-art methods and even
human pathologists have been outperformed for a standard benchmark dataset.
Similarly, [61] addresses the problem of skin cancer detection using deep neural
networks. Also here a transfer learning setup is proposes, where after pre-training
a CNN architecture using ImageNet the final classification layer is discarded and
re-trained for the given task (in addition the parameters are fine-tuned across
all layers). The thus obtained automatic methods finally performs on par with
human pathologist on different task.

Even though this demonstrates, that Deep Learning could be very beneficial
in the medical domain, the main challenge is to cope with the problem that
often the rather large amount of required training data is not available. Thus,
there has been a considerable interest in approaches that can learn from a small
number of training samples. The most common and straight forward way is
to use data augmentation, where additional training samples are generated via
variation of the given data: rotation, elastic deformation, adding noise, etc. One
prominent example for such approaches is U-Net [62], which demonstrated that
for biomedical image segmentation state-of-the-art results can be obtained, even
when the model was trained just from a few samples.

Even though this simple approach often yields good results, it is limited
as only limited variations can be generated from the given data. A different
direction is thus to build on ideas from transfer learning [63]. The key idea is
to pre-train a network on large publicly available datasets and then to fine-
tune it for the given task. For example, [64] fine-tunes the VGG-16 network,
which is already pre-trained using a huge amount of natural images, to finally
segment pancreas from MR images. In addition, a CRF step is added for the
final segmentation. Another way would be to use specific prior knowledge about
the actual task [65]. However, this information is often not available and, as
mentioned above, medical image data and natural images are often not sharing
the same characteristics, why such approaches often to fail in practice.

A totally different way to deal with small amounts of training data is to use
synthetically generated samples for training (e.g., [66]), which are easy to obtain.
However, again in this way the specific characteristic of the given image data
might not be reflected. To overcome this problem, Generative Adversarial Nets
[67] train a generator and a discriminator framework in a competitive Random
Forests fashion. The key idea is that the generator synthesizes images and the
discriminator decides if an image is real or fake (i.e., generated by the generator).
In this way, increasingly better training data can be generated. This idea is for
example exploited by [68] to better model the nonlinear relationship between
CR and MR images.
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Further Reading: For a short review on Deep Learning we would like to refer
to [13], a detailed review of related work can be found in [69], and a very detailed
technical overview ins given in [70].

Summary

As demonstrated in this section there are several ways to address the wide range
of applications in medical imaging. Even though there exist special approaches
for specific application, we focused on three versatile and thus widely used
approaches, namely, Support Vector Machines (SVMs), Random Forests (RFs),
and Deep Learning (DL). Where SVMs are general working horses for different
applications, RFs have demonstrated to cope with the particular characteristics
of medical imaging data very well. However, for both approaches well-engineered
handcrafted features are necessary, which are often hard to define and compute.
This problem can be overcome by using DL approaches, as the required features
can be learned implicitly in an end-to-end manner. However, the main drawback
of such approaches is that they require a huge amount of training data to yield
competitive results, which is often not available in practice. There are several
approaches which help to moderate this problem, but in general dealing with a
small data is still a big problem. Thus, still other methods such as SVM and RF
are valid choices for medical imaging problems. In addition, a key aspect that
is often neglected is that there are often good biases available, either defined
by the specific task or by available human experts, which are not considered
(sufficiently) up to now!

5 Secure Cooperation with Experts

Securing the data life cycle is a problem that just recently gained a lot of
additional attention, mainly due to the General Data Protection Regulation
(GDPR)1 that not only established baselines for securing sensitive information
throughout the European Union, but also increases the penalties to be applied in
case of violation. This regulation will come into effect in May 2018 either directly
or by adoption into national law. It is concerned with all major issues regard-
ing the processing of personal sensitive information, most notably it deals with
the legal requirements regarding data collection, consent regarding processing,
anonymization/pseudonymization, data storage, transparency and deletion [71].
Still, the major issue here is that many details are currently not defined, e.g.
whether deletion needs to be done on a physical or simply logical level, or how
strong the anonymization-factors need to be [72]. Furthermore, some parts are
formulated in a way that cannot be achieved with current technological means,
e.g. de-anonymization being impossible in any case, as well as the antagonism

1 Regulation (EU) 2016/679 of the European Parliament and of the council of 27 April
2016 on the protection of natural persons with regard to the processing of personal
data and on the free movement of such data, and repealing directive 95/46/EC
(General Data Protection Regulation).
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between deletion and transparency. Thus, the issue of securing sensitive infor-
mation is one of the really big challenges in machine learning in health related
environments [73].

5.1 Data Leak Detection

While many of the issues outlined above seem not that relevant for pathological
data at first glance, other questions regarding data security still prevail: Data is
considered to be the new oil, meaning that data itself constitutes a significant
value. One of the major issues in machine learning based research lies in the issue
of cooperation between data owners and other entities. With ever new techniques
arriving on the scene requiring the cooperation of various experts in the areas
of modeling, machine learning and medicine, data needs to be shared between
different entities, often working at different institutions. This opens up the issue
of detecting data misuse, especially the unsolicited dissemination of data sets.

Measures against data leakage can be divided into two major categories, those
protecting the data from being leaked (proactive measures) and those enabling
the detection and attribution of data leaks (reactive measures). Proactive mea-
sures typically include limitations on the data exchange:

– Sealed research environments like dedicated servers that run all the analysis
software and contain all the data, without export possibilities, as well as sport-
ing mechanisms for controlling, which researcher utilized which information
set. While this does not constitute a 100 percent protection against malicious
experts trying to extract information, in does help against accidental data
loss.

– Aggregating the data as much as possible can be a solution too for reduc-
ing the amount of sensitive information that an expert is given access to.
Still, aggregation often introduces a significant error and can render the data
practically worthless for the analysis.

– Oracle-style measures like differential privacy [74] do not deliver the whole
data set to the experts but rather require the expert to choose the type
of analysis he/she wants to run on the data without seeing the data sets.
Typically, this is done via issuing “Select”-statements that are run against
the database. Measures like differential privacy introduce distortion for data
protection purposes, as well as limit the amount of information the expert
can retrieve from the data.

While these proactive measures certainly do have their merits, they often pose
a serious obstacle to cooperation with the world-best experts in a field, either
due to geographical issues, or simply because the data is not fine-grained enough
to utilize the whole potential of the information inside the data sets. Reactive
approaches aim at identifying data leaks instead of preventing exchange, i.e.
the data is distributed to the partners in a form suitable for analysis (while, of
course, still considering issues of data protection like required anonymization),
but it is marked in order to make each data set unique for each partner it is
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distributed to. These marks are typically called fingerprints and are required to
possess the following features [75]:

– The fingerprinting mechanism must be capable to uniquely identify a user.
– It must not be possible for a user to identify the mark and subsequently

remove it (without drastically reducing the utility of the data).
– Even for a combination of attackers, the fingerprint must be resilient against

inference attacks, i.e. it must not be possible to calculate the fingerprinting
marks, even when given several differently marked versions of the same data
set.

– No wrongful accusations must be possible, even in case several attacks work
together in order to change the fingerprint to put blame on an uninvolved
partner.

– The fingerprint must be tolerant against a certain amount of errors introduced
by the users, i.e. it must not get useless in case the attackers change some
portion of the marked data.

Furthermore, depending on the actual form of the data, there are typically
some additional issues that require consideration, e.g., how stable the finger-
print needs to be in case only part of the data is leaked (e.g. half a picture,
some records from a sample). Since the GDPR often requires the anonymiza-
tion of sensitive information, one interesting approach lies in the development
of combined methods that use intrinsic features of the anonymization technique
in order to generate a selection of different data sets that can be uniquely iden-
tified. In the past, such a fingerprinting approach was proposed for structured
data in tables [76], still, the number of different fingerprints that can be assigned
to the same data set while providing resilience against collaborating attackers is
rather low and mainly depends on the actual data, especially when obeying the
requirement for resilience against colluding attackers as outlined above [77].

5.2 Deletion of Data

Typically, the deletion of data is not considered to be a major problem in most
applications, as it is mostly a matter of freeing resources. Still, against the back-
ground of the GDPR, this topic becomes increasingly important to consider,
especially, since it is extremely complicated to delete information in modern,
complex environments [72]. Databases are a major example, why deletion of
information can be a major problem: ACID-compliance [78] is a major require-
ment of modern database management systems and requires the database prod-
uct to ensure the atomicity of certain operations, i.e. operations are either carried
out as a whole, or not at all, always leaving the database to be in a consis-
tent state, even in case of a server crash. Furthermore, mechanisms for undoing
operations, most notable rollback mechanisms, are currently state-of-the-art and
expected by database users. Thus, a lot of additional information is required to
be stored in various internal mechanisms of the database, e.g. the transaction
mechanism, which is responsible for collecting all operations changing the data-
base and enables rollbacks and crash-recovery.
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Still, in typical database environments, even simple removal of data from the
database itself is non-trivial, considering the way data is stored: The records
inside a table are stored inside a tree-structure, more notably a B+-tree [79]:

– For the number mi of elements of node i holds d
2 ≤ i ≤ d, given a pre-defined

d for the whole tree, the order of the tree. The ony example of this rule is
the root r with 0 ≤ r ≤ d.

– Each non-leaf-node with m elements possesses m+1 child nodes, d
2 ≤ m ≤ d.

– The tree is balanced, i.e. all leaf nodes are on the same level.
– In contrast to the normal B-tree, the inner nodes of the B+-tree solely store

information required for navigating through the tree, the actual data is stored
in the leaf nodes, making the set of leafs forming a partition of the whole data
set.

– The elements inside the nodes are stored as sorted lists.

In databases like MySQL, the (mandatory) primary key of each table is used
to physically organize the data inside the table in the form of a B+-Tree, the
secondary indices are merely search-trees of their own, solely containing links to
the tree built by the primary key.

When data is deleted from the indexing tree built by the primary key, the
database searches for the leaf node containing the required element. Since data-
bases are built in order to facilitate fast operations, the data inside the leaf node
is not overwritten, but simple unlinked from the sorted list inside said node.

Fig. 11. Deletion in MySQL [80].

Figure 11 gives a short overview on the deletion process: The record in ques-
tion is unlinked from the linked list and added to the so-called garbage collection,
which marks the space of the record as free for storing new data. Still, the data
is not technically overwritten at the point of deletion and can be reconstructed
quite simple, as long as the space has not been used again, which depending on
the usage patterns of the database, is unpredictable and might take a long time.

Still, even the actual form of the search tree itself might yield information on
data already deleted from the table [81]: Let B be a B+-tree with n > b elements
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which are added in ascending order. Then it holds true that the partition of the
leafs of B has the following structure:

n =
k∑

i=1

ai, with ai =
b

2
+ 1,∀i �= k and ak ≥ b

2
.

While this theorem allows only very limited detection for practical purposes
under certain circumstances, especially due to database internal reorganization
mechanisms destroying the structure, there are instances where information can
be retrieved from the structure of the B+-tree.

As [72] outlined, there is currently no definition in the GDPR, how data must
be deleted, i.e. whether this needs to be done physically, or only logically. Still,
when looking at earlier national legal counterparts concerning data protection,
several legislations (e.g. in Austria) used a very strict interpretation of the term
“deletion”, i.e. physical deletion. In addition, the GDPR deals a lot in absolutes,
either jurisdiction is required to relax these absolutes, or new technical means
for removing evidence deeply embedded in complex systems are required.

5.3 Information Extraction

We have already seen how databases can be secured via differential privacy and
other query mechanisms, however most data in a clinical environment exist in
the form of Electronic Health records whose entries are mostly unstructured
free-text documents. As there is no guaranteed way to anonymize unstructured
data, we first need to extract identified bits of information and convey them to
a more organized data structure.

Information Extraction (IE) is the art of finding relevant bits of specific
meaning within unstructured data - this can be done either via (1) low-level IE -
usually by means of dictionary or RegExp based approaches [82,83] which utilize
extensive corpora of biomedical vocabulary and are readily available in libraries
such as Apache cTakes; the disadvantage of most standard solutions is the lack of
their ability to correctly identify context, ambiguous, synonymous, polysemous
or even just compound words; or (2) higher level IE, usually in the form of a
custom-built natural language processing (NLP) pipelines. Often, the purpose of
such pipelines is Named Entity Recognition (NER), which is the task of labeling
terms of specific classes of interest, like People, Locations, or Organizations.

It was noted [84] that NER is more difficult in specialized fields, as terms
have more narrow meanings (abbreviations can mean different things, e.g.). The
authors of [85] describe NER as a sequence segmentation problem to which
they apply Conditional Random Fields (CRF), a form of undirected statisti-
cal graphical models with Markov independence assumption, allowing them to
extract orthographic as well as semantic features. More recently, even Neural
Networks have been utilized for NER [86] with performance at state-of-the-
art levels, partly incorporating a new form of concept space representations for
terms called embeddings, which use a form of dimensionality reduction to com-
press vocabulary-sized feature vectors into (mostly 50-300 dimensional) concept
vectors [87].
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5.4 Anonymization

After having condensed all available material into labeled information, we can
filter them through formal anonymization approaches, of which k-anonymity [88]
stands as the most prominent. K-anonymity requires that a release of data shall
be clustered into equivalence groups of size >= k in which all quasi identifiers
(non-directly identifying attributes such as age, race or ZIP code) have been
generalized into duplicates; generalization itself can be pictured as an abstraction
of some information to a more inclusive form, e.g. abstracting a ZIP code of
81447 to textit81***, thereby being able to potentially cluster it with all other
ZIP codes starting with 81***.

Beyond k-anonymity exist refinements such as l-diversity [89], t-closeness [90]
and δ-presence [91] for purely tabular data, as well as a number of individual
methods for social network anonymization [92,93]. They all operate on the con-
cept of structured, textual quasi identifiers and imply a trade-off between data
utility and privacy of a data release - a higher degree of anonymization provides
more security against identifying a person contained in the dataset, but reduces
the amount of usable information for further studies or public statistics.

This leads us to the field of Privacy aware Machine Learning (PaML) which
is the application of ML techniques to anonymized (or in any way perturbed)
datasets. Obviously one cannot expect the performance of such algorithms to
equal their counterparts executed on the original data [94], instead the challenge
is to produce anonymized datasets which yield results of similar quality than
the original. This can be achieved by cleverly exploiting statistical properties
of such data, e.g. outliers in the original might affect ML performance as well
as induce higher levels of generalization necessary to achieve a certain factor of
k; by first removing those outliers an anonymized version can actually retain
enough information to rival its unperturbed predecessor [95].

5.5 Image Data Integration

For medical purposes, images have long been considered quasi-identifiers [96,97],
as one can easily picture faces allowing a relatively exact reconstruction of a
persons identity (depending on the quality of algorithms used). In the case of
pathological images containing multiple features and feature groups in relation
to one another, any subset of such information could conceivably be combined
with a patient’s EHR, thus enabling re-identification. On the other hand, selected
features also complement a patients EHR and therefore provide a more complete
overview of the patient’s condition facilitating higher precision in diagnosis, espe-
cially in cases when doctors overlook or forget to record symptoms. In approx-
imating an answer to the question’how can one anonymize images’, we would
like to provide a simple (therefore unrealistic) illustration (Fig. 12), in which
the bottom row depicts 8 original face images, whereas the subsequent vertical
rows represent progressive morphings of pairs of samples below, arriving at a
most general male/female hybrid at the top. In a realistic clinical setting, a use-
ful effect could be achieved by learning features from individual samples (faces,
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Fig. 12. Depiction of a possible (naive) face generalization hierarchy by simple mor-
phing of aligned images. Realistically, one would first scan images for salient features,
then cluster faces via feature similarity, subsequently morphing the generalized features
back into a pictograph or artificially generated face.

pathologic slides etc.), clustering those traits by similarity and then merging
them together into collective representations of groups.

5.6 *Omics Data Integration

In contrast to images it seems very doubtful if *omics-data can be perturbed
in a meaningful way to protect a person’s identity. After all, genes, proteins
etc. are building blocks of larger structures, and changing even one gene to a
variant form (called an allele) can have significant repercussions on an organism’s
phenotype. So in the field of *omics research, the issue of privacy is treated a
little differently: Given e.g. a GWAS (genome-wide association study) and the
genetic profile of an individual person, the question arises with what certainty a
classifier could determine if that person participated in said study. This entails
the need to perturb the results of a study - a distribution of measurements, like
allele frequencies [98] - rather than a database of personal information, which
lends itself ideally to the already described mechanism of ε-differential privacy.
The authors of [99] even tailored the method to GWAS study data in case of
the presence of population stratification and studied its effect on the output of
the EIGENSTRAT and LMM (Linear Mixed Model) algorithms typically used
on a rheumatoid arthritis GWAS dataset. To what extent those methods can
actually protect people from identification is a point of open discussion: while
some researchers [100] claim that even with standard statistical methods a binary
classification result (AUC) of reasonably close to 1 can be achieved, others [101]
point out that DNA matching in itself is not equivalent to de-identification and
even if possible, would take tremendous time and computational power. It might
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therefore be the case that a false notion of a choice of privacy OR data utility
might lead to a gross over-expansion of the privacy legal framework.

5.7 Heterogeneous Data Linkage

As became obvious from the previous sections, information about the same per-
son are often available from several different sources (physician letters, hospital
databases, lab reports, scans, *omics data etc.). These data are not easily merged
into one big dataset because coverage might only be slightly overlapping (e.g. not
all patients were subjected to the same lab tests). Simple concatenation of such
information would result in a high-dimensional dataset with most of its entries
missing, introducing the curse-of-dimensionality when conducting ML experi-
ments. With increasing dimensionality, the volume of the space increases so fast
that the available data becomes sparse, hence it becomes impossible to find
reliable clusters; also the concept of distance becomes less precise as the num-
ber of dimensions grows, since the distance between any two points in a given
data set converges; moreover, different clusters might be found in different sub
spaces, so a global filtering of attributes is also not sufficient. A solution might
be found in graph-based representations of such data, where node types can rep-
resent patients or different forms of examinations, resources, etc.; in the case of
anonymizing, we not only have to generalize node information but also consider
neighborhood structure which could provide an adversary with additional hints
for attack vectors. Apart from dealing with graph anonymization, which is also a
hard problem [102], an interesting challenge lies in describing parameters of the
underlying stochastic process precisely enough so one can re-populate a graph
from its anonymized form; this generatively perturbed graph should on the one
hand meet privacy requirements, yet allow scientists to conduct ML experiments
yielding satisfactory performance.

6 Future Challenges

Much future research has to be done, particularly in the fields of Multi-Task
Learning and Transfer Learning to go towards Multi-Agent-Hybrid Systems as
applications of the iML-approach.

6.1 Future Challenge 1: Multi-task Learning

Multi-task learning (MTL) aims to improve the prediction performance by
learning a problem together with multiple, different but related other problems
through shared parameters or a shared representation. The underlying principle
is bias learning based on Probably Approximately Correct learning (PAC learn-
ing) [19]. To find such a bias is still the hardest problem in any ML task and
essential for the initial choice of an appropriate hypothesis space, which must
be large enough to contain a solution, and small enough to ensure a good gen-
eralization from a small number of data sets. Existing methods of bias generally
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require the input of a human-expert-in-the-loop in the form of heuristics and
domain knowledge to ensure the selection of an appropriate set of features, as
such features are key to learning and understanding. However, such methods are
limited by the accuracy and reliability of the expert’s knowledge (robustness of
the human) and also by the extent to which that knowledge can be transferred to
new tasks (see next subsection). Baxter (2000) [103] introduced a model of bias
learning which builds on the PAC learning model which concludes that learning
multiple related tasks reduces the sampling burden required for good general-
ization. A bias which is learnt on sufficiently many training tasks is likely to be
good for learning novel tasks drawn from the same environment (the problem
of transfer learning to new environments is discussed in the next subsection). A
practical example is regularized MTL [104], which is based on the minimization of
regularization functionals similar to Support Vector Machines (SVMs), that have
been successfully used in the past for singletask learning. The regularized MTL
approach allows to model the relation between tasks in terms of a novel kernel
function that uses a taskcoupling parameter and largely outperforms singletask
learning using SVMs. However, multi-task SVMs are inherently restricted by the
fact that SVMs require each class to be addressed explicitly with its own weight
vector. In a multi-task setting this requires the different learning tasks to share
the same set of classes. An alternative formulation for MTL is an extension of
the large margin nearest neighbor algorithm (LMNN) [105]. Instead of relying
on separating hyper-planes, its decision function is based on the nearest neigh-
bor rule which inherently extends to many classes and becomes a natural fit
for MTL. This approach outperforms state-of-the-art MTL classifiers, however,
much open research challenges remain open in this area [106].

6.2 Future Challenge 2: Transfer Learning

A huge problem in ML is the phenomenon of catastrophic forgetting, i.e. when
a ML algorithm completely and abruptly “forgets” how to perform a learned
task once transferred to a different task. This is a well-known problem which
affects ML-systems and was first described in the context of connectionist net-
works [107]; whereas natural cognitive systems rarely completely disrupt or
erase previously learned information, i.e. natural cognitive systems do not forget
“catastrophically” [108]. Consequently the challenge is to discover how to avoid
the problem of catastrophic forgetting, which is a current hot topic [109].

According to Pan and Yang (2010) [21] a major requirement for many ML
algorithms is that both the training data and future (unknown) data must be
in the same feature space and show similar distribution. In many real-world
applications, particularly in the health domain, this is not the case: Sometimes
we have a classification task in one domain of interest, but we only have sufficient
training data in another domain of interest, where the latter data may be in a
completely different feature space or follows a different data distribution. In
such cases transfer learning would greatly improve the performance of learning
by avoiding much expensive data-labeling efforts, however, much open questions
remain for future research [110].
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6.3 Future Challenge 3: Multi-Agent-Hybrid Systems

Multi-Agent-Systems (MAS) are collections of many agents interacting with each
other. They can either share a common goal (for example an ant colony, bird
flock, or fish swarm etc.), or they can pursue their own interests (for exam-
ple as in an open-market economy). MAS can be traditionally characterized by
the facts that (a) each agent has incomplete information and/or capabilities for
solving a problem, (b) agents are autonomous, so there is no global system con-
trol; (c) data is decentralized; and (d) computation is asynchronous [111]. For
the health domain of particular interest is the consensus problem, which formed
the foundation for distributed computing [112]. The roots are in the study of
(human) experts in group consensus problems: Consider a group of humans who
must act together as a team and each individual has a subjective probability dis-
tribution for the unknown value of some parameter; a model which describes how
the group reaches agreement by pooling their individual opinions was described
by DeGroot [113] and was used decades later for the aggregation of informa-
tion with uncertainty obtained from multiple sensors [114] and medical experts
[115]. On this basis Olfati-Saber et al. [116] presented a theoretical framework for
analysis of consensus algorithms for networked multi-agent systems with fixed
or dynamic topology and directed information flow. In complex real-world prob-
lems, e.g. for the epidemiological and ecological analysis of infectious diseases,
standard models based on differential equations very rapidly become unmanage-
able due to too many parameters, and here MAS can also be very helpful [117].
Moreover, collaborative multi-agent reinforcement learning has a lot of research
potential for machine learning [118].

7 Conclusion

Machine learning for digital pathology poses a lot of challenges, but the premises
are great. An autonomous pathologist, acting as digital companion to augment
real pathologists can enable disruptive changes in future pathology and in whole
medicine. To reach such a goal much further research is necessary in collecting,
transforming and curating explicit knowledge, e.g. clinical data, molecular data
and e.g. lifestyle information used in medical decision-making.

Digital Pathology will highly benefit from interactive Machine Learning
(iML) with a pathologist in the loop. Currently, modern deep learning models
are often considered to be “black-boxes” lacking explicit declarative knowledge
representation. Even if we understand the mathematical theories behind the
machine model it is still complicated to get insight into the internal working of
that model, hence black box models are lacking transparency and the immediate
question arises: “Can we trust our results?” In fact: “Can we explain how and
why a result was achieved?” A classic example is the question “Which objects
are similar?”, but an even more interesting question is “Why are those objects
similar?”. Consequently, in the future there will be urgent demand in machine
learning approaches, which are not only well performing, but transparent, inter-
pretable and trustworthy. If human intelligence is complemented by machine
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learning and at least in some cases even overruled, humans must be able to
understand, and most of all to be able to interactively influence the machine
decision process. A huge motivation for this approach are rising legal and pri-
vacy aspects, e.g. with the new European General Data Protection Regulation
(GDPR and ISO/IEC 27001) entering into force on May, 25, 2018, will make
black-box approaches difficult to use in business, because they are not able to
explain why a decision has been made.

This will stimulate research in this area with the goal of making deci-
sions interpretable, comprehensible and reproducible. On the example of digital
pathology this is not only useful for machine learning research, and for clinical
decision making, but at the same time a big asset for the training of medical
students. Explainability will become immensely important in the future.
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Abstract. Probabilistic record linkage (PRL) refers to the process of
matching records from various data sources such as database tables with
some missing or corrupted index values. Human is often involved in a loop
to review cases that an algorithm cannot match. PRL can be applied to
join or de-duplicate records, or to impute missing data, resulting in better
overall data quality. An important subproblem in PRL is to parse a field
such as address into its components, e.g., street number, street name,
city, state, and zip code. Various data analysis techniques such as natural
language processing and machine learning methods are often gainfully
employed in both PRL and address standardization to achieve higher
accuracies of linking or prediction. This work compares the performance
of four reputable PRL packages freely available in the public domain,
namely FRIL, Link Plus, R RecordLinkage, and SERF. In addition, we
evaluate the baseline performance and sensitivity of four address-parsing
web services including the Data Science Toolkit, Geocoder.us, Google
Maps APIs, and the U.S. address parser. Finally, we present some of the
strengths and limitations of the software and services we have evaluated.

Keywords: Probabilistic record linkage · Heterogeneous data · Address
standardization · Fellegi-sunter model · Geocoding

1 Introduction

Record linkage (RL) is defined as linking, matching, or deduplication of data
records from one or multiple data sources in the presence of some missing data
in index key(s). Two comprehensive works on the subject are Christen (2012) [1]
and Herzog et al. (2007) [2]. RL is closely related to entity resolution (ER), which
is also known as deduplication of databases records [3]. ER, in its most general
sense, is “the process of determining whether two references to real-world objects
are referring to the same object or to different objects” [4, Chapter 1]. As the
underlying data sources in RL we consider could be flat files, structured tables
from databases or data warehouses, or unstructured data from social media
c© Springer International Publishing AG 2017
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or the internet, we do not need to distinguish RL from ER unless otherwise
specified. It is also clear that RL or ER often appear as an integral part of
big-data management.

RL emerged in public health and policy studies as early as year 1946 [5,6].
Today precision medicine is one of the grand challenges in medical sciences and
public health; it refers to the medical science and preventive measures that are
personalized for an individual considering one’s characteristics such as genes,
environment, and lifestyle. Precision medicine is largely data-driven; RL and
particularly, probabilistic record linkage (PRL) [7], can be readily applied for
linking patient records from various data sources such as cancer and mortality
registries, pharmacy records, and digitalized medical transcriptions [8,9].

There are many mission-critical scientific and business applications of PRL.
In survey research, PRL is often one of the data preprocessing steps—along
with coding, imputation, and weighting—for enhancing data quality so that
later statistical analysis can be more accurate [10]. For instance, the Census
Bureau’s Person Identification Validation System is a production system that
uses PRL [11,12] for matching person records arising from censuses records,
survey datasets, administrative records, or commercial files.

There are two main kinds of matching in RL: exact and statistical [2]. Exact
matching is best known for PRL, mostly associated with the celebrated Fellegi-
Sunter model [7]. Even though many novel machine-learning methods have been
developed for statistical matching, the Fellegi-Sunter method remains essential,
employed by many government agencies [1].

In this study, we evaluate four PRL software, namely, Fine-grained Record
Integration and Linkage (FRIL) [13], Link Plus [14], R RecordLinkage [15], and
the Stanford Entity Resolution Framework (SERF) [3]. We choose these software
based on a few criteria: available in public domains, easy to install and use, free
of charge, and preferably open source. We do not consider commercial software
such as AutoMatch [16] and DataMatch [17]. Likewise, we do not include Link
King [18] because it requires a SAS license [19]. We approach the software as most
first-time users without expert knowledge about the software probably would,
using the products without excessive fine tuning input parameters for optimal
performance. For comparison purpose, we used the dataset RLdata10000 [15].

A frequently encountered sub-problem of address-based PRL is parsing or
standardization of addresses. Hence we have selected multiple packages with
Python interfaces: U.S. address parser [20], Google Maps Geocoding APIs [21],
Geocoder.us [22], and Data Science Toolkit [23]. For testing, we employed a test
dataset of 20 000 addresses without personally identifiable information (PII);
this dataset is sampled from an USPS address database [24], which contains
millions of relatively clean business and residential addresses in America. To
gain a sense of the robustness of the software services, we introduced noises to
the address fields and repeated the standardization procedures.

Here is an outline of this paper: In Sect. 2, we briefly recapitulate the math-
ematical models that underlie PRL. In Sect. 3, we report on the empirical per-
formance of the chosen PRL software. In Sect. 4, we summarize the results of
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our testing on the selected address standardization services. We conclude in
Sect. 5 with a summary of our learning and thoughts. We also make a couple of
recommendations for future research work.

2 Basic Mathematical Models

Let a and b be two records from sets A and B respectively. Define two disjoint
sets M and U such that A × B = M

⋃̇
U, i.e.,

A × B = {(a, b) : a ∈ A, b ∈ B},

M = {(a, b) ∈ A × B : a = b} = 〈matched set〉,
U = {(a, b) ∈ A × B : a �= b} = 〈unmatched set〉.

Let γ be a comparison N -vector of given a and b, where N is a positive
integer, usually small. Let T = {γ : (a, b) ∈ A × B}. If elements of γ are binary
values, then T contains at most 2N unique elements.

Here is a simple example for illustration. Suppose a has five fields (Anne,
Ford, IL, 1980, $70, 000) and b has five fields (Ann, Ford, IL, 1980, married).
Let N = 4 and the comparison vector of a and b to be based on the first N
fields of the records. The simplest way to define γ is to use exact matching :
γ = (γi)Ni=1 where γi is 1 if ai = bi, or 0 otherwise. In this case, γ = (0, 1, 1, 1).
In practice, exact matching is often found to be too restrictive as it would not
tolerate any typographical errors in names or small differences in values.

More generally, we can define γi to be 1 if d(ai, bi), some distance measure
between ai and bi, is less than some given threshold τi, or define γi to be 0
otherwise. For example, suppose τ1 := 3 and with edit distance d(a1, b1) =
d(Anne, Ann) = 1 < τ1, we have γ1 = 1 and γ = (1, 1, 1, 1). In this case, we can
consider a and b matching and merge a and b to form a more informative record,
(Anne, Ford, IL, 1980, $70, 000, married).

2.1 SERF

SERF requires normalized distance functions and user-input threshold values τi
between 0 and 1 on each matching field. It uses the decision rule that if d(ai, bi) ≤
τi for all i = 1, . . . , N , then consider (a, b) ∈ M, i.e., a and b matching (or
nonmatching otherwise). When two records are matched, the iterative algorithm
merges them immediately before comparing next record pair. It assumes only
three data types for all fields and the distance functions are defined accordingly:

1. If r and s are non-negative real numbers and they are not both zero, then
d(r, s) = |r−s|

max(r,s) .
2. If r and s are values of a categorical variable, then use exact matching.
3. If r and s are text strings, then d(r, s) is defined to be the Jaro-Winkler

distance [25] of r and s.
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2.2 The Fellegi-Sunter Model

The Fellegi-Sunter model decides for every distinct record pair (a, b) ∈ A × B
exactly one of the following three cases:

A1 = 〈model deciding (a, b) are a match〉,
A2 = 〈model deciding(a, b) are a potential match, to be manually reviewed〉,
A3 = 〈model deciding(a, b) are not a match〉.

Define m- and u-probabilities of γ associated with (a, b) as:

m(γ) = P (γ|(a, b) ∈ M),
u(γ) = P (γ|(a, b) ∈ U).

Assuming conditional independence of elements in γ, the model defines S,
a matching score for (a, b) as the logarithm of the ratio of the m- and u-
probabilities:

S ≡ log2

(
m(γ)
u(γ)

)

=
N∑

i=1

log2
P (γi|(a, b) ∈ M)
P (γi|(a, b) ∈ U)

=:
N∑

i=1

wi.

If S ∈ R is large positive, then (a, b) are more likely to be matching. On the
other hand, if S is large negative, then (a, b) are more likely to be nonmatching.
Suppose we are given lower and upper bounds L and U such that L < U . The
Fellegi-Sunter model decides that (a, b) is in A1 if S ≥ U , in A2 if S ∈ (L,U), or
in A3 if S ≤ L. The bounds L and U are determined by a priori probabilities of
errors, μ and λ ∈ [0, 1], which are also known as false positive rate (FPR) and
false negative rate (FNR), respectively:

μ =
∑

γ∈T

u(γ)P (A1|γ) = P (A1|U),

λ =
∑

γ∈T

m(γ)P (A3|γ) = P (A3|M).

Denote a linkage rule as L(μ, λ,T). The optimal linkage rule is defined as one
that minimizes the number of cases in A2, which often have to be reviewed by
human efforts:

L∗ = arg min
L

P (A2|L).

For evaluation of the Fellegi-Sunter model, if datasets with labels of matching
or not for each record pairs are available, we can use a special form of confusion
matrix (often used in supervised machine learning) as shown in Table 1, where
TP, FP, FN, and TN are counts of true positive, false positive, false negative,
and true negative, respectively; A2,1 and A2,2 sum to the number of records
in A2. Human is often involved to review the cases that fall in A2 to manually
reclassify them to A1 or A3.
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Table 1. Confusion matrix for evaluating the practical performance of the Fellegi-
Sunter model used for PRL on dataset records with labels of matching or not.

A1 A2 A3

(a, b) ∈ M TP A2,1 FN

(a, b) ∈ U FP A2,2 TN

3 PRL Software

We evaluate R RecordLinkage (version 0.4-8), FRIL (version 2.1.5), Link Plus
(version 2.0), and SERF (version 0.1) using the latest versions available in the
public domain as of June 2016. We ran the programs on a common dataset
RLdata10000 provided by the R RecordLinkage package. The dataset contains a
total of 10, 000 records and seven fields. The first field is a running identification
numbers for the records; the next four fields are European name parts; and the
last three are birthday information. Here are the first three records in the dataset
(note that NA means that data is not available):

id fname c1 fname c2 lname c1 lname c2 by bm bd
1 FRANK NA MUELLER NA 1967 9 27
2 MARTIN NA SCHWARZ NA 1967 2 17
3 HERBERT NA ZIMMERMANN NA 1961 11 6

A total of one thousand pairs of records are known to be duplicates in this
dataset. The following are two example pairs of matching records with small
differences in first name and birth year, respectively:

id fname c1 fname c2 lname c1 lname c2 by bm bd
4 HANS NA SCHMITT NA 1945 8 14

1957 HRANS NA SCHMITT NA 1945 8 14
12 STEFAN NA RICHTER NA 1943 3 22

4269 STEFAN NA RICHTER NA 1946 3 22

A total of n(n − 1)/2 = 49995000 (for n = 10000) pairwise comparisons are
made. In Table 2, we summarize the performance of the aforementioned products.
We can see that R RecordLinkage and FRIL attained the highest true match
counts and F1 scores, with FRIL being the fastest. R RecordLinkage, being
the provider of the dataset, might have optimized itself against the European-
centric dataset. The dataset is also considered small in real-world problems.
FRIL and SERF, which are Java based, will probably scale substantially better
than R RecordLinkage on larger datasets.

In the rest of this section, we detail some features of each software, as well
as our test process yielding the results in Table 2.
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Table 2. Performance of selected record linkage software. The number of cases that fall
in A2 is zero in all cases. F1 score, a measure of accuracy, is defined as (2TP)/(2TP +
FP + FN) and run time does not include time for computing the confusion matrix.

Software TP TN FP FN |A2| F1 score Run time (seconds)

FRIL 959 49993946 54 41 0 95.3 % 8.5

Link plus 586 49993688 312 414 0 61.7 % 19.0

R RecordLinkage 970 49993931 69 30 0 95.1 % 65.8

SERF 749 49993833 167 251 0 78.2% 46.8

3.1 FRIL

FRIL [13] is an open-source, well-documented [26] package with both binary
and source distribution. It is Java based and can be installed on Windows,
Linux/Unix, or Mac platforms. It comes with a simple graphical user interface
(GUI). A record linkage or deduplication workflow can be captured in an XML
configuration file for reproducibility. For deduplication of a dataset, a user need
to specify a weight, wi, for each of the N matching attributes and a value for an
input parameter duplicate acceptance level, denoted by δ here. Two records
are considered a duplicate of each other if

∑N
i=1 wid(ai, bi) > δ [26, p. 38–41].

We executed FRIL on RLdata10000 without blocking (by using a dummy
attribute with the same value for every record) and set the parameter δ to
be 80. In addition, we set the weight of each name related attribute to be 16 and
the weight of each birthday related attribute to be 12, summing to 100 in total.
We used the default distance function for each attribute, Equal fields boolean
distance, which is the same as exact matching. The software automatically took
advantage of all the CPU cores available in the deduplication process; in our
case, eight (logical) cores were used. We note that FRIL identified six triplets
of matching records, among other duplicated pairs. One of the triplets is shown
below; the first and the third records are known to be duplicates, but the second
record is not a replica of any other records in the dataset:

id fname c1 fname c2 lname c1 lname c2 by bm bd
317 THOMAS NA SCHMID NA 1993 3 5
2156 THOMAS NA BECKER NA 1993 3 5
4940 THOMAVS NA SCHMID NA 1993 3 5

3.2 Link Plus

Link Plus [14] is regrettably not open source and installable on only Windows
machines. However, the application has a user friendly GUI and each screen has
an easily accessible help menu. Moreover, scientific workflows can be saved in a
configuration .cfg file. A deduplication process requires a user-specified value
for the input parameter, Cutoff Value.



Comparison of Software for Probabilistic Record Linkage 57

For the dataset RLdata10000, we chose Cutoff Value to be 10. We used
the matching methods of first name and last name for the name fields, and
generic string for the birthday related fields. We did not use blocking. A total of
898 pairs were matched up by Link Plus. A duplicate may be matched up with
multiple records; for example, the record whose id = 2219 is considered by the
algorithm a close copy of three records whose id are 22, 1295, and 3008:

id fname c1 fname c2 lname c1 lname c2 by bm bd
2219 GUENTHER NA MUELLER NA 1955 11 1

22 GUENTHER NA MUELLER NA 1994 11 17
1295 GUENTHER NA MUELLER NA 1993 11 19
3008 GUENTHER NA MUELLER NA 1985 11 16

3.3 R RecordLinkage

R RecordLinkage is a package written in R. It is open source accompanied by
comprehensive documentation. For deduplication, it requires user input for a
parameter called threshold.upper. There are a number of useful features that
come with the package: blocking, Soundex algorithm, Levenshtein distance, and
Jaro-Winkler algorithms (implemented in C). The package also has a stochastic
framework for computing weights with an EM algorithm (implemented in C)
and provides easy access to several modern machine learning methods.

The following is our R code for deduplicating the records in RLdata10000,
with threshold.upper set to be 0.53:

library(RecordLinkage)
data(RLdata10000)
system.time({ rpairs = compare.dedup(RLdata10000,

identity = identity.RLdata10000) })
system.time({ rpairs = epiWeights(rpairs) })
res = epiClassify(rpairs, 0.53)
summary(res)

3.4 SERF

SERF is an open-source Java package with complete JavaDocs documentation. It
requires some, but not too much, configuration and compilation of a JAR (Java
archive) file from the source code of SERF; another Java package called Second-
String [27]; and a user-written Java class, which is customized for input dataset
attributes, extends and implements the SERF Java classes BasicMatcherMerger
and MatcherMerger, respectively. The input files to SERF are required to be
transformed into a certain XML format. SERF also need user-input threshold
values between zero and one on each of the user-selected fields specified in a
configuration file. It matches pairwise records by a few distance functions on the
selected fields (e.g., Jaro-Winkler distance function on two strings) whenever all
of the measures are smaller than the corresponding thresholds.
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We transformed our test dataset, RLdata10000.rda, a binary format in R,
into csv (for ease of manual inspection) and SERF-required XML formats. We
ran SERF on the XML file with minimally tuned threshold values. The resultant
outputs are again persisted in XML file format, with matched records “nested”
together. We developed some Python tools for transforming data between CSV
and SERF XML formats; such transformations took an insignificant amount of
execution time for the test set. In a configuration file (example12.conf), we
specify the paths of input and output files, name of our Java class customized
for attributes of RLdata10000, and set a threshold value for each attribute as
follows:

FileSource=~/norc_prl/Software/norc-serf/example/RLdata10000b.xml
OutputFile=~/norc_prl/Software/norc-serf/example/output12.xml
MatcherMerger=serf.data.RLdataMatcherMerger
YearThreshold = .999
MonthThreshold = .7
DayThreshold = .3
LnameThreshold = .94
FnameThreshold = .9
Lname2Threshold = .33
Fname2Threshold = .33

Lastly, we ran the following command to run SERF for deduplicating the
dataset:

time java -cp"../libs/norc-serf.jar" serf.ER example12.conf

4 Street Standardizers

Address parsing, or address standardization, refers to the process of separating
a line or a chunk of text into its components such as street number, street name,
city, state, zip code, country, so on and so forth. It is an important process in
problems such as record linkage or geocoding (mapping an address to latitudinal
and longitudinal coordinates). Often, various modern data analysis techniques
such as natural language processing and machine learning methods are gainfully
employed to achieve higher accuracies.

For our evaluation of address standardization software, we first performed
small tests consisting of a few full and partial addresses, as well as addresses
with redundant information. This process enabled us to quickly gain a sense of
how well the service providers perform. Only if the services returned satisfactory
parsing results for the simple test cases, we considered them for a second-stage
large-scale batch tests. Two interesting web services that were not selected into
the final tests were Gisgraphy [28] and Yahoo!Placefinder [29]. While we did not
install Gisgraphy, its online web interface [30] provides a comparison of its service
with other similar providers. With our simple test cases, Gisgraphy consistently
returned parsing results less satisfactory than those from, for example, Google
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Maps, and Yahoo!Placefinder. During our period of study, Yahoo!Placefinder
suspended the service of issuing new application keys for research developers.
Hence we also did not explore the service further.

For larger batch tests, we use a fraction of U.S. addresses from the Valassis
Database [24]. The advantages of this data source are that it is large, clean,
carefully tabulated into standard fields, and has no PII. The address database
is partitioned into 23 compressed files (in zip format), each with address records
sorted in increasing zip code. We randomly sampled from the first file, resulting
in a test set of 20 000 addresses randomly distributed in nine states in the
northeastern part of America; see Figs. 3 and 4 for their spatial distribution. For
every address, we concatenate values, if they exist, from eleven fields in order:
street num, street pre dir, street name, street suffix, street post dir,
unit type, unit num, city, state abbrev, zip, and zip4. For example, 146
SPROUL RD MALVERN PA 19355 1954 is one of the test addresses we used.

For more realistic testing, we randomly selected 10% of all the records in the
clean sample and introduced to each selected record up to six random mutations
of text characters such as omission, transposition, and repetitions. An example
of a mutated address is 21 HOPE FARMS DR FEEDING HILLS MA010300 2[S013
(Cf. the clean address: 21 HOPE FARMS DR FEEDING HILLS MA 01030 2013).

The clean dataset is used to establish baseline performance of a few light-
weight address-parsing web services including the U.S. address parser [20],
Google Maps geocoding APIs [21], Geocoder.us [22], and Data Science
Toolkit [23]. Table 3 above shows that U.S. address and Google Maps achieved
the highest baseline accuracies of 99.3% and 80.6%, respectively. They also
offered the most robust services on the noisy dataset with accuracies of recov-
ering the original addresses at approximately 95.3% and 80.6%, respectively. In
this study, the U.S. address parser is the most accurate and the fastest, whereas
the Google Maps is the least sensitive to contaminated data, indicating that its
underlying analytics platform may have reliable error correction functions.

Table 3. Performance of various address-parsing web services. Here the accuracy is
computed as TM/TM + FM, where TM and FM are true and false match counts. The
values were refreshed on a day in July of 2017.

Software

service

Number of parsed

records

True match count False match

count

Accuracy Time user +

sys (seconds)

Clean; Noisy Clean; Noisy Clean; Noisy Clean; Noisy Clean; Noisy

U.S. Address 20000; 20000 150 353; 144 215 988; 7125 99.3%; 95.3% 17; 17

Google Maps 20 000; 19 991 122 046; 119 748 29 294; 31 520 80.6%; 79.2% 96; 95

Geocoder.us 20 000; 19 998 80 458; 74 267 50 882; 57 061 61.3%; 56.6% 54; 55

Data Science

Toolkit

19 997; 19 480 88 652; 83 500 42 670; 44 473 67.5%; 65.2% 68; 68

For a more thorough sensitivity analysis of the software packages to noise
levels, we vary the percentage of noisy records from 10% to 40% in increments of
10%. Figures 1 and 2 summarize the accuracies and CPU execution time of the
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packages. It is clear that the noisier the data, the less accurate the parsed results
are. Neverthess, U.S. address remains the most performant; its worst result is
still better than that of the other packages. Run time is however not sensitive
to the noise levels.

Fig. 1. Comparison of parsing accuracies of our four address standardization packages.

Fig. 2. Comparison of run time (CPU time) of our selected address standardization
packages.
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We present below features, as well as strengths and limitations of the services
we have evaluated.

4.1 U.S Address Parser

DataMade offers a U.S. address parsing APIs service through a free and user
friendly Python library called “usaddress.” Underlying the library is a machine
learning method known as the conditional random fields (CRFs) [31], which
are based on probabilistic graphical models [32], often found to be employed
in problems of image recognition. For address parsing, the model is capable of
learning and prediction of both the order and characteristics of address fields.

4.2 Google Maps APIs

There are multiple Python client packages that connect to the Google
Maps API web services. We explored three such services: googlemaps [33],
pygeocoder [34], which is built on googlemaps, and lastly, issuing REST APIs
to Google Maps [21], e.g., http://maps.googleapis.com/maps/api/geocode/json?
address=60605+Illinois+USA. The first two Python APIs require a Google API
key as an input, which can be generated online with Google; they performed
very similarly. Each of the three services allows up to 2500 free-of-charge, non-
commercial HTTP requests per day. They all return parsed results in JSON
(JavaScript Object Notation) format. The services are generally reliable and the
results are of high quality. Nonetheless, the last four digits of a nine-digit zip
code are almost always omitted in the parsed results.

4.3 Geocoder.us

Goecoder.us is a Perl library built upon the U.S. Census Bureau’s TIGER/Line
(Topologically Integrated Geographic Encoding and Referencing/Line) Files. We
simply use Geocoder.us’s REST interfaces for address parsing, without installing
the whole package and the Census data. Nonetheless, a significant number of
addresses were not found. The last four digits of a nine-digit zip code, unit type,
and unit numbers are almost always omitted in the parsed results.

4.4 Data Science Toolkit

Data Science Toolkit offers RESTful service similar to that of Google Maps.
For instance, the query http://www.datasciencetoolkit.org/maps/api/geocode/
json?address=60605+Illinois+USA returns a JSON output of geographical prop-
erties and address components. However, the outputs too often drop all zip code,
unit number, and unit type.

http://maps.googleapis.com/maps/api/geocode/json?address=60605+Illinois+USA
http://maps.googleapis.com/maps/api/geocode/json?address=60605+Illinois+USA
http://www.datasciencetoolkit.org/maps/api/geocode/json?address=60605+Illinois+USA
http://www.datasciencetoolkit.org/maps/api/geocode/json?address=60605+Illinois+USA
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Fig. 3. Spatial distribution of the states of our test sample of 20 000 addresses in
U.S. The addresses are associated with only nine states in the northeastern part of the
country, namely Connecticut (CT), Massachusetts (MA), Maine (ME), New Hampshire
(NH), New Jersey (NJ), New York (NY), Pennsylvania (PA), Rhode Island (RI), and
Vermont (VT). The size of a blue circle is proportional to the number of addresses
associated with the state it represents. (This figure is produced by Tableau.)

Fig. 4. Spatial distribution of the counties of our 20 000 U.S. address sample.
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5 Conclusions

We hope that this article may serve as a brief overview to the two methodologies,
namely probabilistic record linkage and address standardization as shown in
Sects. 1 and 2. Sections 3 and 4 as well as the code in the accompanied online
GitHub repository [35] may serve as quick-start tutorials on the basics of the
eight selected related software packages. Alternatively, these materials may be
freely used as a basis for further research by us or readers—the last part of
this section outlines some potential fruitful research projects of different scope.
For comprehensive documentation of the complex software or fine-tuning the
(hyper)parameters of the models and applications, users are however urged to
refer to the original software manuals or related publications, some of which are
listed in the References section.

We have demonstrated the use of freely available software for PRL and online
machine-learning services for address standardization. The use of third-party
pre-trained learning models built from big data has started mainly with image
recognition using deep learning neural network, e.g., Inception [36] trained on
the ImageNet [37] with over 14 million images and available from Tensorflow [38];
VGG-Face [39] from MatConvNet [40]. Some of the pre-built models are available
as online services or for download. Hence we have been inspired to borrow such
practices to standardize unstructured text fields such as addresses. One may
reasonably have questions or doubts about the performance or reliability of such
services for research or business purposes. One of the goals of this paper is to
explore and provide evidence that such online services could be usable but with
accuracy measures ranging from poor to excellent as shown in Fig. 1.

As shown, the online services we have studied often work well, returning
good-quality data and computational results. However, there are times when
the remote services are not available or do not have sufficient capacity. For
instance, geocoder.us went off line for many days during November and Decem-
ber 2015. A web-service API (application programming interfaces) may not work
reliably immediately after the underlying data format or the signature of the API
evolves and changes. Clients certainly require stable and high bandwidth internet
services in order to effectively interact with the remote servers. Some applica-
tion packages are non-trivial to install to begin with as they may need databases
and compilation of source code, and setting up an environment with complex
dependencies. Also, in practice, record linkage usually works with PII. Hence,
in addition to speed and accuracy, the choice of software would also depend on
whether there is an option for an organization to install the software locally in
a private secure environment.

In the rest of this section, we outline a number of potentially fruitful research
tasks for future exploration:

1. Exploring more software or services: MapQuest [41], Yahoo!Placefinder [29],
and Bing Maps REST Services [42] are some of the reputable geocoding ser-
vices that we have not explored in depth due to limited resources or unavail-
ability of services during our study period.
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2. Cross validation: For our work, we mostly used default values for various
matching parameters. In the case of RecordLinkage and SERF, we had
quickly tuned the software by trying a few different threshold values. In
reality, parameter-tuning via cross validation is often among the most time-
consuming but critical tasks of PRL.

3. Phonetics: Soundex and NYSII are two well-established schemes for encoding
and comparing common English names close in pronunciation. However, they
are challenged by minority or international names that involve non-English
alphabets. Some research has indicated that double metaphone [43] is more
applicable for linking such records [1]. Some preliminary studies of double
metaphone are reported in [44].

4. Linking with social media data: As social media (e.g., Twitter, Facebook)
proliferates, linking administrative records with social media data may be
fruitful. A use case may be to infer missing values such as gender or age in
traditional relational database tables from semi-structured data, often cap-
tured in JSON or XML formats, originated from public Facebook or Twitter
accounts.

5. Name parsing: Similar to address parsing, name parsing is often found to be
another subproblem in probabilistic record linkage. Note that the provider
of U.S. address parser also offers Western name parsing service through the
Python package “probablepeople” [45].

6. Ensemble learning: To improve the prediction results of pretrained models for
address standardization, we could apply ensemble learning such as adaptive
boost, so that the combined prediction results could be stronger than any
individual method.

7. Software development: we could develop our own models for the problems of
interest. In fact, our initial attempts of using LSTM (long short-term memory)
neural networks with a CRF layer for entity recognition have shown promising
address standardization accuracies surpassing 99% on clean data.

8. Bigger datasets: It would be of interest to many business organizations to
evaluate the frameworks on bigger datasets, for instance, wider coverage of
U.S. addresses or international addresses beyond the United States.
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Abstract. Recent advances in -omics technology has yielded in large
data-sets in many areas of biology, such as mass spectrometry based pro-
teomics. However, analyzing this data is still a challenging task mainly
due to the very high dimensionality and high noise content of the data.
One of the main objectives of the analysis is the identification of rele-
vant patterns (or features) which can be used for classification of new
samples to healthy or diseased. So, a method is required to find easily
interpretable models from this data.

To gain the above mentioned goal, we have adapted the disjunctive
association rule mining algorithm, TitanicOR, to identify emerging pat-
terns from our mass spectrometry proteomics data-sets. Comparison to
five state-of-the-art methods shows that our method is advantageous
them in terms of identifying the inter-dependency between the features
and the TP-rate and precision of the features selected. We further demon-
strate the applicability of our algorithm to one previously published clin-
ical data-set.

Keywords: Bioinformatics · Machine learning · Feature selection ·
Classification · Association rule mining · Jumping emerging pattern ·
Proteomics · Mass spectrometry · Clinical data · Biomarker

1 Introduction and Motivation

One of the main objectives when analysing large bio-medical data-sets such as
proteomics data (or other large omics data-sets, such as genomics) is to derive
classification models that allow distinguishing between phenotypes, e.g. healthy
and diseased samples. Finding a good classifier is a well studied problem in
the area of supervised learning. However, most machine learning approaches
solving this problem often result in very complex (often non-linear) models that
offer very high classification accuracy but are very hard to interpret. A better
approach would be a model that offers high accuracy and - at the same time -
allows derivation of simple to understand rules explaining why the two classes
are different. These rules can then be used to gain a deeper understanding of the
c© Springer International Publishing AG 2017
A. Holzinger et al. (Eds.): Integrative Machine Learning, LNAI 10344, pp. 67–88, 2017.
https://doi.org/10.1007/978-3-319-69775-8_4
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Table 1. Example 1

Sex Age Mutation History Smoking Risk

Case 1 Male 39 Yes Yes Yes High

Case 2 Male 72 Yes No No High

...
...

...
...

...
...

...

Case n Male 45 Yes Yes No High

Control 1 Female 23 No No Yes Low

Control 2 Male 22 No No No Low

...
...

...
...

...
...

...

Control m Female 22 No No No Low

Table 2. Results for Example 1: State of the art methods

Method Model Features

NMF − Sex, mutation, smoking

Lasso −1.0 − 0.8*Smoking + 1.0*history +

1.2*Mutation + 0.003*Age + 0.2*Sex

Sex, mutation, smoking, history, age

SVM −0.9 − 0.3*Smoking + 0.6*history +

1.0*Mutation + 0.004*Age + 0.3*Sex

Sex, mutation, smoking, history, age

Rpart if (Age>=34) then High Risk Age

if (Age<=34) then Low Risk

JRip if (Age>=39) then High Risk Age

if (Age<=39) then Low Risk

Titanic if ((Age>34) or (Mutation=Yes)) then High

Risk

Sex, Mutation, History, Age

if ((Age>34) or (History=Yes)) then High Risk

if ((History=Yes) or (Mutation=Yes)) then High

Risk

(if (Sex=Female) or (Age<34)) then Low Risk

problem and the data at hand. Let us consider the following example: Table 1
shows a hypothetical data-set that could come from some cancer study. The goal
is to find a model (classifier) that can be used to predict the risk of an unknown
sample.

Now let us take a look at the results of some widely used methods (Table 2),
such as SVM [1–3] or Lasso [4,5]. These methods usually result in a linear combi-
nation of the most important features. However, these models are not easily inter-
pretable and they do not give any information regarding the inter-dependency
between the features. On the other hand, rule-based methods such as Rpart [6],
JRip [7] or TitanicOR [8] result in a set of easily interpretable rules, which can
even show inter-dependencies between features.
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Decision trees also provide readable association rules as the classification
model. But, they are different from ours. Some of the major differences are as
follows:

Decision trees have a hierarchical model, whilst ours provides general rules.
Decision trees select only features which their values in each class obey a specific
distribution. But, ours even selects the features with specific distribution in only
one class. Decision trees select either a group of features which have association
rule together, or only one single feature which could distinguish the two classes.
Ours selects all the association rules and single distinguishing features. Due to
the heuristic manner of decision trees, most of the association rules and single
distinguishing features are neglected. Our method selects all of the distinguishing
association rules and single features.

In recent years, many methods have been proposed for solving the feature
selection problem, e.g. SVM (L1 regularised), Lasso and Binda [9]. Table 3 pro-
vides a brief overview of the current ML methods applicable to this problem.

One of the feature selection methods which performed particularly well is
Binda. Binda assigns a score to each feature and ranks them based on their
scores. Later, the classifier tries to find the least number of features need to get
the accurate classification.

It should be noted that we focus in this paper only on methods from the area
of automatic machine learning where the task (e.g. feature selection) is solved
only by an algorithm without human interaction (also called “human-out-of-
the-loop”). However, recent advances in the area of interactive machine learning
(also called “human-in-a-loop”) [10,11] show exciting results in analysing data-
sets where usually neither human nor computer algorithms could solve on their
own.

Table 3. A brief comparison of the current state-of-the-art ML algorithms

Algorithm Complexity of
the Model

Features Interdependency
of the features

SVM High Single Features List No

Lasso High Single Features List No

Binda High Features Ranking No

Decision Trees Low Conjunctive Rules Yes

Group Lasso [12] High Features Yes

NMF [13] High Features Yes

ZBDD [14] Average CNF Rules Yes

Disclosed [15,16] Average CNF Rules Yes

BLOSOM [17] Low Disjunctive minimal generators Yes

QCEP [15] Average CNF Rules Yes

TitanicOR [8] Low Disjunctive minimal generators Yes
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Many studies have been done to evaluate the performance of different Fea-
ture selection and classification algorithms on MALDI-MS data. Here, we only
discuss the results of two surveys which have tested most of the state-of-the-art
algorithms on MALDI-MS data.

In 2009, Liu et al. [18], tested a group of feature selection and classification
algorithms on MALDI-MS data. In this study, SVM outperformed most of the
other methods.

In 2013, Swan et al. [19], did a survey on the application of different machine
learning methods in MS-Proteomics data analysis, which showed that Naive
Bayes was the fastest algorithm and SVM and ANN were the slowest ones,
whilst Decision tree and Rule-based classifiers developed the most easily inter-
pretable models and SVM and ANN (Artificial Neural Networks) lead in the
most complex models.

The speed of the classification is not the main concern in biological data
analysis. Here, the main concern is to find the most relevant features, build a
classifier with the highest possible accuracy and provide a model easily under-
standable to the end users, e.g. biologists. Therefore, we are interested in apply-
ing association rule mining algorithms to get such classification models. Now
lets get a quick look at the literature of association rule mining.

Association Rule (AR) Mining
Association rule mining algorithms have been designed to identify correlation
relationships between variables in a given data-set. They became popular due
to the 1993 article of Agrawal et al. [20]. The method suggested here is to use
association rule mining algorithms to identify discriminating features from mass
spectrometry (MS) data. Many other techniques, including machine learning
methods, have been proposed to solve this problem. One of the purposes of
proteomics studies is to find features which can be used in the diagnosis of
diseases and provide an easily interpretable model. On the other hand, most
diseases are not considered to be connected to a single cause (or feature), rather
they are connected to a group of features together [16,21,22]. Association rules
can show this inter-dependency in an easily understandable and interpretable
way.

Our main concern in current study is to provide an easily readable and under-
standable classifier model to the users and identify the interdependency between
the features. Decision trees, BLOSOM and TitanicOR are the only methods
in Table 3, which satisfy both of these criteria at the same time. As discussed
earlier, decision trees due to their heuristic manner, which tends to select the
minimum number of the features, neglect a big part of the information which
might be interesting to the doctors. Studies [23] have proven that minimal gen-
erators outperform closeditem-sets (both discussed later in Sect. 3.2) in classifi-
cation problems. BLOSOM is a state-of-the-art algorithm in mining disjunctive
minimal generators. Later, Vimieiro et al., introduced TitanicOR which despite
the depth-first search manner of BLOSOM does a breadth-first search and has
outperformed BLOSOM in application to many data-sets [16].

This is a preliminary study to show the applicability of this kind of method
and this will be further investigated with more data.
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The rest of this paper is organised as follows:
In Sect. 1.1., there is the problem definition, followed by data description

in Sect. 4. Our methodology and preliminary concepts are explained using the
example from Sect. 1.1 in Sect. 3.

The experimental results are discussed in Sect. 5 and finally, we conclude our
paper in Sect. 6.

1.1 Problem Definition

As discussed, one of the main purposes of mass spectrometry studies is to find
biomarkers from the MS data which are associated with the case of study, e.g.
a particular disease.

Considering the examples in Fig. 1 as a sample spectrum, the m/z values
having high intensity could be potential biomarkers.

One of the challenges here is to distinguish the peaks which have different
intensities in different classes. Like the ones specified in Fig. 2. In these two
examples, the difference of the intensities is easily distinguishable by eye. In
most of the cases, this is not possible and they don’t differ as much as the
samples in Fig. 2. On the other hand, in real studies, we are dealing with a set
of hundreds of samples, each having hundreds of peaks. So, we need a method
which can identify the m/z values in which the intensities in different classes
are different and find out how are they different. As an example, in Fig. 2, the
intensity at 1866.18 is 0.0004 in one sample and 0.0001 in the other one. Thus,
it is probable that there is a threshold for the intensity at 1866.18 which could
classify the samples into two classes.

Our main concern here is, to identify the distinguishing m/z values and the
threshold associated to them which can classify the samples. As discussed in
Sect. 1, this m/z values should be given in an easily interpretable way for the
end users. The interdependency between the m/z values is another interesting
information which we are looking for.

Fig. 1. Two sample spectra (It is difficult to identify the peaks from the raw data by
eye, so here we use the intensities from the pre-processing discussed in Sect. 3).
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Fig. 2. A part of the samples spectra in Fig. 1 and the potential biomarkers (It is
difficult to identify the peaks from the raw data by eye, so here we use the intensities
from the pre-processing discussed in Sect. 3).

2 Glossary

PROTEOMICS: The goal of proteomics is to obtain a global and integrated
understanding of biology by studying all proteins (molecules) in an organism
rather than individual proteins. Proteins are the working horses in most living
organisms. One example application of proteomics is the comparison of biological
samples of two different conditions, such as healthy individuals and patients
having a particular disease. The main goal is then to identify differences on a
proteomic level which can serve as biomarkers in new types of disease diagnostics.

MASS SPECTROMETRY: Mass Spectrometry (MS) is an technology for the
analysis of (biological) samples. It works by first ionizing the molecules (e.g.
proteins) in a given sample and then measures their masses (or better: their
mass-to-charge ratio). The result of this process is often a mass spectrum plot
showing how many molecules (ions) of a particular mass have been contained in
the given sample.

RULE BASED MINING: A branch of machine learning dealing with the auto-
matic identification of rules underlying a given system. This often results in a
set of rules such as IF some condition is met, THEN some result occurs.. In
a proteomics medical diagnostics application this could be: IF concentration of
protein X is larger than Y, THEN disease Z is likely to be present.

3 Methods

Our analysis pipeline has the aim of selecting the most appropriate features
and build a classifier which is easily readable and understandable to the user
and gives information regarding the inter-dependency between the features. The
main steps are shown in Fig. 3. We will now explain the individual steps.
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Fig. 3. The proposed pipeline. The raw data is fed to Maldiquant to do the pre-
processing and get the peak list from the data-set. Later, the intensity values from the
pre-processing will be discretized using an entropy-based algorithm. TitanicOR will
mine the association rules and emerging patterns from the discretized data. PCL will
classify new unlabeled samples using the emerging patterns from the previous step.

3.1 Preprocessing

Peak Detection. The original raw MS data has more than thousands of mass
values. But only the peaks have some information that can help us to classify
the samples. Therefore, a preprocessing should be applied to the raw data. Here,
we use Maldiquant [24] to extract the peaks. Peak extraction usually is done
after some preprocessing steps to standardise the data. We used the following
preprocessing steps:

(1) Variance Stabilisation using the square root transformation to simplify
graphical visualisation and to overcome the potential dependency of the vari-
ance from the mean. (2) Smoothing using a 21 point Savitzky-Golay-Filter [25] to
smooth the spectra. (3) Intensity Calibration/Normalisation using the Total-Ion-
Current-Calibration for better comparison and to overcome (very) small batch
effects we equalise the intensity values. (4) Warping/Alignment using a peak
based warping algorithm for (re)calibrating the mass values [26]. (5) Peak detec-
tion using windowing.

Discretization. As discussed in Sect. 1, the main core of our suggested method
is the association rule mining algorithm. Association rule mining algorithms
work only with binary-valued features data-sets (transactional data-sets). In
Table 1, sex is a categorical feature and age is integer valued, whilst the rest are
binary-valued (the value “Yes” is replaced by “1” and the value “No” is replaced
by “0”). Thus, the first two features need to be mapped to binary-valued fea-
tures. The feature “Sex” can be mapped into three other binary-valued features
“Sex=Male”, “Sex=Female” and “Sex=Other”. The feature “Age” is integer val-
ued, therefore some preprocessing should be applied to it to get binary-valued
features from it, it is the same about the features in MALDI-MS based data-sets
and the same preprocessing is applied to them. Here, it will be converted to a
categorical feature using the method suggested by Irani et al. [27,28], which is
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Table 4. A part of the binary-valued data-set from Example 1

Sex=Female Sex=Male Age<34 Age>34 Mutation History Smoking Risk

Case1 0 1 0 1 1 1 1 High

Case2 0 1 0 1 1 0 0 High

Control1 1 0 1 0 0 0 1 Low

Control2 0 1 1 0 0 0 0 Low

one of the most cited algorithms in this area and uses the minimum description
length principle [29].

Later the categorical values can easily be converted to binary-valued features.
Here, based on the minimum description length the threshold 34 is selected to
convert the feature “Age” into a categorical feature with the minimum error.
Thus, it is converted to a categorical feature with two possible values “Age <
34” and “Age > 34”, so the feature age will be replaced with two binary-valued
features “Age < 34” and “Age > 34”.

So the data-set will be converted to a data-set with binary-valued features,
like the sample data-set in Table 4.

3.2 Feature Selection

The association rule mining algorithm will be applied to binary-valued data-
sets of high risk and low risk separately. The output is a list of features and
association rules for each class, which their frequency in one class is higher than
a minimum threshold (α) and less than a maximum threshold in the opposite
class (β). The thresholds (α) and (β) are set based on the data-set and it’s
density.

The proposed method is to use association rule described in Sect. 3.2 and
jumping emerging pattern, Definition 5, mining algorithms to find appropriate
classifying features from the peak list retrieved from the input data-sets [24].

TitanicOR is the association rule mining algorithm selected here to mine the
association rules and emerging patterns from them. Later, PCL (Prediction by
Collective Likelihood), will be used to classify the new samples into healthy and
diseased.

In order to understand TitanicOR, we need to go through some concepts.

Definition 1 (Data-Set). Let S be a set of sample IDs, I a set of items
andR ⊆ S × I be a binary (incidence) relation, where (s, i) ∈ R shall be read as
‘the sample s has the item i’. A data-set D is the triplet (S, I,R) [8].

Definition 2 (Frequentitem-set). A subset Y of I is called anitem-set. Let
f : P (I) → P (S), f(Y ) = {s ∈ S|∃i ∈ Y [(s, i) ∈ R]} denote the set of sam-
ples associated with the items in Y [16] - we use P (X) to denote W ⊆ X. We
call |f(Y )| the (disjunctive) support of anitem-set Y. We say that anitem-set is
frequent if its support is at least as great as a user specified minimum support
threshold α [8].
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Definition 3 (Frequent Closeditem-set). An item-set X is closed if none
of its immediate supersets has exactly the same support count as X.

Definition 4 (Minimal Generator). A set X ⊆ M is a key set (or minimal
generator) if X is minimal (with respect to set inclusion) in [X] [30].

3.3 TitanicOR

The TitanicOR [8] algorithm is an adaptation of the original conjunctive version
of Titanic proposed by Stumme et al. [30] that computes disjunctive association
rules from binary data-sets (see Definition 1) with frequency higher than a pre-
specified threshold (α) and less than a threshold (γ) which will be set based on
the data-set and it’s density.

TitanicOR operates in a “level-wise” manner like Apriori [31]; it first finds
all the minimal generators (Definition 4) of size k before it starts computing
item-sets of size k + 1.

3.4 Prediction by Collective Likelihood (PCL)

PCL [32] is based on the concept of jumping emerging patterns [33].

Definition 5 (Emerging Pattern). Given a positive data-set Dp, a nega-
tive data-set Dn, and support thresholds α and β. An Emerging Pattern (EP)
[14] is an item-set (see Definition 2) p satisfying two support constraints, (i)
support(p,Dn) ≤ β and (ii) support(p,Dp) ≥ α. Furthermore, p is a minimal
EP if p does not contain any other item-set that satisfies constraints i-ii.

Definition 6 (Jumping Emerging Pattern). A jumping emerging pattern
is an emerging pattern which the threshold (β) is set to zero.

In other words, an emerging pattern is a set of conditions often including
several features, with which most of a class of samples’ expression satisfy, but
none of other class’s samples satisfies. So, an emerging pattern can be considered
as a multi-feature discriminator. The central spirit of PCL is to use top-ranked
multi-feature discriminators to make a collective prediction. PCL uses feature
groups, does not assume that features are independent; PCL can provide more
than a mere prediction or a distance, but many interesting rules.

Given two training data-sets Dp and DN and a testing sample T , the first
phase of the PCL classifier is to discover EPs from Dp and DN− Denote the
ranked EPs of Dp as,

EP
(P )
1 , EP

(P )
2 , EP

(P )
3 , ..., EP

(P )
i

in descending order of their frequency. Similarly, denote the ranked EPs of
DN as

EP
(N)
1 , EP

(N)
2 , EP

(N)
3 , ..., EP

(N)
j

also in descending order of their frequency.



76 F. Jayrannejad and T.O.F. Conrad

Suppose T contains the following EPs of Dp:
EP

(P )
i1 , EP

(P )
i2 , EP

(P )
i3 , ..., EP

(P )
ix , where i1 < i2 < · · · < ix ≤ i, and the

following EPs of DN :
EP

(N)
j1 , EP

(N)
j2 , EP

(N)
j3 , ..., EP

(N)
jy , where j1 < j2 < · · · < jy ≤ j.

The next step is to calculate two scores for predicting the class label of T.
Suppose we use k (k ≤ i and k ≤ j) top-ranked EPs of Dp and DN . Then we
define the score of T in the Dp class as

Score(T ) DP = summ
K=1

frequency(EPim
(P ))

frequency(EP
(P )
m )

(1)

and similarly the score in the DN class as

Score(T ) DN =
m∑

K=1

frequency(EPim
(N))

frequency(EP
(N)
m )

(2)

If Score(T ) DP < Score(T ) DN , then T is predicted as the class of DN . Oth-
erwise it is predicted as the class of DP .

As discussed, the algorithm TitanicOR extracts the frequent disjunctive item-
sets from the data of each class. Here, after applying steps mentioned in Sect. 3,
we apply TitanicOR on each class of data separately and extract the emerging
patterns from the association rules generated by TitanicOR.

Later Top k emerging patterns from each class were selected to do the clas-
sification based on them. The number k depends on the data-set and should be
selected based on the problem.

4 Data

In this study, we conducted our experiments on two sets of data. A simulated
data-set to show analyse the behaviour of the tested algorithms with a known
ground-truth. To also evaluate the methods on real data we perform the analysis
on previously published, publicly available data-sets.

4.1 Simulated Data

A proper method should be able to identify peaks with different intensities, so
five groups of data-sets with different intensities were simulated [24], which are
divided into two groups (same as the real life problems which are divided into two
classes as diseased and healthy, here called as case and control) with the same
number of samples. The real ms samples normally measure the intensity of tens
thousands mass values and after doing pre-processing which will be discussed
later in Sect. 3.1 there will be a list of hundreds of peaks extracted from them.
Therefore, we simulated spectra with more than 40 thousands of mass values
and 416 peaks in each group which are selected as follows. There are 400 peaks
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Table 5. The distribution of the peaks in their corresponding groups, in the simulated
data-sets. The peaks from class case are specified in red and the ones from control are
green. We are interested in evaluating the performance of our method in identifying the
features and association rules between the features. Therefore, we divided the samples
from case to three groups A, B and C. Sixty percent of the samples are in group A,
twenty percent are in group B and twenty percent in group C. Each group contains
12 peaks out of the 16 peaks from case. The + signs in the table indicate each peak
is present in which group. The column frequency shows the frequency of each peak in
the samples from case. We repeated the same procedure with the same settings for the
samples from control class.

Peaks Case
(A , 60 %)

Case
(B , 20 %)

Case
(C , 20 %)

Control
(A , 60 %)

Control
(B , 20 %)

Control
(C , 20 %)

Frequency

1501 + + 80

1647 + + 80

1800 + 20

1960 + 20

2127 + + 80

2301 + + 80

2481 + 20

2668 + 20

2862 + 20

3063 + + 80

3271 + 20

3485 + + 80

3706 + 20

3934 + 20

4169 + + 80

4411 + + 80

4660 + + + 100

4915 + + + 100

5177 + + + 100

5446 + + + 100

5722 + + + 100

6005 + + + 100

6294 + + + 100

6590 + + + 100

6893 + + + 100

7203 + + + 100

7520 + + + 100

7843 + + + 100

8174 + + + 100

8511 + + + 100

8855 + + + 100

9206 + + + 100
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in fixed positions in both groups. In addition, there are 16 extra peaks in each
group. Table 5 shows how the peaks were distributed in the samples of each class.

In order to simulate the spectra, for each spectrum, we first generated a list
of random intensities with the distribution N(500, 1). Then for each selected
peak we added a random intensity from the distribution specified below each
table (e.g. N(15000, 1500)) to the selected samples from it’s corresponding class
and an intensity from normal distribution N(100, 1) to the rest of the samples
from it’s corresponding class and all the samples from the opposite class.

4.2 Real Data

This data is from a study conducted by Fiedler et al. [34] in 2009. For the
discovery study, two sets of sera from patients with pancreatic cancer (n = 40)
and healthy controls (n = 40) were obtained from two different clinical centres.
For external data validation, we collected an independent set of samples from
patients (n = 20) and healthy controls (n = 20) [35].

5 Experimental Results

The pipeline discussed in Sect. 3 was applied on two different kinds of data-sets
(simulated and real data-set) to measure the accuracy of the classifier and the
relevance of the features selected.

The raw data is fed to the Maldiquant to do the pre-processing and get the
peak list from the data-set. Later, the intensity values from the pre-processing
will be discretized using an entropy-based algorithm. TitanicOR will mine the
association rules and emerging patterns from the discretized data. PCL will
classify new unlabeled samples using the emerging patterns from the previous
step.

Six other algorithms were selected to be compared with the proposed pipeline.
SVM is the state-of-the-art algorithm, successful in most classifications. Binda
is a package specially implemented for binary classification which has performed
well on MS proteomics data-sets. Lasso is one of the powerful feature selection
and regression (classification) algorithms. Rpart and Jrip are two rule-based clas-
sifiers which select the least number of the powerful features need for classifica-
tion. Rpart reports a number of top features, here 6, and builds the classification
rules based on them. Here, classification is possible using only one rules made
of one feature. So, all of the association rules between the features and most of
the single features are neglected.

NMF is a sparse feature selection and classification algorithm.
We tried different thresholds to set the experiment. The best results were

obtained using the following thresholds:
α = 80%, β = 0%, k = 5, γ = 100% (in MALDI-MS data most of the

important features appear in all of the samples from their corresponding class).
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5.1 Results on the Simulated Data-Set

Considering the simulation settings given in Table 5, the following single features
and association rules should be selected.

Table 6. The features and association rules we expect to be selected based on the
simulation settings. The features and association rules from different groups are shown
by different colours. The upper half of the table shows the inter-dependency between
the features which has been discussed in Sect. 1.1. The lower part shows the single
features which have occurred in all of the samples from their corresponding class. T
hese features do not have any association with any other feature.

1501 or 2301 2301 or 4169 1501 or 3458 3485 or 4169
1647 or 2127 2127 or 3063 3063 or 4411 1647 or 4411
4915 5177 5722 6590 7203 7843 8174 8855
4660 5446 6005 6294 6893 7520 8511 9206

The single features listed in Table 6 (lower part) are the single features which
have occurred in all of the samples from their corresponding class, these features
do not have any association with any other feature. They are only associated with
the class label. The other ones (upper part) are the association rules between
the features with frequency 80% in their corresponding class. The features with
frequency 20%, are representing the features which cause other phenotypes to
occur and are not related to our classification problem, e.g. diabetes might cause
obesity, so some of the cases diagnosed with diabetes might have the peptide
responsible for obesity as well, but those peptides are not important in classifying
samples diagnosed with diabetes. Therefore, we are expecting 24 features to be
selected by each method, either in association with other feature or as single
features.

The results of the simulated data-sets are summarised in Tables 7, 8, 9, 10,
11, 12 and 13.

Here, as a metric for comparing different methods, we compare the TP-rate
and precision of the features selected.

Binda assigns a score to each feature and ranks them based on their scores.
Therefore, here we just get the first 24 features based on the binda ranking to

Table 7. Results from Simulation N(15000,1500)

SVM Binda Lasso Rpart Jrip NMF+ SVM TitanicOR

Accuracy∗ 1 1 1 1 1 1 1

#ofFeatures 29 24 16 6 1 24 24

#ofTPFeatures 13 24 16 6 1 24 24

#ofAssociationRules − − − − − − 8

TP − rate 0.54 1 0.67 0.25 0.04 1 1

Precision 0.44 1 1 1 1 1 1
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Table 8. Results from Simulation N(10000,1000)

SVM vBinda Lasso Rpart Jrip NMF + SVM TitanicOR

Accuracy∗ 1 1 1 1 1 1 1

#ofFeatures 18 24 16 6 1 24 24

#ofTPFeatures 14 24 16 6 1 24 24

#ofAssociationRules − − − − − − 8

TP − rate 0.75 1 0.67 0.25 0.04 1 1

Precision 0.77 1 1 1 1 1 1

Table 9. Results from Simulation N(5000,500)

SVM Binda Lasso Rpart Jrip NMF + SVM TitanicOR

Accuracy∗ 1 1 1 1 1 1 1

#ofFeatures 12 24 16 6 1 24 24

#ofTPFeatures 9 24 16 6 1 23 24

#ofAssociationRules − − − − −2 − 8

TP − rate 0.37 1 0.67 0.25 0.04 0.96 1

Precision 0.75 1 1 1 1 0.96 1

Table 10. Results from Simulation N(2000,200)

SVM Binda Lasso Rpart Jrip NMF + SVM TitanicOR

Accuracy∗ 1 1 1 1 1 1 1

#ofFeatures 20 24 16 6 1 23 24

#ofTPFeatures 19 24 16 6 1 23 24

#ofAssociationRules − − − − − − 8

TP − rate 0.79 1 0.67 0.25 0.04 0.96 1

Precision 0.95 1 1 1 1 1 1

Table 11. Results from Simulation N(1000,100)

SVM Binda Lasso Rpart Jrip NMF + SVM TitanicOR

Accuracy∗ 1 1 1 1 0.99 1 1

#ofFeatures 19 24 17 6 1 24 24

#ofTPFeatures 17 24 17 6 1 22 24

#ofAssociationRules − − − − − − 8

TP − rate 0.7 1 0.7 0.25 0.04 0.91 1

Precision 0.89 1 1 1 1 0.91 1

* Here Accuracy means how accurate the algorithms could classify the samples. The
row number of Association Rules shows the number of the association rules reported
between the features.



Better Interpretable Proteomics Models 81

evaluate the performance of Binda, since there are 24 discriminating features in
each data-set.

NMF has a random initialization and doesn’t give stable results. Thus, we
ran it 100 times and later selected top 24 features (two sets of 12 features) based
on the average score of each run.

This data is linear classifiable and one of the main challenges here is infor-
mation retrieval. Thus, here we concentrate more on the features selected and
how much information we can get from them.

As discussed earlier in Sect. 3.4 and this Sect., there are 24 features which
are present only in one class with a high frequency, so we consider them as
distinguishing features and expect them to be among the selected features.

Tables 7, 8, 9, 10, and 11 show that among all seven ML methods applied on
the data-sets, our method and Binda are the most powerful ones. Our method
selected only the 24 discriminating features. There are 24 features from the
expected features among top 24 ranked by Binda.

An other interesting information which we look for is the inter-dependency
between the features (not between single features and the class labels). Rpart
and Jrip are two AR based algorithms which we have applied to the data-sets.
As discussed, this data is linear classifiable and can be classified even with one or
two features. So, even Rpart and Jrip failed to distinguish the inter-dependency
between the features. They only reported ARs between single features and class
labels (e.g. if intensity4660 is greater than a threshold then Class = ‘Control’).

Our method succeeded in finding the inter-dependency between the features
and the class labels as well, which has interesting information for the users e.g.
medical doctors about how proteins and peptides interact with each other.

The rest of the algorithms didn’t find any AR.
The ARs from Table 7 is given in Table 12.

Table 12. Selected association rules from Table 7. The red peaks are the peaks we
added in the case samples group and the blue ones are the peaks added in the control
samples group.

Item-sets from class “Control” Item-sets from class “Case”
intensity1647 > 12059.04 or
intensity2127 > 603.38

intensity1501 > 12269.76 or
intensity2301 > 602.57

intensity1647 > 12059.04 or
intensity4411 > 12846.62

intensity2301 > 602.57 or
intensity4169 > 9309.87

intensity3063 > 12270.38 or
intensity4411 > 12846.62

intensity3485 > 11133.89 or
intensity4169 > 9309.87

intensity4460 > 11735.97 intensity4460 < 11735.97

intensity4915 < 11770.84 intensity4915 > 11770.84

intensity5177 < 12044.52 intensity5177 > 12044.52

intensity5446 > 10555.56 intensity5446 < 10555.56

intensity5722 < 11603.59 intensity5722 > 11603.59

intensity6005 > 12699.46 intensity6005 < 12699.46

intensity6294 > 12122.54 intensity6294 < 12122.54
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Table 13. Rules from Table 12. The ¬ (not) sign indicates a negative association
rule. The blue colour indicates peaks appearing in the control class and red colour
indicates the peaks from other (case) class. The top 4 rows from the features selected
for each class show the association (inter-dependency) between the features. As shown
in Table 6, we expect from each group 4 association rules (inter-dependencies between
the features) which are the same as the association rules listed here.

Rules from class Control Support(%) Rules from class Case Support(%)

Peak1647 orPeak2127 100 Peak1501 or Peak2301 100

Peak2127 orPeak3063 100 Peak1501 orPeak3271 100

Peak1647 orPeak4411 100 Peak2301 orPeak4169 100

Peak3063 or Peak4411 100 Peak3271 or Peak4169 100

Peak4460 100 ¬Peak4460 100

¬Peak4915 100 Peak4915 100

¬Peak5177 100 Peak5177 100

Peak5446 100 ¬Peak5446 100

¬Peak5722 100 Peak5722 100

Peak6005 100 ¬Peak6005 100

Peak6294 100 ¬Peak6294 100

¬Peak6590 100 Peak6590 100

Peak6893 100 ¬Peak6893 100

¬Peak7203 100 Peak7203 100

Peak7520 100 ¬Peak7520 100

¬Peak7843 100 Peak7843 100

¬Peak8174 100 Peak8174 100

Peak8511 100 ¬Peak8511 100

¬Peak8855 100 Peak8855 100

Peak9206 100 ¬Peak9206 100

The threshold selected in the discretization phase described in Sect. 3, can
also be considered as a threshold to indicate if the peak appears in the sample
or not. Therefore, Table 12 can be represented as in Table 13.

The features and association rules show in Table 13 will be used as input
for the PCL algorithm (see Definition 6), to do the classification. As shown in
Table 13, negative association rules are reported for the features which cover all
the samples from their corresponding class and none from the opposite class.
However, there is no negative association rule for other features. Usually, there
are peptides (and thus peaks) in mass spectrometry data for which their inten-
sities in opposite classes follow different distributions. Therefore, those features
will be selected as discriminating features which occur in all of the samples
in one class and none of the samples in the opposite class. Thus, the support
reported for them will be (100%) in their corresponding class and all of them
have the same importance in the classification. When any new sample is checked
to be classified using the associations in Table 13 and PCL, most probably it
will have the features only one class. Any new sample could be classified using
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the ARs from Table 13 with high accuracy, e.g. Peak1647 or Peak4411 could be
interpreted as: “IF there is a peak at either m/z value 1647 or 4411 THEN
the sample belongs to class control”. The ¬Peak9206 rule could be interpreted
as: “IF there is no peak at m/z value 9260 THEN the sample belongs to class
case”. Of course, the samples can be classified using the single features. The
main importance of the association rules from the first four rows of this table
is to understand the relation and inter-dependency of the features and peptides
with each other better. This could help the biologist to get a more precise idea
on the causes of phenotypes and the way they could cure or prevent a phenotype
from occurring.

As shown in Tables 12 and 13, the rules from TitanicOR have the following
advantages: (1) The rules are easily readable. (2) Each rule has information
regarding the intensity at a certain mass value in the corresponding class. (3)
Considering the thresholds selected by discretization method described in Sect. 3
as the threshold for the presence or absence of each peak, we can also have
negative association rules from the data-sets. As an example, ¬Peak5446 can be
interpreted as “There is not a peak atm/z value 5446”. This kind of interpretation
is not possible for models from other methods. In the simulated data-sets, the
peaks in Table 5 do not have the same frequency in their corresponding classes.
Four out of sixteen peaks of each class occur in 20% of the simulated samples,
four occur in 80% of the samples (20% of this 80% overlaps with the 20% samples
of the four peaks from the second group) and the rest are present in all of the
samples. The first group of the peaks represent the features which might be
present in a group of the samples but are not related to the disease under study,
e.g. in some cases, one disease might cause another disease to happen, so the
peptides for the later disease might occur in some cases of the first one, but they
can not help in distinguishing it.

After applying our method on the data-sets, all of the peaks from the third
group were selected and the support reported for them was 100%. The other
peaks with 80% were selected as well. The peaks from the first group (with
frequency 20%) were not selected.

As discussed, there is overlap between the samples containing each group of
peaks, therefore it is expected to get some association rules between the features.
As reported in the tables, some association rules between the single features and
the class labels and item-sets of the single features and the class labels were
detected. This item-sets show the inter-dependency (association rule) between
the features.

All the features and the item-sets selected had the support expected (respect
to the simulation settings).

One concern about the ARs selected by our algorithm is if some irrelevant
ARs are selected. Here, there was no irrelevant feature reported. Therefore, all
of the ARs selected by our algorithm are between features related to our clas-
sification problem. Also, all the association rules selected were the same as the
association rules we expected to be selected.
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5.2 Results on the Real Data-Set

Finally, the pipeline was applied to a real data-set from a published study [34]
(Table 14).

Table 14. Results from real data-set

SVM Binda Lasso Rpart Jrip NMF + SVM TitanicOR

Accuracy∗ 0.93 0.9 0.94 0.87 0.97 0.9 0.9

#ofFeatures 23 − 34 6 1 44 10

#ofAssociationRules − − − − − − 4

The same arguments as in Sect. 5 regarding the classification and information
retrieval and the inter-dependency between the features and understandability
of the model apply here as well. None of the algorithms reported any inter-
dependency, Although Rpart and Jrip are two rule-based algorithms, they were
not able to find the inter-dependency between the features and as discussed in
the experimental results from the simulated data-sets they only identified two
association rules between the value of one feature and the class label.

This inter-dependency could show how the proteins and peptides might affect
each other and which peptides are related to each other.

TitanicOR could do the classification using even one of the features reported,
but algorithms such as SVM need to use all of the features.

One (any body even without any knowledge of data science) could interpret
the rules reported by TitanicOR, but the models from the rest are not easily
understandable by users specially the users from medical science who are not
familiar with data science.

As discussed earlier in Sect. 1, Binda assigns a score to each feature and ranks
the features based on those scores, there is not a list of discriminating features
like what we get from the other algorithms. It has also performed very well on
MALDI-MS data. As an evaluation of the features selected by TitanicOR and
Binda, we compared top 10 features selected by Binda. All of the top 10 ranked
features by Binda were also selected by TitanicOR. This overlap suggests the
relevance of the features selected by both methods. In order to evaluate the
features selected by TitanicOR, we compared them with the features selected by
other methods in Table 15.

Table 15. Number of the features that are common between the features selected by
TitanicOR and each of the other algorithms

Algorithm SVM Binda Lasso Jrip Rpart NMF

# of features in common with TitanicOR 5 10 3 1 6 6
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Jrip and Rpart only reported respectively first and 6 important features from
the features. In other words, they are trying to identify the minimal features need
to do the classification, which may lead in neglecting many features which might
be interesting for the end users, e.g. medical doctors.

Table 16 shows the association rules selected from the real data-set, the peaks
in red and blue show the peaks which obey a certain distribution in each class.
In other words, we have information regarding their absence or presence in each
class. The peaks in black show the peaks which we have information regarding
their absence or presence in only one class, e.g. we have Peak4442 for class case
and ¬Peak4442 for class control, which could be interpreted as “if a sample has
a peak at m/z value 4442, then it should be associated with class case, otherwise
it is from class control”. There is also “Peak5906” for class control, which could
be interpreted as “if there is a peak at m/z vale 5906, then it is healthy, but if
there is no peak at this m/z value, we can not conclude anything”. Considering
“Peak2022 or Peak8867”, there are four possibilities, (1) there are peaks at both
m/z values 2022 and 8867, (2) there is only peak at m/z value 2022, (3) there is
peak only at m/z value 8867,(4) there is no peak at neither m/z value 2022, nor
m/z value 8867. If any of the cases (1)–(3) happens then that sample is diseased,
otherwise it is healthy. So, if there is peak at either m/z values 2022 or 8867,
shows the occurrence of the target phenotype.

Table 16. The association rules from Table 15, the peaks in red and blue show the peaks
which obey a certain distribution in each class. In other words, we have information
regarding their absence or presence in each class. The peaks in black show the peaks
which we have information regarding their absence or presence in only one class, e.g. we
have Peak4442 for class case and ¬Peak4442 for class control, which could be interpreted
as “if a sample has a peak at m/z value 4442, then it should be associated with class
case, otherwise it is from class control”. There is also “Peak5906” for class control,
which could be interpreted as “if there is a peak at m/z vale 5906, then it is healthy,
but if there is no peak at this m/z value, we can not conclude anything”. Considering
“Peak2022 or Peak8867”, there are four possibilities, (1) there are peaks at both m/z
values 2022 and 8867, (2) there is only peak at m/z value 2022, (3) there is peak only at
m/z value 8867,(4) there is no peak at neither m/z value 2022, nor m/z value 8867. If
any of the cases (1)–(3) happens then that sample is diseased, otherwise it is healthy.
So, if there is peak at either m/z values 2022 or 8867, shows the occurrence of the
target phenotype.

Case Item-sets Support Control Item-sets Support

Peak4442 1 ¬Peak4442 1

Peak4457 1 ¬Peak4457 1

Peak4495 1 ¬Peak4495 1

Peak2022 or Peak8867 1 ¬Peak4429 0.87

Peak2022 or Peak8936 1 Peak5906 0.87

Peak2022 or Peak8988 1
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6 Conclusion

One of the main challenges in analysing MS-data is to identify the most rele-
vant features from the data in hand and provide an easily understandable and
interpretable classifier model to the users like medical doctors. In this study, we
are also interested in identifying the inter-dependency between the peptides. In
order to find these inter-dependencies, we applied an adaptation of TitanicOR,
an AR mining algorithm, to extract the most relevant features for the classifica-
tion problem and their inter-dependencies. The model driven by this approach
is also easily interpretable for the users.

The output from the AR mining algorithm was given to an AR based classi-
fication algorithm to do the classification of the new samples.

This approach was able to provide an easily interpretable model to the users
which also includes information which was discarded by other greedy ML algo-
rithms which tend to find the minimum number of features.

We also applied six other algorithms, including Binda, SVM, Lasso, Rpart,
Jrip and NMF on two different groups of data-sets described in 4. The classifi-
cation accuracy of our method is 100% for the simulated data-sets and 90% for
the real data-set, which is comparable with other methods.

List of abbreviations
MALDI-TOF: Matrix-Assisted Laser Desorption Ionization Time-Of-Flight;
ML - Machine Learning; MS - Mass Spectrometry; SVM - Support Vector
Machine; TP - True Positive; TN - True Negative; FP - False Positive; FN -
False Negative; AR - Association Rule; EP - Emerging Pattern;
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Abstract. Probabilistic Programming (PP) has recently emerged as
an effective approach for building complex probabilistic models. Until
recently PP was mostly focused on functional programming while now
Probabilistic Logic Programming (PLP) forms a significant subfield. In
this paper we aim at presenting a quick overview of the features of cur-
rent languages and systems for PLP. We first present the basic semantics
for probabilistic logic programs and then consider extensions for dealing
with infinite structures and continuous random variables. To show the
modeling features of PLP in action, we present several examples: a sim-
ple generator of random 2D tile maps, an encoding of Markov Logic Net-
works, the truel game, the coupon collector problem, the one-dimensional
random walk, latent Dirichlet allocation and the Indian GPA problem.
These examples show the maturity of PLP.

Keywords: Probabilistic Logic Programming · Probabilistic logical
inference · Hybrid program

1 Introduction

Probabilistic Logic Programming (PLP) [11] models domains characterized by
complex and uncertain relationships among domain entities by combining prob-
ability theory with logic programming. The field started in the early nineties
with the seminal work of Dantsin [8], Poole [33] and Sato [49] and is now well
established, with a dedicated annual workshop since 2014.

PLP has been applied successfully to many problems such as concept relat-
edness in biological networks [12], Mendel’s genetic inheritance [50], natural lan-
guage processing [44,51], link prediction in social networks [24], entity resolution
[37] and model checking [15].

PLP is a type of Probabilistic Programming (PP) [30], a collection of tech-
niques that have recently emerged as an effective approach for building complex
probabilistic models. Until recently PP was mostly focused on functional pro-
gramming while now PLP forms a significant subfield.

Various approaches have been proposed for representing probabilistic infor-
mation in Logic Programming [10,27]. The distribution semantics [49] is one of
c© Springer International Publishing AG 2017
A. Holzinger et al. (Eds.): Integrative Machine Learning, LNAI 10344, pp. 89–116, 2017.
https://doi.org/10.1007/978-3-319-69775-8_5
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the most used and underlies many languages, such as Independent Choice Logic
[32], PRISM [49], Logic Programs with Annotated Disjunctions (LPADs) [56]
and ProbLog [12]. While these languages differ syntactically, they have the same
expressive power, as there are linear transformations among them [55].

In this paper we aim at giving an overview of the current status of PLP.
We start by first presenting the semantics for programs without function sym-
bols and then discussing the extensions of this semantics for programs including
function symbols, that may have infinite computation branches, and for pro-
grams including continuous random variables, a recent proposal that brought
PLP closer to functional PP approaches, where continuous random variables
have been a basic feature for some time now.

We also discuss approaches for inference, starting from exact inference by
knowledge compilation and going to techniques for dealing with infinite computa-
tion branches and continuous random variables. Then we illustrate approximate
inference approaches based on Monte Carlo methods that can overcome some
of the limit of exact inference both in terms of computation time and allowed
language features, permitting inference on a less restricted class of programs.

To show the modeling features of PLP in action, we present several examples.
We start from a simple generator of random 2D tile maps for video games and
from an approach for encoding Markov Logic Networks, a popular Statistical
Relation Artificial Intelligence formalism. In both examples all the variables are
discrete and no infinite computation path exists. We then consider three domains
with possibly infinite computations: the truel problem from game theory, the
coupon collector problem and the one-dimensional random walk. Finally we dis-
cuss two examples where some of the variables are continuous: latent Dirichlet
allocation and the Indian GPA problem. For each example we provide the code
for the cplint system [1] together with links to the web application cplint on
SWISH http://cplint.ml.unife.it [39,47] where the examples can be run online,
without the need to install the system locally.

PLP has found important applications in the field of Machine Learning and
Knowledge Extraction [17]: it is used as the language for representing input data
and output models in a variety of Machine Learning systems [14,35,40,43] that
have already achieved a significant number of successful applications. The web
application cplint on SWISH also includes the learning systems EMBLEM
[3,4], SLIPCOVER [5] and LEMUR [13]. For lack of space we do not discuss
learning in this paper.

2 Syntax and Semantics

We consider first the discrete version of probabilistic logic programming lan-
guages. In this version, each logical atom is a Boolean random variable that
can assume values true or false. The facts and rules of the program specify the
dependences among the truth values of atoms and the main inference task is to
compute the probability that a ground query is true, often conditioned on the
truth of a conjunction of ground goals, the evidence. All the languages following

http://cplint.ml.unife.it
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the distribution semantics allow the specification of alternatives either for facts
and/or for clauses. We present here the syntax of LPADs [56] for its generality.

An LPAD is a finite set of annotated disjunctive clauses of the form

hi1 : Πi1; . . . ;hini
: Πini

:- bi1, . . . , bimi
.

where bi1, . . . , bimi
are literals, hi1, . . . hini

are atoms and Πi1, . . . , Πini
are real

numbers in the interval [0, 1] such that
∑ni

k=1 Πik ≤ 1. This clause can be inter-
preted as “if bi1, . . . , bimi

is true, then hi1 is true with probability Πi1 or . . . or
hini

is true with probability Πini
.” bi1, . . . , bimi

is the body of the clause and
we indicate it with body(C) if the clause is C. If ni = 1 and Πi1 = 1 the clause
is non-disjunctive and so not probabilistic. If

∑ni

k=1 Πik < 1, there is an implicit
annotated atom null : (1 − ∑ni

k=1 Πik) that does not appear in the body of any
clauses of the program.

Given an LPAD P , the grounding ground(P ) is obtained by replacing vari-
ables with all possible logic terms. If P does not contain function symbols, the
set of possible terms is equal to the set of all constants appearing in P and is
finite so ground(P ) is finite as well.

ground(P ) is still an LPAD from which, by selecting a head atom for each
ground clause, we can obtain a normal logic program, called “world”. In the dis-
tribution semantics, the choices of head atoms for different clauses are indepen-
dent, so we can assign a probability to a world by multiplying the probabilities
of all the head atoms chosen to form the world. In this way we get a probability
distribution over worlds from which we can define a probability distribution over
the truth values of a ground atom: the probability of an atom q being true is the
sum of the probabilities of the worlds where q is true in the well-founded model
[54] of the world.

The well-founded model [54] in general is three valued, so a query that is not
true in the model is either undefined or false. However, we consider atoms as
Boolean random variables so we do not want to deal with the undefined truth
value. How to manage uncertainty by combining nonmonotonic reasoning and
probability theory is still an open problem, see [7] for a discussion of the issues.
So we require each world to have a two-valued well-founded model and therefore
q can only be true or false in a world.

Formally, each grounding of a clause Ciθj corresponds to a random vari-
able Xij with as many values as the number of head atoms of Ci. The random
variables Xij are independent of each other.

An atomic choice [31] is a triple (Ci, θj , k) where Ci ∈ P , θj is a substitution
that grounds Ci and k ∈ {1, . . . , ni} identifies one of the head atoms. In practice
Ciθj corresponds to an assignment Xij = k. A set of atomic choices κ is consis-
tent if only one head is selected for the same ground clause. A consistent set κ
of atomic choices is called a composite choice. We can assign a probability to κ
as the random variables are independent: P (κ) =

∏
(Ci,θj ,k)∈κ Πik.

A selection σ is a composite choice that, for each clause Ciθj in ground(P ),
contains an atomic choice (Ci, θj , k). A selection σ identifies a normal logic
program lσ defined as lσ = {(hik ← body(Ci))θj |(Ci, θj , k) ∈ σ}. lσ is called



92 A.N. Fadja and F. Riguzzi

an instance, possible world or simply world of P . Since selections are com-
posite choices, we can assign a probability to instances: P (lσ) = P (σ) =∏

(Ci,θj ,k)∈σ Πik.
We write lσ |= q to mean that the query q (a ground atom) is true in the

well-founded model of the program lσ. The probability of a query q given a world
lσ can be now defined as P (q|lσ) = 1 if lσ |= q and 0 otherwise. Let P (LP ) be
the distribution over worlds. The probability of a query q is given by

P (q) =
∑

lσ∈LP

P (q, lσ) =
∑

lσ∈LP

P (q|lσ)P (lσ) =
∑

lσ∈LP :lσ|=q

P (lσ) (1)

Example 1 (From [5]). The following LPAD P encodes geological knowledge on
the Stromboli Italian island:
C1 = eruption : 0.6 ; earthquake : 0.3 :− sudden energy release,

fault rupture(X).
C2 = sudden energy release : 0.7.
C3 = fault rupture(southwest northeast).
C4 = fault rupture(east west).
The Stromboli island is located at the intersection of two geological faults, one
in the southwest-northeast direction, the other in the east-west direction, and
contains a active volcano. This program models the possibility that an eruption
or an earthquake occurs at Stromboli. If there is a sudden energy release under
the island and there is a fault rupture, then there can be an eruption of the
volcano on the island with probability 0.6 or an earthquake in the area with
probability 0.3 or no event with probability 0.1. The energy release occurs with
probability 0.7 while we are sure that ruptures occur in both faults.

Clause C1 has two groundings, C1θ1 with θ1 = {X/southwest northeast}
and C1θ2 with θ2 = {X/east west}, so there are two random variables X11 and
X12. Clause C2 has only one grounding C2∅ instead, so there is one random vari-
able X21. X11 and X12 can take three values since C1 has three head atoms; sim-
ilarly X21 can take two values since C2 has two head atoms. P has 18 instances,
the query eruption is true in 5 of them and its probability is P (eruption) =
0.6 · 0.6 · 0.7 + 0.6 · 0.3 · 0.7 + 0.6 · 0.1 · 0.7 + 0.3 · 0.6 · 0.7 + 0.1 · 0.6 · 0.7 = 0.588.

This semantics can be given also a sampling interpretation: the probability of a
query q is the fraction of worlds, sampled from the distribution over worlds, where
q is true. To sample from the distribution over worlds, you simply randomly select
a head atom for each ground clause according to the probabilistic annotations.
Note that you don’t even need to sample a complete world: if the samples you
have taken ensure the truth value of q is determined, you don’t need to sample
more clauses, as they don’t influence q.

To compute the conditional probability P (q|e) of a query q given evidence e,
you can use the definition of conditional probability, P (q|e) = P (q, e)/P (e), and
compute first the probability of q, e (the sum of probabilities of worlds where
both q and e are true) and the probability of e and then divide the two.

If the program P contains function symbols, a more complex definition of
the semantics is necessary. In fact ground(P ) is infinite and a world would be
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obtained by making an infinite number of choices so its probability would be 0,
as it is a product of infinite numbers all bounded away from 1 from below. In
this case we have to work with sets of worlds and use Kolmogorov’s definition
of probability space. It turns out that the probability of the query is the sum of
a convergent series [38].

Up to now we have considered only discrete random variables and discrete
probability distributions. How can we consider continuous random variables and
probability density functions, for example real variables following a Gaussian dis-
tribution? cplint [1] and Distributional Clauses (DC) [28] allow the description
of continuous random variables in so called hybrid programs.

cplint allows the specification of density functions over arguments of atoms
in the head of rules. For example, in

g(X,Y): gaussian(Y,0,1):- object(X).

X takes terms while Y takes real numbers as values. The clause states that, for
each X such that object(X) is true, the values of Y such that g(X,Y) is true,
follow a Gaussian distribution with mean 0 and variance 1. You can think of an
atom such as g(a,Y) as an encoding of a continuous random variable associated
to term g(a). In DC you can express the same density as

g(X)~gaussian(0,1):= object(X).

where := indicates implication and continuous random variables are represented
as terms that denote a value from a continuous domain. It is possible to translate
DC into programs for cplint and in fact cplint allows also the DC syntax,
automatically translating DC into its own syntax.

A semantics for hybrid programs was given independently in [16,20,28]. In
[28] the semantics of Hybrid Probabilistic Logic Programs (HPLP) is defined by
means of a stochastic generalization STp of the Tp operator that applies the
sampling interpretation of the distribution semantics to continuous variables:
STp is applied to interpretations that contain ground atoms (as in standard
logic programming) and terms of the form t = v where t is a term indicating a
continuous random variable and v is a real number. If the body of a clause is
true in an interpretation I, STp(I) will contain a sample from the head.

The authors of [20] define a probability space for N continuous random vari-
ables by considering the Borel σ-algebra over RN and fixing a Lebesgue measure
on this set as the probability measure. The probability space is lifted to cover
the entire program using the least model semantics of constraint logic programs.

If an atom encodes a continuous random variable (such as g(X,Y) above),
asking for the probability that a ground instantiation, such as g(a,0.3), is true
is not meaningful, as the probability that a continuous random variables takes a
specific value is always 0. In this case you want to compute the probability that
the random variable falls in an interval or you want to know its density, possibly
after having observed some evidence. If the evidence is on an atom defining
another continuous random variable, the definition of conditional probability
cannot be applied, as the probability of the evidence would be 0 and so the
fraction would be undefined. This problem is tackled in [28] by providing a
definition using limits.
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3 Inference

Computing all the worlds is impractical because their number is exponential in
the number of ground probabilistic clauses when there are no function symbols
and impossible otherwise, because with function symbols the number of worlds is
uncountably infinite. Alternative approaches for inference have been considered
that can be grouped in exact and approximate ones [1].

For exact inference from discrete program without function symbols a suc-
cessful approach finds explanations for the query q [12], where an explanation
is a set of clause choices that are sufficient for entailing the query. Once all
explanations for the query are found, they are encoded as a Boolean formula in
DNF and the problem is reduced to that of computing the probability that the
formula is true given the probabilities of being true of all the (mutually indepen-
dent) random variables. This problem is called disjoint-sum as it can be solved
by finding a DNF where all the disjuncts are mutually exclusive. Its complex-
ity is #P [53] so the problem is highly difficult and intractable in general. In
practice, problems of significant size can be tackled using knowledge compilation
[9], i.e. converting the DNF into a language from which the computation of the
probability is polynomial [12,45], such as Binary Decision Diagrams.

Formally, a composite choice κ is an explanation for a query q if q is entailed
by every instance consistent with κ, where an instance lσ is consistent with κ iff
κ ⊆ σ. Let λκ be the set of worlds consistent with κ. In particular, algorithms
find a covering set of explanations for the query, where a set of composite choices
K is covering with respect to q if every program lσ in which q is entailed is in
λK , where λK =

∑
κ∈K λκ. The problem of computing the probability of a query

q can thus be reduced to computing the probability of the Boolean function

fq(X) =
∨

κ∈E(q)

∧

(Ci,θj ,k)∈κ

Xij = k (2)

where E(q) is a covering set of explanations for q.

Example 2 (Example 1 cont.). The query eruption has the covering set of expla-
nations E(eruption) = {κ1, κ2} where:

κ1 = {(C1, {X/southwest northeast}, 1), (C2, {}, 1)}
κ2 = {(C1, {X/east west}, 1), (C2, {}, 1)}

Each atomic choice (Ci, θj , k) is represented by the propositional equation
Xij = k:

(C1, {X/southwest northeast}, 1) → X11 = 1
(C1, {X/east west}, 1) → X12 = 1
(C2, {}, 1) → X21 = 1

The resulting Boolean function feruption(X) returns 1 if the values of the vari-
ables correspond to an explanation for the goal. Equations for a single expla-
nation are conjoined and the conjunctions for the different explanations are
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disjoined. The set of explanations E(eruption) can thus be encoded with the
function:

feruption(X) = (X11 = 1 ∧ X21 = 1) ∨ (X12 = 1 ∧ X21 = 1) (3)

Examples of systems that perform inference using this approach are ProbLog [23]
and PITA [45,46]. Recent approaches for exact inference try to achieve speedups
by reasoning at a lifted level [2,41].

When a discrete program contains function symbols, the number of expla-
nations may be infinite and the probability of the query may be the sum of
a convergent series. In this case the inference algorithm has to recognize the
presence of an infinite number of explanations and identify the terms of the
series. In [48,52] the authors extended PRISM by considering programs under
the generative exclusiveness condition: at any choice point in any execution path
of the top-goal, the choice is done according to a value sampled from a PRISM
probabilistic switch. The generative exclusiveness condition implies that every
disjunction is exclusive and originates from a probabilistic choice made by some
switch.

In this case, a cyclic explanation graph can be computed that encodes the
dependence of atoms on probabilistic switches. From this a system of equations
can be obtained defining the probability of ground atoms. The authors of [48,52]
show that by first assigning all atoms probability 0 and repeatedly applying the
equations to compute updated values results in a process that converges to a
solution of the system of equations. For some program, such as those computing
the probability of prefixes of strings from Probabilistic Context Free Grammars,
the system is linear, so solving it is even simpler. In general, this provides an
approach for performing inference when the number of explanations is infinite
but under the generative exclusiveness condition.

In [15] the authors present the algorithm PIP (for Probabilistic Inference
Plus), that is able to perform inference even when explanations are not nec-
essarily mutually exclusive and the number of explanations is infinite. They
require the programs to be temporally well-formed, i.e., that one of the argu-
ments of predicates can be interpreted as a time that grows from head to body.
In this case the explanations for an atom can be represented succinctly by Def-
inite Clause Grammars (DCGs). Such DCGs are called explanation generators
and are used to build Factored Explanation Diagrams (FED) that have a struc-
ture that closely follows that of Binary Decision Diagrams. FEDs can be used
to obtain a system of polynomial equations that is monotonic and thus con-
vergent as in [48,52]. So, even when the system is non linear, a least solution
can be computed to within an arbitrary approximation bound by an iterative
procedure.

For approximate inference one of the most used approach consists in Monte
Carlo sampling, following the sampling interpretation of the semantics given
above. Monte Carlo backward reasoning has been implemented in ProbLog [23]
and MCINTYRE [36] and found to give good performance in terms of quality
of the solutions and of running time. Monte Carlo sampling is attractive for the
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simplicity of its implementation and because you can improve the estimate as
more time is available. Moreover, Monte Carlo can be used also for programs
with function symbols, in which goals may have infinite explanations and exact
inference may loop. In fact, taking a sample of a query corresponds naturally to
an explanation and the probability of a derivation is the same as the probability
of the corresponding explanation. The risk is that of incurring in an infinite
explanation. But infinite explanations have probability 0 so the probability that
the computation goes down such a path and does not terminate is 0 as well.

Monte Carlo inference provides also smart algorithms for computing con-
ditional probabilities: rejection sampling or Metropolis-Hastings Markov Chain
Monte Carlo (MCMC). In rejection sampling [57], you first query the evidence
and, if the query is successful, query the goal in the same sample, otherwise the
sample is discarded.

In Metropolis-Hastings MCMC [26], a Markov chain is built by taking an
initial sample and by generating successor samples. The initial sample is built
by randomly sampling choices so that the evidence is true. A successor sample
is obtained by deleting a fixed number of sampled probabilistic choices. Then
the evidence is queried again by sampling starting with the undeleted choices. If
the query succeeds, the goal is then also queried by sampling. The goal sample
is accepted with a probability of min{1, N0

N1
} where N0 is the number of choices

sampled in the previous sample and N1 is the number of choices sampled in the
current sample. The number of successes of the query is increased by 1 if the
query succeeded in the last accepted sample. The final probability is given by
the number of successes over the total number of samples.

When you have evidence on ground atoms that have continuous values as
arguments, you can still use Monte Carlo sampling. You cannot use rejection
sampling or Metropolis-Hastings, as the probability of the evidence is 0, but
you can use likelihood weighting [28] to obtain weighted samples of continuous
arguments of a goal. For each sample to be taken, likelihood weighting samples
the query and then assigns a weight to the sample on the basis of evidence. The
weight is computed by deriving the evidence backward in the same sample of
the query starting with a weight of one: each time a choice should be taken or a
continuous variable sampled, if the choice/variable has already been taken, the
current weight is multiplied by probability of the choice/by the density value of
the continuous value.

If likelihood weighting is used to find the posterior density of a continuous
random variable, we obtain a set of weighted samples for the variables whose
weight can be interpreted as a relative frequency. The set of samples without the
weight, instead, can be interpreted as the prior density of the variable. These
two sets of samples can be used to plot the density before and after observing
the evidence.

You can sample arguments of queries also for discrete goals: in this case you
get a discrete distribution over the values of one or more arguments of a goal.
If the query predicate is determinate in each world, i.e., given values for input
arguments there is a single value for output arguments that make the query true,
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for each sample you get a single value. Moreover, if clauses sharing an atom in the
head are mutually exclusive, i.e., in each world the body of at most one clause is
true, then the query defines a probability distribution over output arguments. In
this way we can simulate those languages such as PRISM and Stochastic Logic
Programs [25] that define probability distributions over arguments rather than
probability distributions over truth values of ground atoms.

4 Examples

Here we present some examples of PLP in practice. In the first two examples,
tile map generation and Markov Logic Networks encoding, all the variables are
discrete and no infinite computation path exists.

The next three problems have infinite computation paths: the truel game,
the coupon collector problem and the one-dimensional random walk.

The last two examples include continuous variables: latent Dirichlet alloca-
tion and the Indian GPA problem.

4.1 Tile Map Generation

PP and PLP can be used to generate random complex structures. For example,
we can write programs for randomly generating maps of video games. We are
given a fixed set of tiles that we want to combine to obtain a 2D map that is
random but satisfies some soft constraints on the placement of tiles.

Suppose we want to draw a 10× 10 map with a tendency to have a lake in
the center. The tiles are randomly placed such that, in the central area, water is
more probable. The problem can be modeled with the following example1, where
map(H,W,M) instantiates M to a map of height H and width W:

map(H,W,M):-

tiles(Tiles),

length(Rows,H),

M=..[map,Tiles|Rows],

foldl(select(H,W),Rows,1,_).

select(H,W,Row,N0,N):-

length(RowL,W),

N is N0+1,

Row=..[row|RowL],

foldl(pick_row(H,W,N0),RowL,1,_).

pick_row(H,W,N,T,M0,M):-

M is M0+1,

pick_tile(N,M0,H,W,T).

where foldl/4 is a SWI-Prolog [58] library predicate that implements the foldl
meta primitive from functional programming. pick tile(Y, X, H, W, T) returns in
T a tile for position (X,Y) of a map of size W*H. The center tile is water:
1 http://cplint.ml.unife.it/example/inference/tile map.swinb.

http://cplint.ml.unife.it/example/inference/tile_map.swinb
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pick_tile(HC,WC,H,W,water):-

HC is H//2,

WC is W//2,!.

In the central area water is more probable:

pick_tile(Y,X,H,W,T):

discrete(T,[grass:0.05,water:0.9,tree:0.025,rock:0.025]):-

central_area(Y,X,H,W),!

central area(Y, X, H, W) is true if (X,Y) is adjacent to the center of the W*H map
(definition omitted for brevity). In the other places, tiles are chosen at random
with distribution [grass:0.5,water:0.3,tree:0.1,rock:0.1]:

pick_tile(_,_,_,_,T):discrete(T,[grass:0.5,water:0.3,tree:0.1,rock:0.1]).

We can generate a map by taking a sample of the query map(10,10,M) and
collecting the value of M. For example, the map of Fig. 1 can be obtained2.

Fig. 1. A random tile map.

2 Tiles from https://github.com/silveira/openpixels.

https://github.com/silveira/openpixels
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4.2 Markov Logic Networks

Markov Networks (MN) and Markov Logic Networks (MLN) [34] can be encoded
with PLP. The encoding is based on the observation that a MN factor can be
represented with a Bayesian Network (BN) with an extra node that is always
observed. Since PLP programs under the distribution semantics can encode BN
[56], we can encode MLN. An example of an MLN clause is

1.5 Intelligent(x) ⇒ GoodMarks(x)

where 1.5 is the weight of the clause.
For a single constant anna, this clause originates an edge between the Boolean

nodes for Intelligent(anna) and GoodMarks(anna). This means that the two
variables cannot be d-separated in any way. This dependence can be modeled
with BN by adding and extra Boolean node, Clause(anna), that is a child
of Intelligent (anna) and GoodMarks(anna) and is observed. In this way,
Intelligent(anna) and GoodMarks(anna) are not d-separated in the BN no
matter what other nodes the BN contains.

In general, for a domain with Herbrand base X and an MLN ground clause C
mentioning atom variables X’, the equivalent BN should contain a Boolean node
C with X’ as parents. All the query of the form P (a|b) should then be posed to
the BN as P (a|b, C = true). The problem is now how to assign values to the
conditional probability (CPT) of C given X’ so that the joint distribution of X
in the BN is the same as that of the MLN.

A ground MLN formulae of the form α C contributes to the probabilities of
the worlds with a factor eα for the worlds where the clause is true and 1 for
the worlds where the clause is false. If we use c to indicate C = true, the joint
probability of a state of the world x can then be computed as

P (x|c) =
P (x, c)
P (c)

∝ P (x, c)

i.e. P (x|c) is proportional to P (x, c), because the denominator does not depend
on x and is thus a normalizing constant.

P (x, c) can be written as

P (x, c) = P (c|x)P (x) = P (c|x′)P (x)

where x′ is the state of the parents of C, so

P (x|c) ∝ P (c|x′)P (x)

To model the MLN formula we just have to ensure that P (c|x′) is proportional
to eα when x′ makes C true and to 1 when x′ makes C false. We cannot use
eα directly in the CPT for C because it can be larger than 1 but we can use
the values eα/(1 + eα) and 1/(1 + eα) that are proportional to eα and 1 and are
surely less than 1.
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For an MLN containing the example formula above, the probability of a world
would be represented by P (i, g|c) where i and g are values for Intelligent(anna)
and GoodMarks(anna) and c is Clause(anna) = true. The CPT will have the
values e1.5/(1+ e1.5) for Clause(anna) being true given that the parents’ values
make the clause true and 1/(1 + e1.5) is the probability of Clause(anna) being
true given that the parents’ values make the clause false.

In order to model MLN formulas with LPADs, we can add an extra atom
clausei(X) for each formula Fi = αi Ci where X is the vector of variables
appearing in Ci. Then, when we query for the probability of query q given
evidence e, we have to ask for the probability of q given e ∧ ce where ce is
the conjunction of all the groundings of clausei(X) for all values of i. Then,
clause Ci should be transformed into a Disjunctive Normal Form (DNF) formula
Ci1 ∨ . . .∨Cini

where the disjuncts are mutually exclusive and the LPAD should
contain the clauses

clausei(X) : eα/(1 + eα) ← Cij

for all j. Similarly, ¬Ci should be transformed into a disjoint sum Di1∨. . .∨Dimi

and the LPAD should contain the clauses

clausei(X) : 1/(1 + eα) ← Dil

for all l.
Alternatively, if α is negative, eα will be smaller than 1 and we can use the

two probability values eα and 1 with the clauses

clausei(X) : eα ← Cij

. . .
clausei(X) ← Dil

This solution has the advantage that some clauses are certain, reducing the
number of random variables. If α is positive in formula α C, we can consider
−α ¬C.

MLN formulas can also be added to a regular probabilistic logic program.
In this case their effect is equivalent to a soft form of evidence, where certain
worlds are weighted more than others. This is the same as soft evidence in Figaro
[30]. MLN hard constraints, i.e., formulas with an infinite weight, can instead be
used to rule out completely certain worlds, those violating the constraint. For
example, given hard constraint C equivalent to the sum Ci1 ∨ . . . ∨ Cini

, the
LPAD should contain the clauses

clausei(X) ← Cij

for all j, and the evidence should contain clausei(x) for all groundings x of X.
In this way, the worlds that violate C are ruled out. Let see an example3 where
we translate the MLN

1.5 Intelligent(x) => GoodMarks(x)

1.1 Friends(x, y) => (Intelligent(x) <=> Intelligent(y))

3 http://cplint.ml.unife.it/example/inference/mln.swinb.

http://cplint.ml.unife.it/example/inference/mln.swinb
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The first MLN formula is translated into

clause1(X): 0.8175744762:- \+intelligent(X).

clause1(X): 0.1824255238:- intelligent(X), \+good_marks(X).

clause1(X): 0.8175744762:- intelligent(X), good_marks(X).

where 0.8175744762 = e1.5/(1 + e1.5) and 0.1824255238 = 1/(1 + e1.5).
The MLN formula

1.1 Friends(x, y) => (Intelligent(x) <=> Intelligent(y))

is translated into the clauses

clause2(X,Y): 0.7502601056:-

\+friends(X,Y).

clause2(X,Y): 0.7502601056:-

friends(X,Y), intelligent(X),intelligent(Y).

clause2(X,Y): 0.7502601056:-

friends(X,Y), \+intelligent(X),\+intelligent(Y).

clause2(X,Y): 0.2497398944:-

friends(X,Y), intelligent(X),\+intelligent(Y).

clause2(X,Y): 0.2497398944:-

friends(X,Y), \+intelligent(X),intelligent(Y).

where 0.7502601056 = e1.1/(1+e1.1) and 0.2497398944 = 1/(1+e1.1). A priori we
have a uniform distribution over student intelligence, good marks and friendship:

intelligent(_):0.5.

good_marks(_):0.5.

friends(_,_):0.5.

and there are two students:

student(anna).

student(bob).

The evidence must include the truth of all groundings of the clausei predicates:

evidence_mln:- clause1(anna),clause1(bob),clause2(anna,anna),

clause2(anna,bob),clause2(bob,anna),clause2(bob,bob).

We want to query the probability that Anna gets good marks given that she is
friend with Bob and Bob is intelligent, so we define

ev_intelligent_bob_friends_anna_bob:-

intelligent(bob),friends(anna,bob),evidence_mln.

and query for P(good marks(anna)|ev intelligent bob friends anna bob)
obtaining 0.7330 which is higher than the prior probability 0.6069 of Anna
getting good marks, obtained with the query P(good marks(anna)|evidence
mln).
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4.3 Truel

A truel [22] is a duel among three opponents. There are three truelists, a, b
and c, that take turns in shooting with a gun. The firing order is a, b and c.
Each truelist can shoot at another truelist or at the sky (deliberate miss). The
truelists have these probabilities of hitting the target (if they are not aiming at
the sky): 1/3, 2/3 and 1 for a, b and c respectively. The aim for each truelist is
to kill all the other truelists. The question is: what should a do to maximize his
probability of winning? Aim at b, c or the sky?

Let us see first the strategy for the other truelists and situations. When only
two players are left, the best strategy is to shoot at the other player.

When all three players remain, the best strategy for b is to shoot at c, since
if c shoots at him he his dead and if c shoots at a, b remains with c which is the
best shooter. Similarly, when all three players remain, the best strategy for c is
to shoot at b, since in this way he remains with a, the worst shooter.

Fig. 2. Probability tree of the truel with opponents a and b.

For a it is more complex. Let us first compute the probability of a to win a
duel with a single opponent. When a and c remain, a wins if it shoots c, with
probability 1/3. If he misses c, c will surely kill him. When a and b remain, the
probability p of a to win can be computed with

p = P (a hits b) + P (a misses b)P (b misses a)p
p = 1/3 + 2/3 × 1/3 × p

p = 3/7
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The probability can be also computed by building the probability tree of Fig. 2.
The probability that a survives is thus

p = 1/3 + 2/3 · 1/3 · 1/3 + 2/3 · 1/3 · 2/3 · 1/3 · 1/3 + . . . =

= 1/3 + 2/33 + 22/35 + . . . =
1
3

+
∞∑

i=0

2
33

(
2
9

)i

=
1
3

+
2
33

1 − 2
9

=

=
1
3

+
2
33

7
9

=
1
3

+
2
3

7
=

1
3

+
2
21

=
9
21

=
3
7

When all three players remain, if a shoots at b, b is dead with probability 1/3
but then c will kill a. If b is not dead (probability 2/3), b shoots at c and kills
him with probability 2/3. In this case, a is left in a duel with b, with probability
of surviving of 3/7. If b doesn’t kill c (probability 1/3), c will kill b surely and
a is left in a duel with c, with a probability of surviving of 1/3. So overall, if a
shoots at b, his probability of winning is

2/3 · 2/3 · 3/7 + 2/3 · 1/3 · 1/3 = 4/21 + 2/27 =
36 + 15

189
=

50
189

= 0.2645

When all three players remain, if a shoots at c, c is dead with probability 1/3. b
then shoots at a and a survives with probability 1/3 and a is then in a duel with
b and surviving with probability 3/7. If c survives (probability 2/3), b shoots at
c and kills him with probability 2/3, so a remains in a duel with b and wins with
probability 3/7. If c survives again, he kills b surely and a is left in a duel with
c, with probability 1/3 of winning. So overall, if a shoots at c, his probability of
winning is

1/3·1/3·3/7+2/3·2/3·3/7+2/3·1/3·1/3 = 1/21+4/21+2/27 = 59/189 = 0.3122

When all three players remain, if a shoots at the sky, b shoots at c and kills him
with probability 2/3, with a remaining in a duel with b. If b doesn’t kill c, c will
surely kill b and a remains in a duel with c. So overall, if a shoots at the sky, his
probability of winning is

2/3 · 3/7 + 1/3 · 1/3 = 2/7 + 1/9 = 25/63 = 0.3968

This problem can be modeled with an LPAD4. However, as can be seen from
Fig. 2, the number of explanations may be infinite so we have to use an appro-
priate exact inference algorithm or Monte Carlo inference. We discuss below a
program that uses MCINTYRE.

survives action(A, L0, T, S) is true if A survives truel performing action S
with L0 still alive in turn T:

survives_action(A,L0,T,S):-

shoot(A,S,L0,T,L1),

remaining(L1,A,Rest),

survives_round(Rest,L1,A,T).

4 http://cplint.ml.unife.it/example/inference/truel.pl.

http://cplint.ml.unife.it/example/inference/truel.pl
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shoot(H,S,L0,T,L) is true when H shoots at S in round T with L0 and L the
list of truelists still alive before and after the shot:

shoot(H,S,L0,T,L):-

(S=sky -> L=L0

; (hit(T,H) -> delete(L0,S,L)

; L=L0

)

).

The probabilities of each truelist to hit the chosen target are

hit(_,a):1/3.

hit(_,b):2/3.

hit(_,c):1.

survives(L,A,T) is true if individual A survives the truel with truelists L at
round T:

survives([A],A,_):-!.

survives(L,A,T):-

survives_round(L,L,A,T).

survives round(Rest, L0, A, T) is true if individual A survives the truel at round
T with Rest still to shoot and L0 still alive:

survives_round([],L,A,T):-

survives(L,A,s(T)).

survives_round([H|_Rest],L0,A,T):-

base_best_strategy(H,L0,S),

shoot(H,S,L0,T,L1),

remaining(L1,H,Rest1),

member(A,L1),

survives_round(Rest1,L1,A,T).

These strategies are easy to find:

base_best_strategy(b,[b,c],c).

base_best_strategy(c,[b,c],b).

base_best_strategy(a,[a,c],c).

base_best_strategy(c,[a,c],a).

base_best_strategy(a,[a,b],b).

base_best_strategy(b,[a,b],a).

base_best_strategy(b,[a,b,c],c).

base_best_strategy(c,[a,b,c],b).

Auxiliary predicate remaining/3 is defined as

remaining([A|Rest],A,Rest):-!.

remaining([_|Rest0],A,Rest):-

remaining(Rest0,A,Rest).
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We can decide the best strategy for a by asking the queries

survives_action(a,[a,b,c],0,b)

survives_action(a,[a,b,c],0,c)

survives_action(a,[a,b,c],0,sky)

If we take 1000 samples, possible answers are 0.256, 0.316 and 0.389, showing
that a should aim at the sky.

4.4 Coupon Collector Problem

The coupon collector problem is described in [21] as

Suppose each box of cereal contains one of N different coupons and once
a consumer has collected a coupon of each type, he can trade them for a
prize. The aim of the problem is determining the average number of cereal
boxes the consumer should buy to collect all coupon types, assuming that
each coupon type occurs with the same probability in the cereal boxes.

If there are N different coupons, how many boxes, T, do I have to buy to get the
prize? This problem can be modeled by a program5 defining predicate coupons/2
such that coupons(N,T) is true if we need T boxes to get N coupons. We represent
the coupons with a term for functor cp/N with the number of coupons as arity.
The ith argument of the term is 1 if the ith coupon has been collected and is a
variable otherwise. The term thus represents an array:

coupons(N,T):-

length(CP,N),

CPTerm=..[cp|CP],

new_coupon(N,CPTerm,0,N,T).

If 0 coupons remain to be collected, the collection ends:

new_coupon(0,_CP,T,_N,T).

If N0 coupons remain to be collected, collect one and recurse:

new_coupon(N0,CP,T0,N,T):-

N0>0,

collect(CP,N,T0,T1),

N1 is N0-1,

new_coupon(N1,CP,T1,N,T).

collect/4 collects one new coupon and updates the number of boxes bought:

collect(CP,N,T0,T):-

pick_a_box(T0,N,I),

T1 is T0+1,

arg(I,CP,CPI),

(var(CPI)-> CPI=1, T=T1

; collect(CP,N,T1,T)

).

5 http://cplint.ml.unife.it/example/inference/coupon.swinb.

http://cplint.ml.unife.it/example/inference/coupon.swinb
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pick a box/3 randomly picks a box, an element from the list [1 . . . N ]:

pick_a_box(_,N,I):uniform(I,L):- numlist(1, N, L).

If there are 5 different coupons, we may ask:

– how many boxes do I have to buy to get the prize?
– what is the distribution of the number of boxes I have to buy to get the prize?
– what is the expected number of boxes I have to buy to get the prize?

To answer the first query, we can take a single sample for the query
coupons(5,T): in the sample, the query will succeed as coupons/2 is a determi-
nate predicate and the result will instantiate T to a specific value. For example,
we may get T=15. Note that the maximum number of boxes to buy is unbounded
but the case where we have to buy an infinite number of boxes has probability
0, so sampling will surely finish.

To compute the distribution on the number of boxes, we can take a number
of samples, say 1000, and plot the number of times a value is obtained as a
function of the value. We can do so by dividing the domain of the number of
boxes in intervals and counting the number of sampled values that fall in each
interval. By doing so we may get the graph in Fig. 3.

Fig. 3. Distribution of the number of boxes.

To compute the expected number of boxes, we can take a number of samples,
say 100, of coupons(5,T). Each sample will instantiate T. By summing all these
values and dividing the 100, the number of samples, we can get an estimate of
the expectation. For example, we may get a value of 11.47.

We can also plot the dependency of the expected number of boxes from the
number of coupons, obtaining Fig. 4. As observed in [21], the number of boxes
grows as O(N log N) where N is the number of coupons. The graph shows the
accordance of the two curves.
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Fig. 4. Expected number of boxes as a function the number of coupons

The coupon collector problem is similar to the sticker collector problem,
where you have an album with a space for every different sticker, you can buy
stickers in packs and your objective is to complete the album. A program for the
coupon collector problem can be applied to solve the sticker collector problem:
if you have N different stickers and packs contain P stickers, we can solve the
coupon collector problem for N coupons and get the number of boxes B. Then
the number of packs you have to buy to complete the collection is �B/P . So
we can write:

stickers(N,P,T):- coupons(N,T0), T is ceiling(T0/P).

If there are 50 different stickers and packs contain 4 stickers, by sampling the
query stickers(50,4,T) we can get T=47, i.e., we have to buy 47 packs to
complete the entire album.

4.5 One-Dimensional Random Walk

We consider the version of the problem described in [21]: a particle starts at
position x= 10 and moves with equal probability one unit to the left or one unit
to the right in each turn. The random walk stops if the particle reaches position
x= 0.

The walk terminates with probability one [19] but requires, on average, an
infinite time, i.e., the expected number of turns is infinite [21].

We can compute the number of turns with the following program6. The walk
starts at time 0 and x = 10:

walk(T):- walk(10,0,T).

6 http://cplint.ml.unife.it/example/inference/random walk.swinb.

http://cplint.ml.unife.it/example/inference/random_walk.swinb
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If x is 0, the walk ends otherwise the particle makes a move:

walk(0,T,T).

walk(X,T0,T):-

X>0,

move(T0,Move),

T1 is T0+1,

X1 is X+Move,

walk(X1,T1,T).

The move is either one step to the left or to the right with equal probability.

move(T,1):0.5; move(T,-1):0.5.

By sampling the query walk(T) we obtain a success as walk/1 is determi-
nate. The value for T represents the number of turns. For example, we may
get T = 3692.

4.6 Latent Dirichlet Allocation

Text mining [18] aims at extracting knowledge from texts. Latent Dirichlet Allo-
cation (LDA) [6] is a text mining technique which assigns topics from a finite
set to words in documents. The model describes a generative process where doc-
uments are represented as random mixtures over latent topics and each topic
defines a distribution over words. LDA assumes the following generative process
for a corpus D consisting of M documents each of length Ni:

1. Choose θi ∼ Dir(α), where i ∈ {1, . . . , M} and Dir(α) is the Dirichlet distri-
bution with parameter α

2. Choose ϕk ∼ Dir(β), where k ∈ {1, . . . , K}
3. For each of the word positions i, j, where j ∈ {1, . . . , Ni}, and i ∈ {1, . . . , M}

(a) Choose a topic zi,j ∼ Categorical(θi).
(b) Choose a word wi,j ∼ Categorical(ϕzi,j

).

This is a smoothed LDA model to be precise. The subscript is often dropped, as
in the plate diagrams 5. The aim is to compute the word probabilities of each
topic, the topic of each word, and the particular topic mixture of each document.
This can be done with Bayesian inference: the documents in the dataset represent
the observations (evidence) and we want to compute the posterior distribution
of the above quantities.

This problem can modeled by the MCINTYRE program7 below, where
predicate

word(Doc,Position,Word)

indicates that document Doc in position Position (from 1 to the number of
words of the document) has word Word and predicate

topic(Doc,Position,Topic)

7 http://cplint.ml.unife.it/example/inference/lda.swinb.

http://cplint.ml.unife.it/example/inference/lda.swinb
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Fig. 5. Smoothed LDA.

indicates that document Doc associates topic Topic to the word in position
Position. We also assume that the distributions for both θm and ϕk are sym-
metric Dirichlet distributions with scalar concentration parameter η set using a
fact for the predicate eta/1, i.e., α = β = [η, . . . , η]. The program is then:

theta(_,Theta):dirichlet(Theta,Alpha):-

alpha(Alpha).

topic(DocumentID,_,Topic):discrete(Topic,Dist):-

theta(DocumentID,Theta),

topic_list(Topics),

maplist(pair,Topics,Theta,Dist).

word(DocumentID,WordID,Word):discrete(Word,Dist):-

topic(DocumentID,WordID,Topic),

beta(Topic,Beta),

word_list(Words),

maplist(pair,Words,Beta,Dist).

beta(_,Beta):dirichlet(Beta,Parameters):-

n_words(N),

eta(Eta),

findall(Eta,between(1,N,_),Parameters).

alpha(Alpha):-

eta(Eta),

n_topics(N),

findall(Eta,between(1,N,_),Alpha).

eta(2).

pair(V,P,V:P).

where maplist/4 is a library of SWI-Prolog encoding the maplist primitive of
functional programming. Suppose we have two topics, indicated with integers 1
and 2, and 10 words, indicated with integers 1, . . . , 10:
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topic_list(L):-

n_topics(N),

numlist(1,N,L).

word_list(L):-

n_words(N),

numlist(1,N,L).

n_topics(2).

n_words(10).

We can, for example, use the model generatively and sample values for word in
position 1 of document 1. The histogram of the frequency of word values when
taking 100 samples is shown in Fig. 6.

Fig. 6. Values for word in position 1 of document 1.eps

We can also sample values for couples (word, topic) in position 1 of document 1.
The histogram of the frequency of the couples when taking 100 samples is shown
in Fig. 7.

We can use the model to classify the words into topics. Here we use condi-
tional inference with Metropolis-Hastings that is implemented in MCINTYRE.
A priori both topics are about equally probable for word 1 of document, so if we
take 100 samples of topic(1,1,T) we get the histogram in Fig. 8. If we observe
that words 1 and 2 of document 1 are equal (word(1,1,1),word(1,2,1) as evi-
dence) and take again 100 samples, one of the topics gets more probable, as the
histogram of Fig. 9 shows. You can also see this if you look at the density of the
probability of topic 1 before and after observing that words 1 and 2 of document
1 are equal: the observation makes the distribution less uniform, see Fig. 10.
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Fig. 7. Values for couples (word,topic) in position 1 of document 1.

Fig. 8. Prior distribution of topics for word in position 1 of document 1.

Fig. 9. Posterior distribution of topics for word in position 1 of document 1.

4.7 The Indian GPA Problem

In the Indian GPA problem proposed by Stuart Russel [28,29] the question is:
if you observe that a student GPA is exactly 4.0, what is the probability that
the student is from India, given that the American GPA score is from 0.0 to 4.0
and the Indian GPA score is from 0.0 to 10.0? Stuart Russel observed that most
probabilistic programming system are not able to deal with this query because
it requires combining continuous and discrete distributions. This problem can
be modeled by building a mixture of a continuous and a discrete distribution
for each nation to account for grade inflation (extreme values have a non-zero
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Fig. 10. Density of the probability of topic 1 before and after observing that words 1
and 2 of document 1 are equal.

probability). Then the probability of the student’s GPA is a mixture of the nation
mixtures. From statistics, given this model and the fact that the student’s GPA
is exactly 4.0, the probability that the student is American must be 1.0.

This problem can be modeled with Anglican, DC and MCINTYRE. In
MCINTYRE we can model it with the program below8. The probability dis-
tribution of GPA scores for American students is continuous with probability
0.95 and discrete with probability 0.05:

is_density_A:0.95;is_discrete_A:0.05.

The GPA of an American student follows a beta distribution if the distribution
is continuous:

agpa(A): beta(A,8,2) :- is_density_A.

The GPA of an American student is 4.0 with probability 0.85 and 0.0 with
probability 0.15 if the distribution is discrete:

american_gpa(G) : finite(G,[4.0:0.85,0.0:0.15]) :- is_discrete_A.

or is obtained by rescaling the value of returned by agpa/1 to the (0.0,4.0)
interval:

american_gpa(A):- agpa(A0), A is A0*4.0.

The probability distribution of GPA scores for Indian students is continuous
with probability 0.99 and discrete with probability 0.01.

is_density_I : 0.99; is_discrete_I:0.01.

The GPA of an Indian student follows a beta distribution if the distribution is
continuous:

igpa(I): beta(I,5,5) :- is_density_I.

8 http://cplint.ml.unife.it/example/inference/indian gpa.pl.

http://cplint.ml.unife.it/example/inference/indian_gpa.pl
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The GPA of an Indian student is 10.0 with probability 0.9 and 0.0 with proba-
bility 0.1 if the distribution is discrete:

indian_gpa(I): finite(I,[0.0:0.1,10.0:0.9]):- is_discrete_I.

or is obtained by rescaling the value returned by igpa/1 to the (0.0,10.0) interval:

indian_gpa(I) :- igpa(I0), I is I0*10.0.

The nation is America with probability 0.25 and India with probability 0.75.

nation(N) : finite(N,[a:0.25,i:0.75]).

The GPA of the student is computed depending on the nation:

student_gpa(G) :- nation(a),american_gpa(G).

student_gpa(G) :- nation(i),indian_gpa(G).

If we query the probability that the nation is America given that the student
got 4.0 in his GPA we obtain 1.0, while the prior probability that the nation is
America is 0.25.

5 Conclusions

PLP has now become mature enough to encode and solve a wide variety of
problems. The recent inclusion of programs with infinite computation paths and
continuous random variables closed the gap with other PP formalism, making
PLP a valid alternative.

We have presented an overview of the semantics and of the main inference
approaches, together with a set of examples that we believe show the maturity
of the field.

Online tutorials on PLP are available at http://ds.ing.unife.it/∼gcota/
plptutorial/ [42] and https://dtai.cs.kuleuven.be/problog/tutorial.html.
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Abstract. Natural data offer a hard challenge to data analysis. One set
of tools is being developed by several teams to face this difficult task:
Persistent topology. After a brief introduction to this theory, some appli-
cations to the analysis and classification of cells, liver and skin lesions,
music pieces, gait, oil and gas reservoirs, cyclones, galaxies, bones, brain
connections, languages, handwritten and gestured letters are shown.
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1 Introduction and Motivation

What is the particular challenge offered by natural data, which could suggest
the need of topology, and in particular of persistence? Simply said, it’s quality
instead of quantity. This is especially evident with images.

If one has to analyze, classify, retrieve images of mechanical pieces, vehi-
cles, rigid objects, then geometry fulfills all needs. On the images themselves,
matrix theory provides the transformations for superimposing a picture to a tem-
plate. More often, pictures are represented by feature vectors, whose components
are geometric measures (shape descriptors). Then recognition, defect detection,
retrieval etc. can be performed on the feature vectors.

The scene changes if the depicted objects are of natural origin: the rigidity of
geometry becomes an obstacle. Recognizing the resemblance between a sitting
and a standing man is difficult. The challenge is even harder when it comes to
biomedical data and when the context is essential for the understanding of data
[34,51].

It’s here that topology comes into play: the standing and sitting men are
homeomorphic, i.e. there is a topological transformation which superimposes one
to the other, whereas no matrix will ever be able to do that. It is generally difficult
to discover whether two objects are homeomorphic; then algebraic topology turns
helpful: It associates invariants — e.g. Betti numbers — to topological spaces,
such that objects which are homeomorphic have identical invariants (the converse
does not hold, unfortunately).

(Algebraic) topology seems then to be the right environment for formalizing
qualitative aspects in a computable way, as is nicely expressed in [35, Sect. 5.1].
c© Springer International Publishing AG 2017
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There is a problem: if geometry is too rigid, topology is too free. This is the
reason why persistent topology can offer new topological descriptors (e.g. Per-
sistent Betti Numbers, Persistence Diagrams) which preserve some selected geo-
metric features through filtering functions. Classical references on persistence are
[8,12,22,50].

Persistent topology has been experimented in the image context, particularly
in the biomedical domain, but also in fields where data are not pictures, e.g. in
geology, music and linguistics, as will be shown in this survey.

2 Glossary and Basic Notions

It is out of the scope of this survey to give a working introduction to homol-
ogy and persistence; we limit ourselves to an intuitive description of the con-
cepts, and recommend to profit of the technical references, without which a real
understanding of the results is impossible. An essential (and avoidable) technical
description of a particular homology is reported in Sect. 2.1.

Homology. There is a well-structured way (technically a set of functors) to
associate homology vector spaces (more generally modules) Hk(X) to a simpli-
cial complex or to a topological space X, and linear transformations to maps
[33, Chap. 2] and [23, Chap. 4].

Betti numbers. The k-th Betti number βk(X) is the dimension of the k-th
homology vector space Hk(X), i.e. the number of independent generators
(homology classes of k-cycles) of this space. Intuitively, β0(X) counts the number
of path-connected components (i.e. the separate pieces) of which X is composed;
β1(X) counts the holes of the type of a circle (like the one of a doughnut); β2(X)
counts the 2-dimensional voids (like the ones of gruyere or of an air chamber).

Homeomorphism. Given topological spaces X and Y , a homeomorphism from
X to Y is a continuous map with continuous inverse. If one exists, the two spaces
are said to be homeomorphic. This is the typical equivalence relation between
topological spaces. Homology vector spaces and Betti numbers are invariant
under homeomorphisms.

Remark 1. As hinted in the Introduction, geometry is too rigid, but topology
is too free. In particular, homeomorphic spaces can be very different from an
intuitive viewpoint: the joke by which “for a topologist a mug and a doughnut
are the same” is actually true; the two objects are homeomorphic! Persistent
topology then tries to overcome this difficulty by studying not just topological
spaces but pairs, once called size pairs, (X, f) where f is generally a continuous
function, called measuring or filtering function, from X to R (to R

n in multi-
dimensional persistence) which conveys the idea of shape, the viewpoint of the
observer. Shape similarity is actually very much dependent on the context. The
Betti numbers of the sublevel sets then make it possible to distinguish the two
objects although they are homeomorphic: see Fig. 1.
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Fig. 1. Sublevel sets of mug and doughnut.

Fig. 2. From left to right: 1-PBN functions of mug and of doughnut, 1-PDs of mug
and of doughnut.

Sublevel Sets. Given a pair (X, f), with f : X → R continuous, given u ∈ R,
the sublevel set under u is the set Xu = {x ∈ X | f(x) ≤ u}.

Persistent Betti Numbers. For all u, v ∈ R, u < v, the inclusion map ιu,v :
Xu → Xv is continuous and induces, at each degree k, a linear transformation
ιu,v∗ : Hk(Xu) → Hk(Xv). The k-Persistent Betti Number (k-PBN) function
assigns to the pair (u, v) the number dim Im ιu,v∗ , i.e. the number of classes of
k-cycles of Hk(Xu) which “survive” in Hk(Xv). See Fig. 2 (left) for the 1-PBN
functions of mug and doughnut. Note that a pitcher, and more generally any
open container with a handle, will have very similar PBNs to the ones of the
mug; this is precisely what we want for a functional search and not for a strictly
geometrical one.

Persistence Diagrams. The k-PBN functions are wholly determined by the
position of some discontinuity points and lines, called cornerpoints and corner-
lines (or cornerpoints at infinity) The coordinates (u, v) of a cornerpoint repre-
sent the levels of “birth” and “death” respectively of a generator; the abscissa
of a cornerline is the level of birth of a generator which never dies. The persis-
tence of a cornerpoint is the difference v−u of its coordinates. Cornerpoints and
cornerlines form the k-Persistence Diagram (k-PD). Figure 2 (right) depicts the
1-PDs of mug and of doughnut. For the sake of simplicity, we are here neglecting
the fact that cornerpoints and cornerlines may have multiplicities.

Remark 2. Sometimes it is important to distinguish even objects for which there
exists a rigid movement superimposing one to the other — so also geometrically
equivalent — as in the case of some letters: context may be essential! See Fig. 3,
where ordinate plays the role of filtering function.
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Fig. 3. Above: the objects “M” and “W”. Below, from left to right: 0-PBN functions
of M and of W, 0-PDs of M and of W.

Matching distance. Given the k-PDs DX,f ,DY,g of two pairs (X, f), (Y, g),
match the cornerpoints of DX,f either with cornerpoints of DY,g or with their
own projections on the diagonal u = v; the weight of this matching is the sup
of the L∞-distances of matching points. The matching distance (or bottleneck
distance) of DX,f and DY,g is the inf of such weights among all possible such
matchings.

Natural pseudodistance. Given two pairs (X, f), (Y, g), with X,Y homeomor-
phic, the weight of a given homeomorphism ϕ : X → Y is supx∈X |g(ϕ(x))−f(x)|.
The natural pseudodistance of (X, f) and (Y, g) is the inf of these weights among
all possible homeomorphisms. If we are given the k-PDs of the two pairs, their
matching distance is a lower bound for the natural pseudodistance of the two
pairs, and it is the best possible obtainable from the two k-PDs. Much is known
on this dissimilarity measure [19–21].

2.1 A Brief Technical Description of Homology

There are several homologies. The classical and most descriptive one, at least
for compact spaces, is singular homology with coefficients in Z; we refer to [33,
Chap. 2] for a thorough exposition of it. Anyway, the homology used in most
applications is the simplicial one, of which (with coefficients in Z2) we now give
a very short introduction following [23, Chap. 4].

Simplices. A p-simplex σ is the convex hull, in a Euclidean space, of a set of
p+1 points, called vertices of the simplex, not contained in a Euclidean (p− 1)-
dimensional subspace; the simplex is said to be generated by its vertices. A face
of a simplex σ is the simplex generated by a nonempty set of vertices of σ.

Simplicial complexes. A finite collection K of simplices of a given Euclidean
space is a simplicial complex if (1) for any σ ∈ K, all faces of σ belong to K,
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Fig. 4. Cycles.

(2) the intersection of two simplices of K is either empty or a common face.
The space of the complex K is the topological subspace of Euclidean space |K|
formed by the union of all simplices of K.

Simplicial homology with Z2 coefficients. Given a (finite) simplicial complex
K, call p-chain any formal linear combination of p-simplices with coefficients in
Z2 (i.e. either 1 or 0, with 1 + 1 = 0). p-chains form a Z2-vector space Cp. Note
that each p-chain actually identifies a set of p-simplices of K and that the sum of
two p-chains is just the symmetric difference (Xor) of the corresponding sets. We
now introduce a linear transformation ∂p : Cp → Cp−1 (called boundary operator)
for any p ∈ Z. We just need to define it on generators, i.e. on p-simplices, and then
extend by linearity. Writing σ = [u0, u1, . . . , up], we denote by [u0, . . . , ûj , . . . , up]
its face generated by all of its vertices except uj (j = 0, . . . , p). Then we define

∂p(σ) =
n∑

j=0

[u0, . . . , ûj , . . . , up]

It is possible to prove that ∂p∂p+1 = 0, so that Bp = Im∂p+1 is contained in
Zp = Ker∂p. Elements of Bp are called p-boundaries; elements of Zp are called p-
cycles. The p-homology vector space is defined as the quotient Hp(K) = Zp/Bp.
Homology classes are represented by cycles which are not boundaries. Two cycles
are homologous is their difference is a boundary. In Fig. 4, representing the sim-
plicial complex K formed by the shaded triangles and their faces, the blue chain
b is a 1-cycle which is also a boundary; the red chain c and the green one c′ are
1-cycles which are not boundaries; c and c′ are homologous.

3 State-of-the-Art

The application of persistence to shape analysis and classification has a long
story, since it started in the 90’s when it still had the name of Size Theory [50].
In the last few years it has taken various, very interesting forms. The constant
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Fig. 5. A radius
along which the
three filtering
functions are
computed.

Fig. 6. Persistent Betti Number functions relative to the sum
of grey tones (different colors represent different values).

aspect is always the presence of qualitative features which are difficult to capture
and formalize within other frames of mind.

3.1 Leukocytes

Leukocytes, or white blood cells, belong to five different classes: lymphocyte;
monocyte; neutrophile, eosinophile, basophile granulocytes. Eosinophile and neu-
trophile granulocytes are generally difficult to be distinguished, so they were
considered in a single classification class in an early research by the Bologna
team [26].

As a space, the boundary of the starlike hull of the cell is assumed. The
images are converted to grey tones.

Three filtering functions are put to work, all computed along radii from the
center of mass of the cell (Fig. 5):

– Sum of grey tones
– Maximum variation
– Sum of variations pixel to pixel.

Classification (with very good hit ratios for that time) is performed by mea-
suring distance from the average PBN function of each class.

3.2 Handwritten Letters and Monograms

Again in Bologna we faced recognition of handwritten letters with time infor-
mation; our goal was to recognize both the alphabet letter and the writer [25].
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Fig. 7. A monogram with its outline (above) and the directions along which the filtering
functions are computed (below).

The space on which the filtering functions are defined is the time interval of
the writing. The filtering functions are computed in the 3D “plane-time”:

– Distance of points from the letter axis
– Speed
– Curvature
– Torsion
– Distance from center of mass (in plane projection).

Classification comes from fuzzy characteristic functions, obtained from nor-
malized inverse of distance. Cooperation of the characteristic functions coming
from the single filtering functions is given by their rough arithmetic average.

A later experiment, which was even repeated live at a conference, concerned
the recognition of monograms for personal identification, without time informa-
tion [24].

Two topological spaces are used. The first is the outline of the monogram and
the filtering function is the distance from the center of mass (see upper Fig. 7).

The second space is a horizontal segment placed at the base of the monogram
image. Filtering functions:

– Number of black pixels along segments (3 directions) (see lower Fig. 7)
– Number of pixel-pixel black-white jumps (3 directions).

Classification is performed by a weighted average of fuzzy characteristic func-
tions.

3.3 Sign Alphabet

Automatic recognition of the symbols expressed by the hands in the sign lan-
guage is a task which was of interest for different teams. The first one was the
group led by Alessandro Verri in Genova [49]. The signs were performed with a
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Fig. 8. Four filtering functions and the corresponding 0-Persistent Betti Number func-
tions.

Fig. 9. Four filtering functions on silhouette stacks for gait identification.

white glove on a black background; translation into common letters was done in
real time in a live demo at a conference.

The domain space is a horizontal segment; the filtering functions assign to
each point of the segment the maximum distance of a contour point within a
strip of fixed width, with 24 different strip orientations.

The choice of S. Wang in Sherbrooke, instead, is to use a part of the contour,
determined by principal component analysis, as a domain and distance from
center of mass as filtering function [32].

The team of D.Kelly in Maynooth uses the whole contour as domain, and
distances from four lines as filtering functions [36] (see Fig. 8).

3.4 Human Gait

Personal identification and surveillance are the aim of a research by the Cuban
team of L. Lamar-León, together with the Sevilla group of computational topol-
ogy [37].

Considering a stack of silhouettes as a 3D object, and using four different fil-
tering functions, makes 0- and 1-degree persistent homology a tool for identifying
people through their gait (Fig. 9).
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Fig. 10. Time evolution of cyclones.

3.5 Tropical Cyclones

S. Banerjee in Kolkata makes use of persistence on sequences of satellite images
of cloud systems (Fig. 10), in order to evaluate risk and intensity of forming
hurricanes [2].

Time interval is the domain of two filtering functions which are common
characteristic measures of cyclones:

– Central Feature portion
– Outer Banding Feature

3.6 Galaxies

Again S. Banerjee [3] applies similar methods to another type of spirals: galaxies.
Various filtering functions are used. One is defined as a function of distance

from galaxy center, and is the ratio between major and minor axis of the corre-
sponding isophote. Another one is a “pitch” parameter defined by Ringermacher
and Mead [45]. A third filtering function is a compound based on color.

The classification results agree with the literature.

3.7 Bones

In [48] a powerful construction (the Persistent Homology Transform) is intro-
duced. It consists in gathering the “height” filtering functions according to all
possible directions. The paper shows that the transform is injective for objects
homeomorphic to spheres. By using the transform it is possible to define an
effective distance between surfaces. An application is shown by classifying heel
bones of different species; the comparison with the ground truth produced by
using placement of landmarks on the surfaces is very good.

3.8 Melanocytic Lesions

A very important part of natural shape analysis is the detection of malignant
cells and lesions, since there generally are no templates for them. As far as we
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Fig. 11. One of the 45 splittings of a melanocytic lesion, and the whole A-curve cor-
responding to the filtering function luminance.

know, the first attempt through persistence (called size theory at that time) is
the ADAM EU Project, by the Bologna team together with CINECA and with I.
Stanganelli, a dermatologist of the Romagna Oncology Institute [17,27,47].
The analysis is mainly based on asymmetry of boundary, masses and color dis-
tribution: the lesion is split into two halves by 45 equally spaced lines, and the
difference between the two halves is measured by the matching distance of the
corresponding Persistence Diagrams.

The three functions (A-curves) relating these distances to the splitting line
angles give parameters which are then fed into a Support Vector Machine clas-
sifier.

The same team is presently involved with a biomedical firm in the realization
of a machine for smart retrieval of dermatological images [28].

3.9 Tumor Mouth Cells

A morphological classification of normal and tumor cells of the epithelial tissue
of the mouth is proposed in [40,41]: the filtering function is distance from the
center of mass; the discrimination is statistically based on the distribution of
cornerpoints (see Fig. 12).

3.10 Hepatic Lesions

The advantages of a multidimensional range for the filtering functions are shown
in [1], where several classification experiments are performed on the images of
hepatic cells (see Fig. 13). The domain space is the part of image occupied by
the lesion; the two components of the filtering function are the greyscale of each
pixel and the distance from the lesion boundary.

3.11 Genetic Pathways

So far we have seen applications of persistence to images of natural origin. But
the modularity of the method opens the possibility to deal with data of very dif-
ferent nature. A first example is given by [43], where persistence is used on the
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Fig. 12. Distribution of cornerpoints in the diagrams of normal and tumor mouth cells.

Fig. 13. Various types of hepatic lesions.
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Vietoris-Rips complex in a space where points are complex phenotypes related
together by the Jaccard distance. This made it possible to find systematic asso-
ciations among metabolic syndrome variates that show distinctive genetic asso-
ciation profiles.

3.12 Oil and Gas Reservoirs

Researchers in Ufa and Novosibirsk need to get a reliable geological and hydro-
dynamical model of gas and oil reservoirs out of noisy data; the model has to
be robust under small perturbations. The authors have found an answer in per-
sistent 0-, 1- and 2-cycles. The domain space is the 3D reservoir bed, and the
filtering function is permeability, obtained as a decreasing function of radioac-
tivity [4] (Russian; translated and completed in this same volume).

3.13 Brain Connections

A complex research on brain connections and their modification under the
assumption of a psychoactive substance (psilocybine) is performed in [42] and
extended in [39]. The construction starts with a complete graph whose ver-
tices are cortical or subcortical regions; these, and their functional connectivity
(expressed as weights on the edges) come from an elaborate processing of func-
tional MRI data. Then the simplicial complex is built, whose simplices are the
cliques (complete subgraphs) of the graph.

The filtering function on each simplex is minus the highest weight of its build-
ing edges. A difference between treated and control subjects already appears in
the comparison of the 1-Persistence Diagrams (see Fig. 14). Then more infor-
mation is obtained from secondary graphs (called homological scaffolds), whose
vertices are the homology generators weighted by their persistence.

There are other applications of persistence to brain research: evaluation of
cortical thickness in autism [16]; study of unexpected connections between sub-
cortex, frontal cortex and parietal cortex in the form of 1- and 2-dimensional
persistent cycles [31,46].

3.14 Music

Among other mathematical applications to music, M.G. Bergomi in Lisbon col-
laborates with various researchers in exploring musical genres by persistence [6].
As a space they adopt a modified version of Euler’s Tonnetz [9]. The filtering
function is the total duration of each note in a given track. Classification can
be performed at different detail levels: experimentation is reported on tonal and
atonal classical music of several authors (an example is in Fig. 15), on pop music
and on different interpretation of the same jazz piece.

A blend of persistence and deep learning is the central idea of a research by
the team of I.-H. Yang in Taiwan [38]. They input audio signals to a Convo-
lutional Neural Network (CNN); after a first convolution layer, a middle layer
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Fig. 14. Probability densities for H1 generators: placebo (left) and psilocybin (right)
treated.

Fig. 15. 0- and 1-persistence diagrams for three classical pieces.

processes the output of the first in two different complementary ways: one is
a classical CNN; the other computes the persistence landscape (an information
piece derivable from the persistence diagram [10]) of the same output. Whereas
the persistence layer by itself does not perform any better than the normal CNN,
their combination gives very good results in terms of music tagging.
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3.15 Languages

An interdisciplinary team at Caltech investigates the metric spaces built by 79
Indo-European and 49 Niger-Congo languages [44]. These appear as points in a
Euclidean space of syntactic parameters; on them a Vietoris-Rips complex [23,
Sect. III.2] is built and Euclidean distance is assumed as filtering function. The
Indo-European family reveals one 1-dimensional and two 0-dimensonal persistent
cycles, the Niger-Congo respectively none and one. The interpretation of these
differences and of the link with phylogenetic and historical facts is still under
way.

4 Open Problems

There is a number of open problems in persistence, whose solution will affect
applications to natural data analysis, and to which only partial answers have
been given so far:

– Optimal choice of the foliations along which to perform the 1D reduction of
multidimensional persistence [13]

– Study of the discontinuities in multidimensional persistence [11,15]
– Understanding the monodromy around multiple cornerpoints [14]
– Restricting the group of homeomorphisms of interest by considering the

invariance required by the observer [29]
– Modulation of the impact of different filtering functions for search engines

with relevance feedback [30]
– Use of advanced tools of algebraic topology [5]
– Use of persistence in the wider context of concrete categories, not necessarily

passing through homology of complexes or of topological spaces [7].

5 Future Outlook

There are at least two ways in which persistence will interact with machine
learning, and this is likely to enormously boost the qualitative processing of
natural data [18]:

– Feeding a neural network with Persistence Diagrams instead of raw data will
convey the needs and viewpoints of the user

– Deep learning might yield a quantum leap in persistence, by automatically
finding the best filtering functions for a given problem.

Acknowledgments. Article written within the activity of INdAM-GNSAGA.



Persistent Topology for Natural Data Analysis — A Survey 131

References

1. Adcock, A., Rubin, D., Carlsson, G.: Classification of hepatic lesions using the
matching metric. Comput. Vis. Image Underst. 121, 36–42 (2014)

2. Banerjee, S.: Size functions in the study of the evolution of cyclones. Int. J. Mete-
orol. 36(358), 39 (2011)

3. Banerjee, S.: Size functions in galaxy morphology classification. Int. J. Comput.
Appl. 100(3), 1–4 (2014)

4. Bazaikin, Y.V., Baikov, V.A., Taimanov, I.A., Yakovlev, A.A.: Chislennyi analiz
topologicheskih harakteristik trehmernyh geologicheskih modelei neftegazovyh
mestorozhdenii. Matematicheskoe Modelirovanie 25(10), 19–31 (2013)

5. Belch́ı, F., Murillo, A.: A∞-persistence. Appl. Algebra Eng. Commun. Comput.
26(1–2), 121–139 (2015)
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Abstract. Currently, in hospitals and medical clinics, large amounts
of data are becoming increasingly registered, which usually are derived
from clinical examinations and procedures. An example of stored data
is the electroencephalogram (EEG), which is of high importance to the
various diseases that affect the brain. These data are stored to keep
the patient’s clinical history and to help medical experts in performing
future procedures, such as pattern discovery from specific diseases. How-
ever, the increase in medical data storage makes unfeasible their manual
analysis. Also, the EEG can contain patterns difficult to be observed by
naked eye. In this work, a cross-correlation technique was applied for
feature extraction of a set of 200 EEG segments. Afterwards, predictive
models were built using machine learning algorithms such as J48, 1NN,
and BP-MLP (backpropagation based on multilayer perceptron), that
implement decision tree, nearest neighbor, and artificial neural network,
respectively. The models were evaluated using 10-fold cross-validation
and contingency table methods. The evaluation results showed that the
model built with the J48 performed better and was more likely to cor-
rectly classify EEG segments in this study than 1NN and BP-MLP, cor-
responding to 98.50% accuracy.

Keywords: EEG · Cross-correlation · Machine learning · Predictive
models · Classification

1 Introduction

Technological advances over the years have increased capability of data process-
ing and storage [15]. In this sense, large amounts of information are increas-
ingly stored in databases. In medical area, data are generated from different
sources and represented in various formats such as text, video, audio, and
image [24,33]. These data are often obtained by medical examinations, as the
electroencephalography, whose records are called electroencephalograms (EEG),
which is the monitoring result over time of the variation of electrical activity
c© Springer International Publishing AG 2017
A. Holzinger et al. (Eds.): Integrative Machine Learning, LNAI 10344, pp. 134–145, 2017.
https://doi.org/10.1007/978-3-319-69775-8_7



Predictive Models for Differentiation Between Normal and Abnormal EEG 135

generated by synapses among neuron populations and it is highly important for
the diagnosis of many brain diseases [4,11]. The EEG can be represented as time
series (TS), which are sets of observations ordered in time [5].

Also, medical examinations are stored in databases in order to maintain the
patients’ clinical history and be reused in health domain in decision making
processes for diseases diagnosis and for conducting future procedures, e.g., for
collecting tissue samples [24].

However, with the increasing storage of information in medical databases,
their manual analysis becomes an infeasible task. Also, the EEG may contain
standards that are difficult to observe by naked eye, being necessary the devel-
opment of methods and tools to assist in the analysis and management of these
data [13].

According the World Health Organization (WHO)1, mental and neurological
diseases affect approximately 700 million people in the world, of which one-third
do not have medical monitoring. Also, the neurological disorders will result in
the loss of 16.3 million American dollars between 2011 and 2030 [35].

In this sense, many computational methods have been developed and applied
in different fields to assist in data analysis and management, data mining (DM)
process supported by machine learning (ML) methods, which have attracted
the interest of several researchers for the building of descriptive and predictive
models from implicit knowledge existing in the data [34]. For the application of
these techniques, the data should be represented in an appropriate format, such
as attribute-value table. To do so, several features can be extracted from EEG
signals and they need to be explored [16].

Thus, in this work, predictive models were built using DM supported by
ML techniques, such as decision tree, 1-nearest-neighbor and artificial neural
network, in order to classify EEG segments into normal or abnormal class.

This paper is organized as follows: Sect. 2 presents a glossary and key terms
related to this paper; Sect. 3 describes the database used in this work, the method
used to extract features in EEG and the techniques used to build and evaluate
the predictive models; Sect. 4 presents the results and discussion in terms of the
classification efficiency achieved by applying the proposal in the database; Sect. 5
reports the final highlights; and Sect. 6 describes proposals for future works.

2 Glossary and Key Terms

Epilepsy is a neurological disorder characterized by seizures [21].
Epileptic seizures are brief occurrences of signals and/or symptoms as a result

of disturbances in the electrical activity of the brain [9].
International 10–20 system is a method for distribution of electrodes on the

scalp in order to collect EEG signals. In this system, the electrodes are divided
into specific locations, considering a total distance around between 10 and 20%
of the head circumference [11].

1 http://www.who.int.

http://www.who.int
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Peak value is the maximum value of a time series (TS).
Instant value is the wave value at any particular instant related with peak

value. The instant value can be calculated by multiplying the peak value by a
quarter of a sine wave (sin(45◦) or 0.707) [19].

Centroid is the geometric center of a TS [8].
Equivalent width is the wave width from the peak value of a TS [8];
Mean square abscissa is the spreading of TS amplitude on the centroid [8].

3 Materials and Methods

3.1 EEG Dataset

A public EEG database was used in this work [2]. The EEG signals were gen-
erated by a 128-channel amplifier system, that used an average common refer-
ence. These signals were generated at a sampling rate of 173.61 Hz using 12-bit
resolution and filtered by band-pass at 0.53–40 Hz (12 dB/oct.). The electrode
placement used was the international 10–20 system.

In this database there are 100 single channel EEG segments with duration
of 23.6 s obtained from different subjects in each of five different sets. These
segments were selected and artifacts, such as muscle activity or eye movements,
were removed. The recording conditions of each set are the following:

– A: recordings of healthy volunteers with eyes open;
– B: recordings of healthy volunteers with eyes closed;
– C: recordings of the hippocampal formation of the opposite hemisphere of

the brain from patients with epilepsy;
– D: recordings of the epileptogenic zone from patients with epilepsy;
– E: recordings of the seizure activity, selected from all recording sites exhibit-

ing ictal activity from patients with epilepsy.

In this work, only two sets are considered, set A (normal) and E (abnormal),
amounting to 200 EEG segments, according with previous works [3,17]. Figure 1
shows a health EEG example. Figure 2 shows an epileptic EEG example.

3.2 Feature Extraction

Feature extraction consists in an essential task for representation of EEG signals
and it influences the classification performance [17]. In this sense, features can be
extracted based in a mathematical operation named cross-correlation (CC) [3],
which measures the extent of similarity between two signals [25]. The CC of the
signals x and y can be given by Eq. 1, where n is the signal size and m represents
the time shift parameter and it is denoted by m = {...,−3,−2,−1, 0, 1, 2, 3, ...}.

CC(x, y,m) =

⎧
⎨

⎩

∑n−m−1
i=0 xi+m ∗ yi m ≥ 0

CC(y, x,−m) m < 0
(1)
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Fig. 1. Normal EEG segment sample.

Fig. 2. Epileptic EEG segment sample.

For two TS with length n, the CC with m values between −n and n is
measured, generating a cross-correlogram (CCo) with length 2 ∗ n − 1, i.e., the
j-th cross-correlogram value is the CC measured for m = j − n.

Figure 3 shows the cross-correlogram of two healthy EEG segments, Fig. 4
shows the cross-correlogram of an epileptic and healthy EEG segments and Fig. 5
shows the cross-correlogram of two epileptic EEG segments.

The following features can be extracted from the cross-correlogram [3]:

• Peak value (F1):

F1 = max(CCo) (2)

• Instant value (F2):

F2 = 0.707 ∗ F1 (3)

• Centroid (F3):

F3 =
∑n

i=−n i ∗ CCo(i)
∑n

i=−n CCo(i)
(4)
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Fig. 3. Cross-correlogram of two healthy EEG segments.

Fig. 4. Cross-correlogram of an epileptic and healthy EEG segments.

Fig. 5. Cross-correlogram of two epileptic EEG segments.

• Equivalent width (F4):

F4 =

∑n
i=−n CCo(i)

F1
(5)
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• Mean square abscissa (F5):

F5 =
∑n

i=−n i
2 ∗ CCo(i)

∑n
i=−n CCo(i)

(6)

In this sense, in the k-th EEG segment these features are extracted, gener-
ating the instance Ik = {F1k, F2k, F3k, F4k, F5k, Ck}, where C is the class of
the k-th EEG. This instance format is required for the classifiers induction by
ML algorithms. For feature extraction using CCo, firstly, an EEG segment is
selected as unique reference, decreasing by 1 the number of instances. Next, this
reference is used for building CCo of all other EEG segments [17].

3.3 Building of Classification Models

After feature extraction, predictive models were built using ML techniques: (1)
decision tree (DT), (2) nearest-neighbor (NN), and (3) artificial neural network
(ANN).

Method (1) builds a model, in which its data structure is hierarchically orga-
nized. In this structure, different classes are represented by a set of rules, that
are derived from the tree. To classify new examples, the tree is traversed from
its root to verify values of the features and define the class of the analyzed
example [26,29].

Method (2) is a classification technique that classifies a new example by calcu-
lating its similarity with the training set examples, which have been previously
labeled by experts. This similarity can be measured using distance measures,
such as the Euclidean distance. The NN method does not build a predictive
model and it is based only in memory, i.e., the model is the training set itself [1].

Method (3) builds mathematical models inspired in the biological neural
structure, which have the computational capacity acquired by means of learning
and generalization. The most common algorithm used for ANN training are
based in error correction [14].

3.4 Model Evaluation

The built models are evaluated according to its predictive quality, considering
the efficiency for classification of new examples. This evaluation can be done
using cross-validation (CV) [22] and contingency table (CT) [10] methods.

The CV method divides the data set into k equal samples, which the k-th
sample is the test set and the k -1 remaining samples correspond to the train-
ing set. Thus, each element of the test is classified by the built model through
corresponding training set. Following, the average error and standard deviation
measures regarding the classification performance of the k samples are calcu-
lated [22]. Also, to complement the evaluation of the results, statistical tests
can be performed to compare the classification models in order to verify the
existence of the statistically significant difference between two or more models,
considering a significance level.
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The CTs are used to evaluate relationships between two or more nominal
variables, i.e., if it belongs or doesn’t belong to the same class. In CT, the
following accuracy attributes can be extracted [10]:

• Positive predictive value (PPV): is the percentage of abnormal examples
in relation to the total of instances that were classified into the abnormal class;

• Negative predictive value (NPV): is the percentage of normal examples
in relation to the total of instances that were classified into the normal class;

• Sensitivity: is the percentage of examples that were classified into the abnor-
mal class related to the total number of instances in the set of examples;

• Specificity: is the percentage of examples that were classified into the normal
class related to the total number of instances in the set of examples.

For the feature extraction, a tool was implemented in Java2 language using
a software development platform named NetBeans3. The building and evalua-
tion of the prediction models were performed using the WEKA tool [20], which
contains ML algorithms for building models, such as: J48, an implementation
of the C4.5 algorithm [27], that is used for induction of DT; 1NN (1-nearest-
neighbor) [1] for classification of examples by calculating their similarity with
the training set examples; and BP-MLP (backpropagation based on multilayer
perceptron) [14] for building ANN. The statistical analysis can be performed
using the software GraphPad Instat c©.

4 Results and Discussion

Other works employed similar approaches. In [7], CCo with support vector
machines (SVM) was applied in order to classify ECG beats. In [28], CCo with
SVM was used for classification of motor imagery (MI). In [31], CCo with logis-
tic regression techniques [32] was used in order to identify MI tasks. In [30],
CCo and the artificial divergent autoencoder neural network [18] were applied
in order to test the feasibility of EEG authentication. Also, CCo with ML tech-
niques was used in other related works [3,12,23,36]. The accurate results shown
in such studies were confirmed by the results obtained here.

Although these studies have shown good results, their evaluation was based
on accuracy, or other measures based on CT. Accordingly, the application of
significance tests (statistical tests) is required to augment the evaluation of clas-
sifiers in order to verify the existence of the statistically significant difference
among these models.

In this work, classification models were built using the J48, 1NN, and BP-
MLP algorithms and evaluated using the CV and CT methods. This evaluation
was complemented by statistical tests. Also, it is important to emphasize that,
unlike other work, this paper compares the performance among the J48, 1NN

2 http://www.oracle.com/technetwork/java/index.html.
3 https://netbeans.org/.

http://www.oracle.com/technetwork/java/index.html
https://netbeans.org/
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and BP-MLP algorithms for the differentiation of epileptic and healthy EEG
segments.

Thus, in an experimental evaluation, features based on CCo were extracted
in a set of 200 EEG segments, being 100 for normal EEG (set A) and 100 for
abnormal (or epileptic) EEG (set E). Subsequently, the first abnormal EEG of
a set was selected as reference for the CCo building and its respective feature
extraction. Each EEG segment was represented by a set of five features.

Afterwards, ML techniques were applied to build predictive models using J48
(DT), 1NN (NN), and BP-MLP (ANN) algorithms by WEKA tool to induce
models.

Posteriorly, the built models from the previous step were evaluated based on
predictive accuracy by analyzing the results obtained by CV and CT methods.

The CV method was applied taking ten partitions (10-fold) into account.
From these partitions, the mean error (ME) and the standard deviation (SD)
measures were calculated for each model evaluated. Table 1 summarizes the eval-
uation results based on average error and respective standard deviation.

Table 1. Results of applying the CV method to evaluate the predictive models.

Algorithm Average error (%) Standard deviation (%)

J48 1.500 2.415

1NN 8.079 5.493

BP-MLP 11.710 11.674

Based on this table, it was found that the model built with the J48 algorithm
presents smaller average error and SD than the 1NN and BP-MLP. In order to
verify the occurrence of a statistically significant difference between the models,
a statistical test was performed for paired data. For selecting the appropriate
test type, the p-value normality test was applied in the error values generated by
10-fold CV for each model. With the application of this normality test, only the
model generated by J48 algorithm wasn’t approved, determining that the test
to be applied should be non parametric. Thus, the Friedman test was applied,
considering the significance level of 5% [10], leading to very significant difference
with a p-value of 0.0029. To identify the model in which a very significant differ-
ence occurred, the Dunn’s post hoc test [6] was applied, which states that there
was a statistically significant difference (p-value > 0.05) only between 1NN and
BP-MLP. Thus, according to the statistical tests used in this study, the model
built with J48 algorithm obtained better performance than the other models.

Another technique used to evaluate the models was the CT. Tables 2, 3 and
4 show the correspondent results.

According to these tables, the model built using the J48 algorithm correctly
classified 99 EEG segments without abnormalities and 97 with abnormalities,
thus yielding better performance than the one built by the 1NN and BP-MLP
algorithms.
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Table 2. CT for the model built by the J48 algorithm.

Classification Normal Abnormal Total

Normal 99 1 100

Abnormal 2 97 99

Total 101 98 199

Table 3. CT for the model built by the 1NN algorithm.

Classification Normal Abnormal Total

Normal 93 7 100

Abnormal 9 90 99

Total 102 97 199

Table 4. CT for the model built by the BP-MLP algorithm.

Classification Normal Abnormal Total

Normal 90 10 100

Abnormal 13 86 99

Total 103 96 199

Table 5. Measures calculated in each contingency table.

Algorithm PPV NPV Sensitivity Specificity

J48 98.02% 98.98% 99.00% 97.98%

1NN 91.96% 92.78% 93.00% 90.91%

BP-MLP 87.38% 89.58% 90.00% 86.87%

Table 5 presents four precision measures for each CT built.
Table 5 shows that the model built using the J48 algorithm obtained the

highest values for the parameters PPV, NPV, sensitivity, and specificity, which
were measured as 98.02%, 98.98%, 99.00% and 97.98%, respectively. Therefore,
the model using the J48 algorithm performed better and was more likely to
correctly classify EEG segments than the 1NN and BP-MLP algorithms.

5 Conclusion

This paper compares the performance among the J48, 1NN, and BP-MLP algo-
rithms for the differentiation of epileptic and healthy EEG segments. For this, an
approach to feature extraction in EEG segments and to build predictive models
using CCo and ML techniques, respectively, was applied.

The CCo and its features were extract by a tool implemented in Java lan-
guage. In this sense, a CCo was extracted for each EEG through its correlation
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with the EEG segment selected as reference. The predictive models were built
using WEKA tool, that contains ML algorithms as J48, 1NN, and BP-MLP. For
evaluating the models we used 10-fold CV and CT methods.

Thus, the experimental evaluation was conducted in a set of EEG segments,
that is divided in five subsets, according to the description in Sect. 3.1. In this
evaluation, the predictive models were applied to classify each EEG segment
(represented by CCo) into normal or abnormal class.

The performance evaluation of the models using CV found statistically
very significant difference (p-value of 0.0029) between them. After performing
Friedman test, Dunn’s post hoc test was applied to identify the model in which
the significant difference occurred, evidencing that the model built with the J48
performed better and was more likely to correctly classify EEG segments in this
study than 1NN and BP-MLP.

The evaluation using CT found that the model built with the J48 algorithm
performed better and was more likely to correctly classify EEG segments than
the other models used in this work, corroborating the previous evaluation.

6 Future Research

Future works include performing feature extraction by CCo using other EEG
segments as reference, studying and implementing other feature extraction tech-
niques in order to expand and improve EEG representation, studying real EEG
sets related to epilepsy and other diseases diagnosed by EEG, building more rep-
resentative predictive models, using others ML techniques for building models,
and using CCo technique in EEG processing for automatic generation of medical
reports.

So, it is expected the building of more accurate classifiers, a greater capac-
ity for epileptic seizure prediction, the classification of EEG signals related to
different neural diseases, the construction of a tool for filling in medical reports
automatically, and the assistance in the decision making processes by medical
experts.
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1 Introduction

I will start by posing a question that arose to my attention when, some years
ago, I realized the importance of Machine Learning for the future theoretical and
applicative fields of Computer science [10,12–14]. Why Machine Learning (ML)
is so attractive and popular, so versatile in the applications and so powerful in
providing solutions? ML is not the main subject of my research, but continually I
meet tools and approaches that refer essentially to the field of Machine Learning
[3,15–17]. In this short note I will try to express a possible answer to the question
and some comments related to it.

Of course ML is, first at all, as any Computer Science field, related to infor-
mation. But this alone is not an explanation of its success. A crucial ingredient,
peculiar to ML, is its natural bivalent nature connecting two crucial and deep
aspects of Information: probabilistic and digital information.

2 Prologue

In his epochal booklet [21], Shannon founded Information Theory by considering
the basic notion of Information Source (IS), which is essentially a discrete dis-
tribution of probability. The quantity of information of an event or of a datum
is a function of its probability, with respect to a given distribution. An informa-
tion measure has to be a function that increases when the probability decreases
(rare events are informative) and such that is additive for two events that are
independent: Inf(E1, E2) = Inf(E1) + Inf(E2) if P (E1, E2) = P (E1)P (E2)
[1,8,9,11]. The simplest mathematical function having these properties is − lg,
the minus logarithm (the chosen base determines a multiplicative factor). There-
fore, Inf(E) = −lg(P (E)). A direct consequence of this definition is that the
entropy of an Information source corresponds to the probabilistic mean of the
information quantities of data emitted by the information source [8,21]. This
short account of Shannon approach wants to stress the novelty of his point
of view. Information is essentially probability (or statistics when probabilities
are given as frequencies of observed data, the relationship between probability
and statistics is more complex and subtle, but here we cannot enter in further
details [22]).

c© Springer International Publishing AG 2017
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The novelty of Shannon probabilistic viewpoint is very strong, because the
trend of the early theoretical speculations in Computer Science, developed since
the epochal Turing paper [23], were based on the notion of symbolic sequence.
The amount of information of a symbolic sequence is essentially its length. This
length corresponds to the digital information of the encoded datum, which of
course, depends on the encoding method. As Shannon proved, and the further
developments of Information Theory confirmed, probabilistic and digital infor-
mation are strongly related and very often they express complementary aspects
of the same reality, which without their integration could result inaccessible or
hard to be rigorously explicated [8]. The first two Shannon theorems (the third
one, related to signals, is of continuous/analogical nature) are two jewels in
proving as fruitful is the integration of probabilistic and digital aspects. In fact,
First Theorem claims, under very general hypotheses (of unique decipherable
codes), that the average length of a code for an information source S = (A, p)
(A are the data and p their probabilities) is lower bounded by the entropy
H(A, p) = −∑

x∈A p(x) lg p(x). This means that no code can reduce the average
length of its codewords under the limit stated by the entropy. Second Theorem
is more difficult to express in a succinct way, but it essentially proves that in a
transmission process we can reduce the probability of error to zero (error means
receiving something different from the message that was sent). To this end, it is
enough to transmit by using more symbols of those that are necessary to encode
all the messages (for example, strings of length n over two symbols, in such
a way that 2n > m, where m is the number of possible messages). The extra
symbols, usually called control or parity symbols are employed by self correcting
codes (discovered after Shannon theorem) for recognizing errors, and possibly,
for recovering the right symbols. These codes apply algebraic and algorithmic
methods, but the proof given by Shannon was entirely probabilistic (based on
typical sequences, conditional entropy and mutual information).

3 Epilogue

The scientific strength of ML resides in continuing the spirit underlying Shan-
non’s booklet, plus the computational power of software technology, and plus
the use of inverse methods [16]. However, what it seems to be essential and
peculiar to ML is its statistical basis coupled with the algorithmic and computer
elaboration of digital information of data.

Here, I want to express a challenge that again goes back to Shannon’s book-
let and is surely of interest for developing theories and applications of ML. The
Sect. 6 of [21] is entitled Choice, Uncertainty and Entropy and it begins with
the question: “Can we define a quantity which will measure, in some sense, how
much information is “produced” by such a process? [an information source]”.
The section states some conditions to which this measure has to verify, claim-
ing that entropy H is a good measure of information (recalling Boltzmann’s H
function and the H Theorem [2,5,7,18–20]). The section concludes by asserting
that H(A, p) corresponds to the uncertainty associated to the information source
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(A, p). I was always impressed by this passage of the book. Shannon does not
intend to enter into philosophical details [4,6,25]. He wants to prove theorems
mainly useful in information transmission. However, it is almost sure that he is
conscious of the apparent paradox of identifying uncertainty with information. Il
would be as identifying ignorance with knowledge. Surely, this paradox is related
with the probabilistic notion of event. The probability of an event is a measure
of the (a priori) uncertainty before the event happens, but it is also a measure of
the (a posteriori) information after it happens. However, I think that the prob-
lem is more complex and is a clue about extensions of the notion of information
source. Let us consider a relational viewpoint in considering information. The
quantity of information of S with respect to O is proportional to the reduction of
the event space of S when S receives an amount of information from O “observ-
ing” events of the event space of O. This resembles Shannon’s notion of mutual
information that he obtains as a derived notion. In more formal terms, at any
time t, for both S and O, two sets of possible events Et(S) and Et(O) are defined
and an information interaction O → S makes Et+1(S) �= Et(S). This means that
information depends on the kind of interactions that are considered and on the
verse of its flow. In fact, the information of O with respect to S can be, in general,
different from the information of S with respect to O. Let us consider a system
O of molecules of an ideal gas within a given volume without interactions with
the environment. Molecules collide and in each collision a molecule determines
position and speed of the molecules with which it collides. On the average, the
internal information exchanged among gas molecules increases (corresponding to
the increasing of physical entropy). But, let us assume that a very improbable
difference of pressure between two opposite sides of gas volume can be recognized
by some sensor S activating a particular process. In this perspective, other event
spaces have to be considered, and the amount of information passing from O to
S is greater if the internal information of O decreases. Therefore, an information
source intended as an absolute notion does not capture important aspects such
as the verse and the level at which information is exchanged (gas could be less
informative for S when the maximum of its entropy is reached, that is, when the
gas has the maximum value of average (internal) information).

In conclusion, according to a relational perspective, an IS has to be consid-
ered with respect to another IS when its probability distribution Et changes
in time by interacting with another IS. In fact, it is apparent in many situa-
tions that not only information is determined by probability, but it can also
change probability spaces, according to the Bayesian perspective in probability.
At same time, uncertainty can be viewed as a powerful way of managing with all
the states belonging to an uncertain or indeterminate state (was Shannon aware
of this when he entitled Sect. 6?). This possibility is the main point of quan-
tum computing [24]. In conclusion, extending the notion of information source
in relational terms could open new possibilities for next generation ML, which
not only continues Shannon perspective, but moves it toward new frontiers of
investigations and applications [24].
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Abstract. From medical charts to national census, healthcare has tra-
ditionally operated under a paper-based paradigm. However, the past
decade has marked a long and arduous transformation bringing health-
care into the digital age. Ranging from electronic health records, to dig-
itized imaging and laboratory reports, to public health datasets, today,
healthcare now generates an incredible amount of digital information.
Such a wealth of data presents an exciting opportunity for integrated
machine learning solutions to address problems across multiple facets
of healthcare practice and administration. Unfortunately, the ability to
derive accurate and informative insights requires more than the ability
to execute machine learning models. Rather, a deeper understanding of
the data on which the models are run is imperative for their success.
While a significant effort has been undertaken to develop models able
to process the volume of data obtained during the analysis of millions
of digitalized patient records, it is important to remember that volume
represents only one aspect of the data. In fact, drawing on data from an
increasingly diverse set of sources, healthcare data presents an incred-
ibly complex set of attributes that must be accounted for throughout
the machine learning pipeline. This chapter focuses on highlighting such
challenges, and is broken down into three distinct components, each rep-
resenting a phase of the pipeline. We begin with attributes of the data
accounted for during preprocessing, then move to considerations during
model building, and end with challenges to the interpretation of model
output. For each component, we present a discussion around data as it
relates to the healthcare domain and offer insight into the challenges
each may impose on the efficiency of machine learning techniques.

Keywords: Healthcare informatics · Machine learning · Knowledge
discovery

1 Introduction

Only in its infancy as a digital entity, the healthcare industry has undergone a
significant transition over the past decade from a paper-based domain to one
c© Springer International Publishing AG 2017
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operating primarily through a digital medium. Beyond the logistical benefits of
maintaining and organizing patients’ medical records, the ability to quickly iden-
tify and process information from millions of patient records, laboratory reports,
imaging procedures, payment claims, and public health databases has brought
the industry to the precipice of a significant change. Namely, the opportunity
to utilize data science and machine learning methodologies to address problems
across the practice and administration of healthcare.

In fact, utilization of such analytic techniques has provided a foundation
on which models of personalized and predictive care have emerged [1]. These
models represent a myriad of opportunities from improved patient stratification,
to identifying novel disease comorbidities and drug interactions, to the prediction
of clinical outcomes [2]. However, while such applications hold great promise
for the healthcare industry, the application of machine learning methodologies
faces a significant set of obstacles intrinsic to the data being evaluated and the
population from which the data is drawn.

Since its entrance into the digital era, the increasing scale and scope of data
has placed great emphasis on the advent of Big Data in healthcare and the chal-
lenges that come with it. With an estimated 150 exabytes of data generated by
2011, early work addressed the challenges of processing data at such a scale [3].
However, it is important to remember that Big Data is defined by more than just
size, but rather by what are colloquially known as the four V’s (The Volume,
or quantity of data available. The Velocity, or speed at which the data is cre-
ated. The Variety of the data elements available. And the Veracity, or inherent
truthfulness of data itself) [4]. With advancements to the theoretical underpin-
ning and practical implementations of machine learning algorithms providing the
ability to consume and analyze even the largest clinical and biomedical datasets,
the challenge now falls not to the size of the data, but its complexity.

In stark contrast to the idealistic data on which machine learning algorithms
are theoried, healthcare data is inherently fragmented, noisy, high-dimensional,
and heterogeneous. With the influx of data from an increasingly varied set of
sources, it has become clear that effective utilization of these techniques will
require more than accessibility of data or ability to execute Big Data analyt-
ics. As clinical research becomes increasingly intertwined with the statistical
methodologies of data science, effective applications require an awareness to the
mechanisms by which the data is created, processed, and analyzed.

To this end, the following chapter will address the complexities of health-
care data as they impact the machine learning algorithms which consume them.
Broadly, we break such work into three major categories, each representing a
component of the machine learning pipeline, as seen in Fig. 1. Beginning with
preprocessing, we will discuss attributes of the data itself through the concepts
of noise, missingness, and variability in language. We will then move to the mod-
eling phase, discussing considerations such as the heterogeneity of data sources,
sparsity and class imbalance. Finally, we will look to the model output, dis-
cussing the concepts of validation and verification. We will conclude with some
general recommendations and a review of the open problems.
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Fig. 1. Fundamental challenges to the machine learning pipeline resulting from the
complexity of healthcare data

2 Glossary and Key Terms

Preprocessing: A process intended to address the noisy, missing, and inconsis-
tent properties of real-world data, improving data quality prior to modeling.
Preprocessing is often the first step in the machine learning pipeline and is
characterized by techniques such as cleaning, integration, reduction, and trans-
formation [5].
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Modeling: The second stage of the machine learning pipeline, modeling focuses
on the construction of statistical, probabilistic models intended to learn repre-
sentations of the vast amounts of data collected. Such models are used to detect
patterns in data and potentially use the patterns to predict future data [6].

Evaluation: Performed on the artifacts produced by modeling, evaluation forms
the final stage of the pipeline, establishing the model’s predictive efficacy, com-
plexity, technical correctness, and ease with which it can be understood [7].

Validation: The process of evaluating a model in its ability to accurately repre-
sent the observed system [8].

Verification: The process of evaluating whether data manipulation and model
construction were accomplished with technical correctness [8].

Medical Coding: The systematic classification of data into alphanumeric codes
for the identification of diagnoses, procedures, medications, laboratory tests, and
other clinical attributes [9].

Sparsity: Occurs when only a small percentage (typically <1%) of attributes for
an instance are non-zero [10].

Concept Drift: The notion that inputs or outcomes related to a model may
change overtime in unexpected manners reducing the accuracy of models as
the data streams change [11].

3 Preprocessing

Just as clinicians require quick and accurate information to provide care at the
highest level, the need to collect and produce high quality data has become
paramount for applications of machine learning as they continue to integrate
into aspects of care pertaining to health and human behavior. However, while the
goal is clear, the rapid influx of new data, and the evolving nature of healthcare
itself offers a significant set of challenges. In this regard, the following sections
present an overview to the considerations of preprocessing data collected across
the healthcare domain.

3.1 Manifestation in Healthcare

While the challenges to preprocessing are present in many domains, the dynamics
of healthcare necessitate that care be taken to address a number of biological,
computational, and representational aspects of data. These can range from the
filtration of noise, to the need to navigate a multitude of coding standards.
The following sections will begin by highlighting scenarios from which these
challenges arise.



154 K. Feldman et al.

Noise. The presence of incorrect or irrelevant data, otherwise known as noise,
represents a fundamental component of working with any real-world data.
Healthcare is no exception, and arising from an imperfect data collection process,
common occurrences of noise can include missing values, misspellings, abbre-
viations, misfielded values, word transpositions, and duplicated or conflicting
records [12]. Though, the presence of noise stems from more than just data qual-
ity issues, it may also arise from the natural variation among individuals. Given
a population of instances, a small sample may appear inconsistent with the rest
i.e. “outliers”.

Next, it is important to remember that noise is present not only in the record-
ing of data, but in its measurement as well. Healthcare is currently entering
uncharted territory. While traditionally the generation of health data was con-
fined within the walls of a clinical setting, advancing technology has allowed for
collection from a variety of sources. These range in complexity from personal
health tools, to clinically focused devices, to total wireless sensor networks, to
home monitoring systems [13–15]. However, with development from a number of
manufacturers, utilizing a range of algorithmic techniques for their data collec-
tion and approximation, the quality of this data has been drawn into question
[16,17]. A scenario highlighted by Bland and Altman, who note that “several
measurements of the same quantity on the same subject will not in general be
the same. This may be because of natural variation in the subject, variation in
the measurement process, or both” [18].

Finally, we find that beyond the collection and recording of health data,
there exists a more complex source of noise known as artifacts. Artifacts result
not from data collection or variability in subjects, but from the physiological
processes which generate the data itself, manifesting as what appears to be nor-
mal data. Although, in reality, such feature values are not generated by the
intended source (e.g. electrical signals from the brain collected by an electroen-
cephalogram). Instead, this data is generated by alternative biological mecha-
nisms including cardiac, glossokinetic, muscle, eye movements, respiratory and
pulse variations [19].

Missingness. The occurrence of missing data is an almost unavoidable prob-
lem for any domain, including healthcare [20]. Missing data can result from a
number of processes, ranging from fundamental attributes of data collection to
the inherent ambiguity and variability of an individual’s health condition. At
the most basic level, as with all studies that involve the collection of information
from individuals, there exists the possibility of missing data attributes due to
a subjects failure to respond completely, as well as the inability to assess all
possible clinical and social attributes as they pertain to each individual. Addi-
tionally, missing data is not restricted to particular attributes, but can arise on
a broader scale with attrition of an entire instance during longitudinal data col-
lection. In addition to the to the lack of data, such a scenario presents difficultly
during processing as the reason for dropping may be linked to attributes of the
study design, a trend which may go unnoticed without closer investigation [21].
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The evolving digital nature of healthcare presents its own set of challenges in
regards to the presence of missing data. From a collection standpoint, moni-
toring devices may fail or become disconnected, data may become corrupt, or
compatibility issues may result in the inability to collect data, resulting in large
gaps of the recorded data [22].

Moreover, even in the scenario in which data collection occurs as expected,
missingess can take other forms. Looking to the frequency of clinical encounters,
it may occur from a temporal standpoint. With the exception of some critical
care, patients are rarely under continuous observation, instead, many may meet
with their physicians as infrequently as twice a year. These gaps in observation
and records may allow for fluctuations in health to go undocumented, leaving
only brief snapshots of the patients condition.

Further, missingness can occur due to the fragmented nature of the entities
collecting the data. Healthcare data comes not only from hospitals and primary
care centers, but a variety of sources, be that specialists visited, community
programs, or even physical trackers [14,23]. However, despite the various data
sources collecting data relevant to the overall profile of an individuals health,
data integration and sharing considerations often provide only a small portion
of data to any one source.

Finally, it is important to note a distinction between missing data and neg-
ative values as it relates to a perhaps non-traditional concept of missingness.
Unlike domains such as retail, where the purchase of an item can be represented
in a binary fashion (purchased or not), the lack of affirmation for a particular
entity in healthcare data does not necessitate a negative case. Looking to disease
diagnoses, a patient may in fact have a particular condition, for which they are
never formally diagnosed, or for which the diagnosis code is not recorded, as is
the case with often under-reported diagnoses such as obesity [24].

Variability in Language. Another challenge in processing healthcare data
stems not from a function of its quality, but from its representation. In an effort to
quantify and standardize the vast set of possible conditions, procedures, and clin-
ical elements, a myriad of medical coding schemes have been developed, including
the International Classification of Diseases (ICD), Systematized Nomenclature
of Medicine (SNOMED), Current Procedural Terminology (CPT), Healthcare
Common Procedure Coding System (HCPCS), LOINC, Europe’s Classification
of Surgical Operations and Procedures (OPCS), and the Diagnostic and Statis-
tical Manual of Mental Disorders (DSM) to name a few. In fact, as the number
of standards continues to increase there is a considerable amount of overlap
between them. As a result, effective processing of such data must take care to
consider the possibility where the same attribute may be represented in multiple
ways. This situation is exacerbated by the nature of healthcare systems, where
in response to documentation or reporting standards, multiple coding standards
may be used even within the same institution.

Not only does variability arise from the use of different coding standards,
but from emerging diversity as these standards are revised and updated. As
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an example, the ICD’s latest revision (ICD-10) brought with it roughly 55,000
new diagnostic codes and over 68,000 new procedural codes [25]. Although this
increased feature space allows for representation of conditions at a much greater
specificity, coalescing codes across revisions during processing presents a signif-
icant challenge. Further, although mappings have been created to assist in the
transition between codes, they are not universal and often incomplete. The Work-
group for Electronic Data Exchange suggest “healthcare organizations use these
mappings as starting points to develop their own, more precise data crosswalk
applications between ICD-9 and ICD-10 codes” [26].

While variability is clearly a product of the expansive set of coding stan-
dards and their revisions, it also results from the methodology of medical coding
itself. Medical coding is a subjective process, the accuracy of which has been
shown to be dependent on the clinical record of the condition observed, as well
as the interpretation of the diagnostic codes themselves [27]. While it may be
straightforward for simple cases where a patient is assigned a single diagnosis,
inconsistencies from coders and institutions have been found to increase with
the complexity of a patient’s condition, specifically when they receive multiple
diagnoses [28].

3.2 Implications to Machine Learning

Noted by Cortes et al., “insufficiencies of the data limit the performance of any
learning machine or other statistical tool constructed from and applied to the
data collection - no matter how complex the machine or how much data is used
to train it” [29]. As a result, it is imperative to understand not only the processes
from which preprocessing challenges arise within the healthcare domain, but also
the implications to the preprocessing phase of the machine learning pipeline. A
discussion to each consideration can be found in the sections below.

Noise. As applications of machine learning continue to expand into new aspects
of healthcare, the processing of noisy data has become a central component of
many works. From a theoretical perspective, prior work has established funda-
mentals of what defines learning, and concepts of model consistency. Together,
these constructs help illustrate how failure to process noise in data can cause
difficulties in constructing a model that accurately reflects the population from
which the data is drawn, negatively impacting generalizable performance [30–32].

While much of the standard noise can be attributed to data quality issues, it
is important to highlight the need for data understanding in the preprocessing
step. In particular, with relation to outliers. There are over 100 different discor-
dancy/outlier tests whose use can depend on factors such as data distribution,
whether distribution parameters are known, and even the number and type of
the expected outliers [33]. As such, preprocessing noisy data presents a signif-
icant challenge, as incorrectly applying data cleaning techniques can result in
large variations in the finalized dataset.

Looking to other sources of noise, the nature of potential physiological arti-
facts requires additional considerations during data preprocessing. The presence
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of an artifact does not necessitate the value be incorrect, though similarly to
outliers, failure to remove such data has far reaching implications as such data
presents “a milder form of training data error that can cause reduced accu-
racy” [34]. However, unlike outliers, these artifacts are often difficult to broadly
and statistically discern from true signals without clinical insight.

Finally, in addition to the data quality concerns already discussed, noise
resulting from the variability of the systems which collect data presents a dis-
tinct concern during processing. Due to the resulting intra-instance variability,
there exists the case in which two instances with identical feature values present
two different classes or outcomes. Whereas such instances are often removed,
within healthcare, such a scenario is quite common and may represent a legit-
imate aspect of variability with a patient’s health. This in turn, introduces a
considerable amount of uncertainly into the system, representing an inherent
problem to separability.

Missingness. Just as the numerous sources of noise present a challenge to the
effective processing of healthcare data, so too do the many forms in which missing
data can manifest across the domain. At an attribute-level, data is typically clas-
sified as missing in one of three forms: completely at random (MCAR), at random
(MAR), and not at random (MNAR). Although all forms of missingess present a
concern, the various forms of missingness can present significantly different con-
siderations during the processing of a dataset. While data missing completely at
random (MCAR) presents minimal concern to the underlying distribution, allow-
ing for data to be dropped or imputed without worry of introducing additional
biases, such a scenario is often unrealistic. Rather, data is typically missing due
to an underlying, sometimes unobserved, pattern known as missing at random
(MAR) or missing not at random (MNAR), each of which may require tech-
niques such as maximum likelihood estimation or multiple imputation to help
address the inherent bias they present to the data collected [35–37]. In com-
parison, both methods tend to yield similar results when implemented in the
same way, however, performance gains in efficiency and reduced bias regarding
these methods relate to the inclusion of auxiliary variables [38]. The inclusion of
data to these methods, even that which is irrelevant to the objective at hand,
suggests the amount of data included in these methods is of equal importance
to the methods themselves.

Beyond the type of missingness, the quantity of missing information further
influences the preproccessing of data. With respect to the occurrences of large
temporal gaps, we find that although mathematically we may be able to impute,
model and predict estimations of missing values during processing there is no
guarantee the values computed accurately reflect the true condition of the indi-
vidual during that time period. This consideration is particularly relevant in
light of the common scenario where data is collected during a subjects clinical
encounters, each of which may occur months apart.

Finally, building on the concerns of temporal missingess, commonly associ-
ated with longitudinal studies, missingness by attrition, presents a number of
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additional considerations to effective preprocessing of data. Work by Graham
suggests attrition-related missingness focuses on the program (or treatment)
P, the dependent Y, and the interaction between these two: PY [39]. Just as
the MCAR/MAR/MNAR nomenclature provides a roadmap to the appropriate
preprocessing techniques, identifying and assessing which of the possible combi-
nations of these three factors causes missingess to arise presents a critical step
in improving the ability to address bias during the processing of such data.

Variability in Language. The variability brought on by the breath of cod-
ing standards presents a fundamental obstacle in the effective preprocessing of
healthcare data. Although an underlying condition may be the same across two
distinct representations, with the multitude of values across each of the different
coding standards, it has become nearly impossible to accurately create a compre-
hensive mapping to translate between each standard. However, such a mapping
is critical for unifying disparate data sources during the processing stage of the
machine learning pipeline.

Further, although data may stay consistent with respect to a single coding
standard, temporal changes in how these codes are assigned can still occur as a
result of changing regulations, or even revisions within the standard [40]. Pre-
senting similar obstacles as with multiple coding standards, these changes, more
formally defined by the notion of concept drift, cause models built on old data
to become inconsistent with new data as the models inputs and target variable
change over time [11].

While such a shift is extremely difficult to identify, it is critically important,
as such discrepancies make it not only difficult to understand values, but have
the potential to add ambiguity during its processing [41]. In particular, changes
in the code frequencies, which are often used during preprocessing and data
exploration, may be attributed to other clinical attributes, rather than the true
shift in language. For example, an individual with a chronic illness may have
a record with multiple representations due to changes in how the illness was
labeled over time. When such changes go unaccounted for, the record may be
perceived as having three distinct illnesses instead of one.

4 Modeling

To this point we have discussed intrinsic characteristics of data, those proper-
ties which influence the statistical foundations guiding machine learning theory.
However, we now look further, not to the properties of the data, but to the mech-
anisms through which the data is consumed and represented to build effective
machine learning models. Such attributes range from high-level aspects of inte-
grating heterogeneous data types, to low-level considerations when representing
an increasingly expansive feature space.
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4.1 Manifestation in Healthcare

As before, we will begin with an outline of the processes within the healthcare
domain from which such considerations arise. An overview of each can be found
in the respective sections to follow.

Heterogeneity. Drawn from multiple sources and encompassing multiple
modalities, healthcare data represents a remarkably heterogeneous set of data
types and sources. Perhaps the most prominent examples can be found within
the wealth of clinical data now digitalized as a result of EMR integration across
healthcare practices. Typically, such data is broken into structured data includ-
ing diagnosis codes, procedural information, medication data, laboratory test
results, data recorded directly from patient’s bedside monitors, and unstruc-
tured data such as images and clinical text [42]. However, data can also include
patient demographics, financial claims, and more recently, genomic sequencing
and other omics data, each of which may require different considerations as they
are processed during modeling.

Although electronic health records are perhaps the most well-known source of
data, health-related data can be collected, inferred, and analyzed from a number
of indirect sources. These can include common population health and reporting
fields such as the census bureau and the department of labor statistics, as well as
less obvious sources such as the location of fresh food sources in a city. It is also
worth noting the number of external data is only expected to increase, as shifts in
the regulatory landscape of the healthcare industry have advanced the collection
and analysis of population health data though a number of initiatives [43].

Finally, it is important to note that heterogeneity can exist even within data
of the same type. As an example, through prior work our group has established
fundamental differences between clinical notes based on the clinical occupation
of those who write them [44]. While important for the processing of clinical text,
the establishment of such heterogeneity impresses a deeper need for an awareness
of not only the types of data we process, but the varied sources of data from
which models are constructed.

Dimensionality, Sparsity and Imbalance. Beyond the variety of sources
generating data, the digitalization of healthcare data has resulted in a signifi-
cant increase in the number of features able to be extracted with respect to an
instance, i.e. its dimensionality. Although the high-dimensional data resulting
from the processing of unstructured images and text has become commonplace,
advancements in clinical and computational technology now allow for improved
analysis of biological processes at their most basic level. As an example, result-
ing from the increasing affordability of genomic sequencing, we have witnessed a
rise of genome-wide association studies, which aim to represent and identify asso-
ciations between the over 10 million common single-nucleotide polymorphisms
(SNPs) in the human genome [45].
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However, such expansive feature sets are not only a result of biological mech-
anisms, but of artificial constructs used to structure the data itself. In particu-
lar, we look to the coding standards used to represent attributes of a patient’s
condition and care. As noted prior, there exist a multitude of standards, each
potentially representing tens of thousands of unique codes.

In fact, it is the expansiveness of the resulting feature space that leads us
to the next aspect of healthcare data that has been shown to impact modeling:
sparsity. Although we may be able to capture, code, and quantify an increasingly
large feature set, only a small subset of features are often recorded or relevant for
a particular individual. Such a point can be best illustrated with the understand-
ing that it is highly improbable a patient will record more than a fraction of the
over 100,000 diagnoses and procedures that can now be discretely represented
through the ICD-10 standard [25].

Finally, taking the considerations of dimensionality and sparsity to the next
logical step, we find the concept of imbalance. Building on the notion that for
any single instance, the data captured likely represents only a sparse set of values
with respect to the possible set of data elements, we must acknowledge that these
same features are often used as the response variable for many machine learning
applications. Whether the prediction of a future diagnosis, or the readmission
probability of patient, effective utilization of data in which only a minority of
individuals present the attribute of interest often requires additional processing,
or specialized models.

4.2 Implications to Machine Learning

Having illustrated a number of processes from which data challenges arise within
the healthcare domain, we again address how these challenges, at the modeling
stage, impact machine learning algorithms.

Heterogeneity. From a technical perspective, one of the primary considera-
tions in the application of machine learning methodologies to the increasingly
heterogeneous healthcare data space comes with the acknowledgment that the
data captured across each source may span a range of data types. Such data
can represent categorical/discrete (laboratory SRI values), ordinal (pain scales),
or continuous (medication dosages) values. However, as noted by Lewis et al.,
“traditional statistical methods that assume Gaussian distributions, or engineer-
ing methods that assume vector or matrix input do not obviously generalize to
datasets comprised of variable-length strings, vectors of real numbers, trees and
networks” [46].

Further, the heterogeneity of the data sources themselves present a challenge
for learning algorithms. As the extent of available healthcare data continues to
increase, we must also consider the implications of integrating disparate sources.
There, of course, exist the practical concerns including record matching and
differences in terminology and standards between systems, where a patient may
include their middle name on one form but not another or systems may record
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height as meters or feet. However, the modeling of heterogeneous integrated data
sources presents a number of unique concerns, including the ability to reconcile
“dirty” data such as incompatible test results, changes in coded data, and the
need to ensure trust between systems that share sensitive data [47].

Finally, at its core, the siloed data sources present a deeper systemic issue.
The lack of a unique identifier to track an individual throughout the various
components of the healthcare system often present an incomplete view of any
individual’s health data [48]. While the missing data itself can present concern,
the impact of this fragmentation compounds during the integration of multiple
data sources. Incorrectly associating records of one patient from two hospitals,
records between a primary and specialist, or multiple instances of the same record
has serious implications to the machine learning algorithms used to analyze the
data. At a basic level, this provides duplicate data that can bias the underlying
distributions. While at a higher-level, this removes a true independence assump-
tion, potentially biasing performance measures by splitting what appears to be
unique instances amongst the train and test sets during evaluation.

Dimensionality, Sparsity and Imbalance. With the considerable advance-
ment of computing systems and hardware over the past few decades, the ability
to store, represent, and manipulate high-dimensional data has become common-
place. However, the appropriate utilization of such data in the machine learn-
ing pipeline warrants additional consideration. In particular, the scenario often
known as the curse of dimensionality, in which the number of features approaches
or exceeds the number of instances, presents a considerable obstacle to funda-
mental machine learning theory. One of the most direct impacts results from the
emergence of spurious correlation, where many uncorrelated random variables
may have high sample correlations [49]. While more indirectly such a scenario has
been shown to breakdown asymptotic theory, preventing the unique estimation
of parameters due to occurrence of singular matrices [50].

Further, the sparsity of feature values presents an additional concern to the
development of generalizable models. The identification of latent interactions
between features is often not complete, as combinations between all features is
rarely captured. While in theory, such an issue can be alleviated with the col-
lection of a large dataset, as feature spaces become ever-larger, the collection of
sufficient data is not often feasible due to logistical and economical considera-
tions. While many newer machine learning techniques have looked to sparsity as
a foundation for techniques that address the increasing dimensionality using var-
ious greedy algorithms, little theoretical support is currently available for such
techniques [51].

Finally, as noted prior, the presence of sparsity often leads to the traditional
class imbalance problem, where the attribute of interest is possessed by only a
subset of instances. The implications of such imbalance on statistical learning-
tasks have been well established in a number of prior works [52]. However it
is worth noting a few examples of how the presence of imbalance can impact
the modeling of data. From a logistical point of view, a few noisy instances can
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degrade the identification of the minority class, restricting it to fewer examples
to train with. Whereas from a more theoretical presumptive the use of global
performance measures that guide the learning process may optimize parameters
and decision boundaries in favor of the majority class. Classification rules that
predict the positive class are often highly specialized resulting in low coverage
of instances across the dataset and may be discarded in favor of providing more
general rules [53].

5 Evaluation

“All models are wrong, some are useful” [54]. The provocative and now-famous
quote by George Box eloquently provides a fundamental premise of machine
learning. The understanding that models may not truly capture the complexity
of a system, but rather provide an effective approximation of its observable
attributes. This concept has since been defined more formally by Oreskes et al.,
stating “Model results may or may not be valid, depending on the quality and
quantity of the input parameters and the accuracy of the auxiliary hypotheses”
[55]. In actuality, what these sentiment capture is the need to construct a model
in such a way that it accurately represents the system (validation) and accounts
for the technical correctness of the model itself (verification) [8].

5.1 Manifestation in Healthcare

Together, validation and verification represent a critical aspect of computational
tools such as machine learnings impact on our society. However, accurate assess-
ment of either measure proves a nontrivial task in its own right. Difficulties
associated with validation and verification are grounded by two district ideas
which govern both measures. First, that there exists a ground truth, and second
that any ground truth provided is correct. While both of these assumptions are
difficult to guarantee for any real-world data, they are particularly relevant to
the variability of data across the healthcare domain.

The first concern represents a variant of the partially labeled data prob-
lem, formally defined by Szummer [56]. As noted in the Preprocessing section,
although missing values are commonly treated as negative, such an assumption
is dangerous. Diagnoses that are never recorded or identified can present the
scenario in which two individuals may appear the same from a record stand-
point, but in fact present significantly different clinical outcomes. Further, there
is a well-established issue in the ability to record clinical conditions completely
within any particular coding languages [57]. Thus, in an effort to address this
lack of a ground truth for missing diagnoses, many machine learning approaches
utilize only positive entities, in essence, formulating a one-class problem.

This in turn leads to the second point of concern, where even in the scenario
in which a diagnosis is recorded, such data is not guaranteed to be correct. As
diagnosis information is often obtained though a diagnostic test, it is important
to remember these tests are subjective. Each test is associated with its own
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performance range quantified by metrics such as sensitivity and specificity, pre-
dictive values, chance-corrected measures of agreement, or likelihood ratios [58].
Without the ability to identify false positives/negatives, or to link to follow-up
tests or corrections, these results represent a significant source of error which
can propagate through an algorithmic model.

5.2 Implications to Machine Learning

The challenges associated with the validation and verification of healthcare data
impact far more than application-specific performance, reaching to the intermit-
tent steps of the algorithms underlying the solutions themselves. In particular,
the complexities of healthcare data impacts both the internal distance metric
utilized, as well as the generalized optimization problem of parameter tuning.

Although simplistic in definition, the notion of distance represents a funda-
mental attribute in the execution of machine learning algorithms. The ability to
quantify a pair of similar or dissimilar points is a concept utilized in determining
decision boundaries, as well as updates for weights. Such a concept has become
increasingly important as a result of the heterogeneity exhibited by the grow-
ing set of healthcare data discussed prior. While work by Brian Kulis highlights
extensions of the metric learning problems to a variety of problems in computer
vision, text analysis, and multimedia, these extensions represent nontrivial alter-
cations to the concept of what constitutes distance [59].

From an optimization standpoint, in an effort to more accurately model com-
plex real-world systems, an increasingly complex set of learning models have
become available. Although these models have the potential to improve per-
formance, there often exist a number of parameters (regularization strengths,
number of weak learners, slack variables) that must be tuned to fit the data
being modeled [60,61]. While specifics of their implementation can vary greatly,
to prevent the need to sweep the entirety of the parameter space, a model’s para-
meters can be estimated through optimization techniques applied to an objective
function of the users choosing. As there exist a range of possible optimizations,
many stemming from a methodology known as gradient decent, an understand-
ing of the data itself is paramount. Variability in how the specified objective
function accounts for factors such as class imbalance or inter-feature correlation
can result in markedly different results drawn from the same data [62–64].

Finally, it is important to note that validation and verification have often
constituted major components in the assessment of model output, for both its
generalizability and overall correctness. While critical to their real-world utility,
these concerns directly impact the inferences drawn from model output, and as
such, exist outside the scope of this chapter. An excellent survey addressing such
items can be found in the work by Sokolova and Lapalme [65].

6 Open Problems

This work has served as a foundation highlighting a broad set of considerations
that must be addressed as machine learning works to establish its place in the
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healthcare industry. However, as clinical practice, administration, and research
becomes increasingly intertwined with the statistical methodologies of machine
learning, there remains a number of open problems. In the sections to follow, we
discuss a subset of the most pressing and active areas of research.

6.1 Temporal Relations

As healthcare data has undergone the transition from a paper-based entity to
digital records, much of the focus has fallen to the purely technical aspects
of storing, processing, and modeling such a complex set of variables. Amongst
these considerations, however, we often forget to reflect on whether the data we
consume accurately reflects the processes it captures. In particular, we find that
an overwhelming majority of works have recorded and modeled the condition of
an individual as a set of discrete observations.

Although such an approach allows for data to be easily consumed by tra-
ditional machine learning approaches, formalizing the presence of each entity
recorded as a feature, such a representation is incomplete. It is clear observa-
tions such as a diagnosis or procedure must occur at a single point in time,
however, it would be naive to believe that such elements of health occur in iso-
lation. Rather, there exist temporal relations connecting them, representing the
variable nature of an individual’s health. These relations cannot be described by
one feature or a single value, but require longitudinal observations with a series
of values over time [66].

However, this is a nontrivial task from both a computational and clinical
standpoint. Taking the example of a patients diagnosis history, the computa-
tional complexity of tracking the progression of multiple concurrent diagnoses
can quickly become intractable on even the largest of systems, while from a clin-
ical standpoint, many diagnoses have no direct progression, where others may
split amongst a broad set of co-morbid diagnoses.

6.2 Alternative Representations

Building on the notion that continued improvement of machine learning
approaches to problems in the healthcare domain may require a shift in our
data organization, such as the ability to capture temporal relations, there exists
a significant effort to employ varying frameworks to represent the complexity of
healthcare data. Perhaps the most well explored representation can be found in
the application of computational networks. Networks represent an established
field of interdisciplinary research and present an effective method to capture the
direct relation between two arbitrary features, be that a connection between indi-
viduals themselves, links between comorbid diagnoses, or genomic-phenotypic
relations [67,68]. Such a representation offers many attractive properties, such
as the ability to alleviate sparsity by connecting only those elements associated
with an instance, and the ability to represent heterogeneous data. However, the
analytic methods applied to networks focus primarily on describing connectivity,
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with measures such as centrality, degree, and betweenness, rather than the gen-
erative or discriminative models constructed to describe the relations between
various healthcare features.

In an effort to capture such relations, tensor representations have emerged. A
tensor is a multidimensional array spanning an arbitrary number of dimensions,
each representing a single feature or modality. Such a representation is advan-
tageous to many areas of healthcare including the ability to capture a series of
observations over time or integrate data across multiple experimental conditions
and analyze them simultaneously [69]. Although tensors are only emerging in
their application to healthcare, mathematical operations known as decomposi-
tions have demonstrated their value in discovering latent groups in each modality
and identify group-wise interactions [70].

6.3 Integration with Clinicians and Clinical Workflows

Despite the immense technological advancements in the collection and processing
of health data, it is important to remember that no system can succeed on its
own. We would be remiss in failing to highlight that the impact of machine
learning in healthcare cannot be discussed in isolation. Medical research is itself
an evolving field, and an understanding of the biological processes being modeled
requires a more technical approach. Truly capturing such phenomena will require
close interdisciplinary collaborations with those individuals whose expertise lies
in the exploration and discernment of healthcare.

It is perhaps more appropriate to view the continued development of health-
care informatics as part of the complex system encompassing clinical workflows.
In relation to the collection and aggregation of data, it is important to note that
any increase in data collection poses tangle logistic concerns to those individ-
uals involved in the care of an individual. For example, while it may be more
accurate to assess an individual’s condition every minute, such granularity is
often not feasible. As a result, there must be an increasing focus on developing
innovative ways to utilize data collected as part of existing workflows, rather
than demonstrating value with models requiring additional data elements. On
the other end of the spectrum, in relation to model output, it is important to
remember that regardless of the analytic approach used; a patient’s treatment
ultimately remains in the hands of their clinician. As such, there must be a con-
certed effort to provide appropriate context to the results. Designing approaches
with the capability to quantify factors such as confidence, highlighting a systems
strengths, and its weaknesses, for the individual consuming the information.

7 Conclusion and Future Outlook

Complexity comes in many forms, and beyond its sheer volume, healthcare data
presents heterogeneous, high-dimensional, probabilistic, incomplete, uncertain,
and noisy attributes. However, in conjunction with machine learning method-
ologies, the increasing availability of data has the potential to provide novel and
actionable insights to the field of healthcare.
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With this in mind, it is important to remember that although we may have
reached a point computationally in which the manipulation of Big Data and
execution of complex modeling techniques are possible, purely possessing such
capability is not sufficient to ensure the realization of informatics true potential
in healthcare. The ability to address such complexities and ensure the effective
consumption of healthcare data into the machine learning pipeline relies on more
than analytic capability: it relies on a deep understanding of the biological and
clinical mechanisms through which the data has been generated.

From preprocessing, to modeling, to the interpretation of model output, this
work has presented a general discussion regarding the fundamental challenges
presented by such data with respect to the informatics pipeline. However, aware-
ness of such an impact is only the first step. It is our hope that others will draw
on these caveats and look to considerations in the design and implementation
of new works, which blend together both technological capability and medical
understanding to better serve those individuals in need.
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Abstract. Segmentation, the process of delineating boundaries and fea-
tures within images, is a vital part of both the clinical assessment and the
computational analysis of brain cancers. Here, we provide an open-source
algorithm (MITKats), built on the Medical Imaging Interaction Toolkit,
to provide user-friendly and expedient tools for semi-automatic segmen-
tation. To evaluate its performance against competing algorithms, we
applied MITKats to MRIs of 38 high-grade glioma cases from publicly
available benchmarks. The similarity of the segmentations to expert-
delineated ground truths approached the discrepancies among different
manual raters, the theoretically maximal precision. The average time
spent on each segmentation was 5 min, making MITKats between 4 and
11 times faster than competing semi-automatic algorithms, while retain-
ing similar accuracy. We conclude with remarks on the utility of segmen-
tation for medical data analysis as well as its further challenges.

Keywords: Image processing · Semi-automatic segmentation · Brain
tumor · Glioblastoma · MRI

1 Introduction and Motivation

Glioblastoma (GBM) is the most common primary brain malignancy, and the
one with the most dismal prognosis [1]. Imaging, particularly magnetic resonance
imaging (MRI), is the standard for diagnosing and assessing the disease [2]. The
separation of tumor apart from healthy tissue within images (segmentation) is
important for guiding therapy [3,4], determining prognosis [5,6], and assessing
response [7,8]. Segmentation also serves as the first step in quantitatively analyz-
ing GBM images, including machine learning [9–11], regression modeling [12,13],
and clustering approaches [14]. These efforts have demonstrated utility in pre-
dicting tumor growth [15], molecular subtype and survival [16] of GBM patients.
Given the recent availability of open cancer datasets [17] such as The Cancer
Imaging Archive [18], there is a clear need for the development of efficient and
accurate segmentation utilities, which will allow for the systematic quantification
of images in association with clinical and molecular characteristics.
c© Springer International Publishing AG 2017
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2 Glossary and Key Terms

GBM: glioblastoma, a brain tumor that is the most aggressive form of glioma.
It is characterized by diffuse infiltration, regions of necrosis (dead tissue), and
uniformly poor prognosis.

MRI: magnetic resonance imaging, a non-invasive medical technique often used
to volumetrically visualize the brain as a series of image slices. Depending on the
settings of the machine, images can be acquired in a variety of modalities such
as T1, T1 with contrast (T1c), T2, and FLAIR. Gadolinium contrast is added
in T1c to enhance (light up) disruptions of the blood-brain barrier.

Semi-automatic: An algorithm that combines user input with computer assis-
tance, in contrast to fully manual or fully automated protocols.

Segmentation: The demarcation of images into distinct regions, such as separat-
ing tumor tissue from healthy tissue.

MITKats: Medical Imaging Interaction Toolkit with augmented tools for seg-
mentation, an open-source set of segmentation tools presented here.

3 Background

Manual segmentation is typically performed with 2D tools to delineate edges
on each image slice. While manual segmentation is the gold standard [19], it
is too time-consuming for large analyses, sometimes taking upwards of an hour
per image series [20]. Because of this, many fully automatic and semi-automatic
algorithms have been created to expedite the segmentation process. Reviews of
these methods can be found in [21,22]. Benchmarks of fully automatic algo-
rithms have demonstrated encouraging accuracies [23], but acceptance of these
methods in the clinic is limited due to concerns about errors and transparency
[24]. Semi-automatic algorithms draw a balance by unifying the power of com-
puter processing with the intuition of the human operator. However, existing
semi-automatic programs still need improvement with regards to operator time
[25] and user-friendliness [26].

To address these drawbacks, this work provides and validates an accessi-
ble semi-automatic protocol for the fast segmentation of glioblastomas. Specific
goals included the creation of an intuitive computer-assisted segmentation util-
ity, addition of 3D editing tools for manual correction, and integration within a
user-friendly environment. These aims were implemented in the Medical Imaging
Interaction Toolkit (MITK) as an extension of its existing Segmentation plugin
[27,28]. This modified software, MITK with augmented tools for segmentation
(MITKats), is also a free and open-source program. By addressing the afore-
mentioned goals with MITKats, we expedite semi-automatic segmentation by
introducing validated, easy-to-use 3D tools.
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4 Methods

4.1 Data Sources

A total of 38 3D MRIs of brain tumors were obtained from two publicly available
datasets. 20 cases of high-grade gliomas (including glioblastomas and anaplastic
astrocytomas) were obtained from the Multimodal Brain Tumor Segmentation
Challenge (BRATS) 2012 [23], a notable accuracy benchmark. Four modalities
were available for the BRATS dataset: T1, T1 with contrast (T1c), T2, and T2
FLAIR, though MITKats only used T1c and FLAIR images. The ground truths
were derived from all four modalities and designated into 3 regions:

– Active: The contrast-enhancing parts of the tumor, seen on T1c
– Core: The Active component plus non-enhancing features seen on T1, includ-

ing necrosis
– Whole: The hyper-intense region on T2 and FLAIR, corresponding to edema

18 cases of glioblastoma were obtained from a previously published study
performed at St. Olav’s University Hospital [25]. Only T1c MRIs were used to
create segmentations, which were generated in BrainVoyager [29], 3D Slicer [30],
and ITK-SNAP [31]. A single tumor region was labeled, comprising enhancing
and necrotic regions. Given that the authors did not observe non-enhancing
tumor regions, their definition of tumor was closest to that of the Core compo-
nent from BRATS. While no ground truths were designated in this dataset, each
segmentation was timed, serving as a speed benchmark.

Both datasets had originally been pre-processed, resulting in interpolation of
image resolutions to a 1 mm isotropic voxel size. Images from BRATS had been
skull-stripped, while those from St. Olav’s had not.

4.2 Algorithmic Development

Two modifications were made to the MITK framework in order to expedite the
segmentation process in MITKats. First, the Threshold Components tool was
added, which expanded connected threshold segmentation to accept multiple
seed points (and thus separated regions). It also allowed for the manipulation of
seed points independently of the thresholds, as well as streamlining out unneces-
sary user input. The second modification was adding in segmentation capability
to the Clipping Plane View, which was originally intended for volume measure-
ments only. Therefore, a segmentation could be graphically adjusted in three
dimensions through extraction of a clipped piece.

MITKats can be found here: https://github.com/RabadanLab/MITKats,
and is in the process of being merged onto the main branch of MITK.

4.3 Segmentation Protocol

Segmentations were performed in MITKats by A.X.C., a medical student who
had used similar software to segment 93 glioblastoma cases as part of a previous

https://github.com/RabadanLab/MITKats
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project [32]. Segmentation time, as measured by stopwatch, was started after
loading the original image(s) and stopped after opening the save segmentation
dialog, thus ignoring the time for file operations.

Thresholding. A new segmentation label was created for the T1c image,
and the Segmentation plugin view is opened. Selecting the newly implemented
Threshold Components tool, seed point(s) were placed in enhancing region(s),
and the lower threshold adjusted until the apparent hyper-intensities were all
included (Fig. 1a). If the tumor was grossly non-enhancing, another label was
created where seed point(s) were placed in hypo-intense regions, and the upper
threshold adjusted.

Cropping. Regions of normal brain tissue that were erroneously included as
part of the Thresholding process were removed in two ways. Precise exclusion of
regions was done via the Clipping Plane tool, where up to 6 deformable 3D sur-
faces were superimposed on the segmentation. This allowed the generalized sep-
aration of erroneous regions from the tumor body (Fig. 1b), a new feature added
in MITKats. For gross corrections, the existing Image Cropping tool could be
used instead. A 3D rectangular bounding box was graphically defined and used
to mask and overwrite the original segmentation. Finally, if the true tumor con-
tained only one connected component, either of these methods could be followed
up with the Picking tool to exclude erroneous regions that were severed from
the tumor.

Smoothing and Filling. The segmentation was smoothed via the Closing tool,
a part of the existing set of Morphological Operations, typically with a radius
of 2. This label was saved as the Active component. For the Core volume, the
non-enhancing label could be joined to this component via the Union tool, if
applicable. To include areas of necrosis, the Closing and Fill Holes tools were
used (both typically with radius of 10), and this new label was saved as the Core
component (Fig. 1c).

Whole Tumor. For segmenting the Whole tumor component of the BRATS
dataset, the above protocol for obtaining the Core region was repeated for the
FLAIR image.

4.4 Accuracy and Speed Analysis

The accuracy of MITKats segmentations was assessed by comparison to the
reference segmentations provided by BRATS and St. Olav’s datasets. In BRATS,
the references were ground truths fused from 4 expert manual annotations. Each
of the Whole, Core, and Active components were compared to their reference
counterparts via Dice score [33] as well as calculated tumor volume. The mean
inter-rater Dice scores from BRATS were used as controls. This was because
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Fig. 1. Demonstration of a user-friendly semiautomatic segmentation proto-
col. (a) The Threshold Components tool allows the user to set an intensity threshold
and multiple seedpoints (yellow crosses). Regions within the threshold and connected
to the seedpoints are selected. (b) The deformable clipping plane allows 3D correction
of the segmentation, typically useful for removing leaked regions. (c) Original image,
clipped image, and final morphological operations such as Closing and Fill Holes smooth
the enhancing segmentation into a Core segmentation. (Color figure online)
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the fused ground truths were derived from the individual expert annotations,
artificially bolstering the Dice score between any given expert and the fused
standard.

For comparing data in the St. Olav’s cohort, the MITKats segmentations
were assessed via Dice score and volume to all 12 reference segmentations (3
softwares × 2 raters × 2 repetitions). As a control, Dice scores were calculated
only for pairs of reference segmentations created by different raters. The time to
create the Core component of the MITKats segmentation was compared against
the times reported in the dataset.

5 Results

Aggregate Dice scores and volume estimates of MITKats segmentations with
respect to BRATS ground truths for each tumor region are shown in Table 1.
The Dice similarity of MITKats segmentations compared to the ground truth was
equivalent to inter-rater variability for the Whole and Active tumor regions, but
was worse for the Core region. Volume measurements averaged over all regions
were 94% of those estimated by the ground truth, with a mean fractional error
of 18%.

Table 1. Segmentation accuracy approaches inter-rater agreement in the
Brain Tumor Segmentation Challenge. Twenty high-grade glioma cases were seg-
mented using MITKats and compared against ground truths from BRATS. Three
regions (Whole, Core, and Active) were segmented for each patient, and the mean
Dice scores (± standard deviation) are shown. The volumes of each region were also
compared to the ground truth.

Tumor compartment Whole Core Active

Dice score (%) MITKats v. BRATS 88± 5 84± 10 77± 14

BRATS Inter-rater 88± 2 93± 3 74± 13

Volume ratio 0.96 1.06 0.81

Volume relative error 10% 25% 20%

A comparison of estimated volumes for each case across both datasets is
shown in Fig. 2, including a logarithmic Bland-Altman analysis. While the vol-
umes segmented by MITKats were similar to reference segmentations, they
tended to be underestimated, particularly for the Active tumor region of the
BRATS dataset.

The Core component of the MITKats segmentation was pairwise compared
to segmentations performed by other softwares in the St. Olav dataset. The
average Dice scores of MITKats segmentations compared to each of the reference
segmentations was 0.88, compared against their inter-rater agreement of 0.94
(Fig. 3a).



176 A.X. Chen and R. Rabadán

Fig. 2. Comparison of segmented volumes by tumor region. (a) Volumes cal-
culated using MITKats are compared against their reference standards for each tumor
component. (St. Olav segmentations designated only a single Core-like component.)
(b) A logarithmic Bland-Altman plot is shown for different regions of segmentations,
comparing the ratio of segmented volumes to the averages of the base 10 logarithms
of tumor volume (in mL). There is a tendency for MITKats to underestimate tumor
volume at low sizes, particularly in the Active tumor component.

The time for segmentation is also compared to the St. Olav’s dataset in
Fig. 3b. The speed of MITKats as compared to those reported was an average of
4, 5, and 11 times faster than ITK-SNAP, 3D Slicer, and BrainVoyager, respec-
tively. The typical Core segmentation using MITKats was 4.2± 2.0 min on the
St. Olav’s dataset and 4.0± 3.1 min on the BRATS dataset, where uncertainties
represent standard deviation.
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Fig. 3. MITKats is faster than other segmentation softwares, while
approaching optimal accuracy. (a) Eighteen glioblastoma cases were segmented
using MITKats and compared against the segmentations performed in [25]. Points rep-
resent the average Dice score when compared to all other segmentations performed
by different raters. Error bars represent standard deviation. (b) The time required
for segmenting via MITKats is compared to those using BrainVoyager, 3DSlicer, and
ITK-SNAP (mean of 2 trials each).

6 Open Problems

The scope of this work has some limitations for which we hope future studies
will address. In terms of protocol and datasets, this pipeline works best for
T1c and FLAIR images, because T1 without contrast has limited enhancement,
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and T2 enhancements are often the same intensity as cerebrospinal fluid. It
is an open problem to provide implementation for other image modalities as
well as simultaneous multimodal analysis, which may benefit the accuracy of
segmentations [3]. Providing support for perfusion and diffusion weighted images
may also be particularly important for response assessment [34].

One remark is that the BRATS dataset contained not just glioblastomas but
also anaplastic astrocytomas, which are intermediates between GBMs and lower
grade gliomas (LGGs). Given the satisfactory accuracy of segmenting this mixed
dataset, this provides encouragement that this analysis could be extended to
LGGs, which are typically harder to segment [35]. Eventual implementation and
validation for LGGs and tumors outside the brain would be useful for the field.
Another point regarding the BRATS dataset is that the images were already
skull-stripped, making the segmentation process somewhat easier. Integrating
skull-stripping into a segmentation pipeline would be helpful for the user.

It is our belief that speed is not sufficiently emphasized in the current bench-
marking of segmentation algorithms. While many studies report average seg-
mentation times, the variability among different cases can be large. Within the
datasets examined in this work, the fastest segmentation took less than a minute,
while the slowest took almost 11 min. Therefore, the individual listing of seg-
mentation times is helpful for the direct comparison of algorithm speeds. We
encourage future investigators to record both raw segmentations and operator
time for each case to further advance this field.

7 Conclusions and Future Outlook

To our knowledge, this work is the first to validate the use of the MITK environ-
ment for the segmentation of brain tumors. Our modification MITKats provides
fast and accurate segmentation, combining a semiautomatic tool with flexible 3D
editing, all wrapped in a user-friendly GUI. Benchmarking its accuracy against
BRATS, it achieved a performance equal to inter-rater variability across Whole
and Active tumor regions. The Core tumor region was somewhat lacking, perhaps
due to our protocol not using T1 images, thus having different definitions for the
component. Benchmarking its speed against the St. Olav’s dataset, MITKats
was over 4 times faster than its quickest competitor. While its accuracy was
somewhat lower than inter-rater variability, the reference segmentations were
also semi-automatically derived, and therefore not necessarily the ground truth.
Finally, MITK is an open source toolkit which encourages the free use and con-
tinued development of this software.

The segmentations produced by MITKats form a starting point for a variety
of data analysis techniques. Texture features [36], morphological characteristics
[13], and topological summaries [32] can be extracted from the delineations and
used to classify the cancer into spatial phenotypes. They can also be used to aid
volumetric assessments [8] and validate growth models [37,38]. The quantified
image features obtained from these segmentations, alongside the abundance of
sequencing and histological data [39], will effectively support the further explo-
ration of the radiogenomics of glioblastoma.
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Abstract. We demonstrate applications of topological characteristics of
oil and gas reservoirs considered as three-dimensional bodies to geological
modeling.
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At present no company develops oil and gas fields without constructing geo-
logic and hydrodynamic models. This is due in particular to the fact that recently
the emphasis in design, planning and monitoring has shifted to over-dissected
and low-permeability reservoirs. To assess economic efficiency and optimal place-
ment of wells and to predict hydrocarbon production levels, it is important to
have some quantitative representation of the object under study. This requires
a mathematical measure of a geological description and mathematical models of
the structure of oil and gas reservoirs.

The geological modeling based on digital oil and gas reservoirs splits into two
parts:

1. a digital interpolation of a reservoir based on the observed data and on the
probabilistic nature of functions which describe formations;

2. a hydrodynamic modeling based on the filtration equations.

Therewith it is important to choose the most suitable model for developing.
In [1] we proposed to use topological characteristics of digital reservoirs as one
of the factors for choosing a model. These characteristics can be used for

– comparing different stochastic realizations of the same reservoir and, in par-
ticular, using that information for choosing a certain realization for industrial
development;

– estimating the topological complexity of a reservoir.

c© Springer International Publishing AG 2017
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In particular, this method can help to choose realization that gives a reliable
model of a reservoir and whose exploration does not need resource-intensive
calculations.

For optimizing a process of geological and hydrodynamic modeling by limit-
ing a series of direct problems there arise tasks of creating a list of topological,
geometric, fractal, and other characteristics of inhomogeneous anisotropic envi-
ronment and their subsequent influences on the construction of a model. Such
problems are studied in geometry of random fields.

In [1] we demonstrated that two different stochastic approaches for construct-
ing digital reservoirs gives topologically similar pictures and one of them, being
more rough is nevertheless preferable for dynamical modeling due to its relative
simplicity for numerical dynamical modeling. We expose some results on the
Betti numbers of reservoirs in Sect. 2.

Since the “permeability” function Z determines a natural filtration of the
reservoir by the excursion sets it is reasonable to pick up the topological picture
of the filtration and use for that the persistent homology [2,3] (see also [4–7]).
In this framework

– the “bottleneck” distance between persistent diagrams can be used for esti-
mating differences between reservoirs and not only between their models.

We discuss this approach in Sect. 3.

1 Stochastic and Topological Preliminaries

1.1 The Kriging

The digital reservoirs under consideration are constructed by the kriging method
from the observed data (see [8–10] and the references therein). This method has
many variations, based on the same idea, and we explain which one we use.

In our case a digital reservoir is a union of cubes such that a certain charac-
teristic related to the permeability is a function Z on the set of these cubes. For
simplicity we assume that the reservoir is the domain

D = {x0 ≤ x ≤ x0 + Nxδx, y0 ≤ y ≤ y0 + Nyδy, z0 ≤ z ≤ z0 + Nzδz},

where x and y are the lateral coordinates and z is the height coordinate, while
δx, δy, δz are the length, width and depth of the elementary cube. The domain
D splits into NxNyNz elementary cubes Ckx,ky,kz

defined by the inequalities

x0 + (kx − 1)δx ≤ x ≤ x0 + kxδx, y0 + (ky − 1)δy ≤ y ≤ y0 + kyδy,

z0 + (kz − 1)δz ≤ z ≤ z0 + kzδz,

where the triples (kx, ky, kz) parameterize the elementary cubes and Z is con-
sidered as a function on these triples:

Z = Z(kx, ky, kz).
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We denote the set of all these triples by

S = {1, . . . , Nx} × {1, . . . , Ny} × {1, . . . , Nz}

and for every subset S′ ⊂ S we denote by DS′ the union of elementary cubes
corresponding to triples from S′:

DS′ ⊂ D, DS = D.

Let the function Z is known for some set S′ of elementary cubes. For instance,
this may be the observed data from wells. We extend Z onto S by the following
stochastic regression method.

Let us choose a procedure for choosing randomly an element pM+1 from S\S′

where M is the number of elements of S′.
The function Z is considered as a random field such that

1. it is stationary, i.e., it has the same expectations at all points:

E (Z(p)) = E (Z(q)) = m for all p, q ∈ S

and m is known (simple kriging);
2. the correlation between two random variables depends only on the spatial

distance between them:

C(Z(p), Z(q)) = C(|p − q|).

Here we mean by the spatial distance |p − q| between elementary cubes the
distance between their centers. The correlators are given by the variogram:

γ(|h|) =
1
2
E ((Z(p) − Z(p + h))2) = C(0) − C(|h|).

This variogram is derived from observations.
Given a sample (Z(p1), . . . , Z(pM )), the values of Z at S′, the value sM+1 is

obtained from the conditions

Z∗ =
M∑

i=1

λiZ(pi),
∑

λi = 1, E ((sM+1 − Z∗)2) → min

which results in the system: ∑
λi = 1,

σ2 = C(0) − 2
∑

i

λiC(|pi − p0|) +
∑

i,j

λiλjC(|pi − pj |) → min,

where σ2 is a measure of precision. To determine Z(pM+1) we put

Z(pM+1) = sM+1 + ξ
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where the random process ξ satisfies the Gauss distribution with E = 0,Var =
σ2. Thus we derive the new sample Z(p1), . . . , Z(pM+1), add pM+1 to S′ and
resume by the same way until we extend Z onto S.

This procedure is called the sequential Gauss simulation (SGS). The standard
variograms that are used are

– the Gaussian variogram: C(h) = const (1 − e−h2/R2
),

– the exponential variogram: C(h) = const (1 − e−h/R).

In both cases R is the radius of a variogram.
There is another stochastic regression in which the field is represented as a

linear combination of the first M Legendre polynomials

Z(x, y, h) =
M∑

i=1

ai(x, y)Li(h)

where x and y are the lateral variables, h is the depth, and ai(x, y) are indepen-
dent random fields which are extrapolated by some two-dimensional stochastic
regression. This method is called the spectral expansion.

In developing oil formations an important data is

Z(p) = GL(p)

which is the gamma logging, i.e., the natural radioactivity of formation. We put

α(p) =
GL(p) − GLmin

GLmax − GLmin

and assume that p belongs to the formation if

α(p) ≤ α0,

where α0 is the excursion coefficient. By varying α0 we obtain a filtration of the
reservoir D by the excursion sets

D1 ⊂ D2 ⊂ · · · ⊂ DM ⊂ D∞ = D

where ε1 < ε2 < · · · < εM < 1 and Di = DSεi
, Sεi

= {α ≤ εi} ⊂ S.
The double difference parameter α is widely used in practice. Therewith

GLmin and GLmax are the minimal and maximal values of GL which correspond
to a neat oil and gas reservoir and a clay which supports a reservoir. These
values should not be confused with the absolute minimum and maxima values of
GL with which they coincide only in exceptional model examples. This is due,
in particular, to the possible presence of minor anomaly noises and to effects of
stochastic modeling. Moreover, often GLmin and GLmax are calibrated by certain
samples. Therefore sometimes in modeling there appear values of α which are
less than zero or greater or equal than 1 and, if not to take care of that, D∞
may not coincide with D.
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The stochastic modeling leads to very adequate pictures of reservoirs. As
an example, we present on Fig. 1 the model of a reservoir obtained from the
observed data. This model is obtained by the SGS data, the parameters of the
domain D are Nx = Ny = 120, Nz = 490, δx = δy = 50m, δz = 0.4m, the
colors vary from light to dark that corresponds to the variation of α from small
to large values, the reservoir corresponds to the excursion α = 0.6.

Fig. 1. A reservoir modeled by the SGS method

1.2 Topological Characteristics of 3-Dimensional Bodies

We consider three-dimensional solid bodies as composed from elementary cubes
(cubic complexes).

The main topological characteristics of such bodies are their Betti numbers
(with Z2 coefficients) b0, b1 and b2. The meaning of these characteristics is very
natural: b0 is the number of connected components, b1 is the number of handles,
and b2 is the number of holes (cavities).

If we start from a solid cube, remove k holes from its interior and attach
l handles to the cube we obtain the body X for which b0 = 1, b1 = l, b2 = k.
The Betti numbers of a topological space are the ranks of the corresponding
homology groups Hi(X;Z2) (here an in the sequel we consider the homology
groups with coefficients with Z2 and for denote them by Hi(X) for simplicity):

H0 = Z
b0
2 = Z2 ⊕ · · · ⊕ Z2 (the sum of b0 copies of Z2),

H1 = Z
b1
2 , H2 = Z

b2
2 .

The alternated sum
χ = b0 − b1 + b2

is called the Euler characteristic of a three-dimensional solid body.
We refer to [6] for an introductory exposition, of these topological character-

istics, oriented to applications. We recall that if two topological spaces (bodies)
are topologically equivalent (or homeomorphic), i.e. if there exists a continuous
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in both sides one-to-one correspondence between points of spaces, then they have
the same topological characteristics (the Betti numbers, homology groups etc.)

The Euler characteristic may be easily computed from the cubic decomposi-
tion of the solid body X. We have X as a union of cubes such that

(a) two different cubes may intersect each other only by a joint vertex, edge or
face;

(b) two different faces may intersect each other only by a joint vertex or edge;
(c) two different edges my intersect each other only by a joint vertex.

We denote by c0 the number of vertices; by c1 the number of edges; by c2
the number of faces; and by c3 the number of cubes. For instance, the cubic
decomposition of an elementary cube has 8 vertices, 12 edges, 6 faces and 1
cube.

The Euler characteristic of a three-dimensional body is given also by the
formula:

χ = c0 − c1 + c2 − c3. (1)

For an elementary cube we have χ = 8 − 12 + 6 − 1 = 1.
If X is body composed from finitely many cubes and lies in the three-space

R
3, then the particular case of the Alexander duality implies that

b2(X) = b0(R3 \ X) − 1.

Hence, in difference with higher-dimensional space, for calculating the Betti num-
bers of a three-dimensional body X it is enough to find its Euler characteristic
χ from the cubic decomposition (see (1)) and the numbers of connected compo-
nents of X and of its complement. Then b1 is given by the equality

b1(X) = b0(X) + b0(R3 \ X) − 1 − χ(X). (2)

That drastically simplifies the calculation of the Betti numbers and reduces it
to calculating of the numbers of connected components of cubic complexes.

The development of numerical methods for calculating the Betti numbers
is necessary because reservoirs may be very complicated. In particular, some
numerical approach, based on a certain discretization of the Morse theory to
finding the Betti numbers of reservoirs was exposed in [11].

2 The Betti Numbers of Digital Reservoirs

Since geological formations are natural examples of three-dimensional solid bod-
ies, it is reasonable to consider their topology for geological applications however
that was started not long ago (see [1] for oil and gas reservoirs and [12,13] and
references therein for applications to structural geology).

Let us demonstrate numerical examples of the Betti numbers of reservoirs.
Given the excursion parameter α0, we have the cubic complex

Dα0 = ∪Z(kx,ky,kz)≤α0Ckx,ky,kz

composed from all cubes for which Z ≤ α0.
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Table 1. The Betti numbers and the Euler characteristic

α0 b0 b1 b2 χ

0.1 1664 0 0 1664

477 1 0 476

5042 1 0 5041

3491 2 0 3489

0.2 4751 9 0 4742

1330 10 0 1320

18691 9 0 18682

11779 60 0 11719

0.3 6113 260 0 5853

1606 110 0 1496

32601 495 3 32109

18757 997 12 17772

0.4 1932 3682 3 −1747

487 1150 0 −663

20905 9355 329 11879

12813 9455 391 3749

0.5 245 11389 163 −10981

55 2995 29 −2911

4971 45256 4187 −36098

3713 28695 3324 −21658

0.6 18 8523 1434 −7071

1 1927 265 −1661

528 53806 18129 −35149

473 29870 11421 −17976

0.7 1 3133 4903 1771

1 545 1045 501

14 28988 29705 731

31 15949 16832 914

0.8 1 721 4132 3412

1 92 974 883

1 6658 17563 10906

3 4216 10220 6007

0.9 1 85 1488 1404

1 6 389 384

1 637 4798 4162

1 608 3171 2564



Topological Characteristics of Oil and Gas Reservoirs 189

To construct from Dα0 the topological model of the corresponding reservoir
we have to keep in mind that if two cubes do have only a joint edge or a joint
vertex then there is no percolation between them through the joint cell (edge or
vertex). The percolation between two adjacent cubes is possible only through a
joint two-dimensional face. Hence we have to unstack all such cubes and obtain
an abstract cubic complex Xα0 . This complex is the right model that respects
the percolation rules and can be chosen for industrial development.

To give an impression on the topological complexity of reservoirs we present
results of some calculations corresponding to simulated reservoirs (see Table 1).
We consider the four digital models that correspond to the exponential variogram
C(h) = (1 − e−h/R) with R = 500m and R = 1000m and to the Gaussian
variogram C(h) = (1 − e−h2/R2

) with R = 500m and R = 1000m. The data of
the reservoirs are Nx = Ny = Nz = 100, δx = δy = 100m, δz = 1m.

The numerical experiment shows the stability of the integral topological char-
acteristics (the Betti numbers weighted by a volume) under stochastic modeling,
sensitivity to the type and the rank of the variogram (see Figs. 2 and 3). The
characteristics lie on similar cycles and in both cases the inner (smaller) cycle
corresponds to the largest value of R(= 1000). Thus these characteristics can
serve as classifiers for assigning digital geological models to equivalent and as a
consequence, they have important applied values for the determination of analogs
in the modeling of poorly studied oil fields (the case of lack of information for a
reliable distribution of reservoir properties).

Fig. 2. Relations between the weighted Betti numbers of digital reservoirs for the
exponential variogram
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Fig. 3. Relations between the weighted Betti numbers of digital reservoirs for the
Gaussianl variogram

We remark that for regular (smooth) Gaussian fields the expectation of the
Euler characteristic of the excursion set was found in [14] and this approach
was extended for random fields related to Gaussian [15]. The formula for the
expectation of the number of components, i.e. of b0, is not derived until recently,
as well for the expectations of other relations between topological and metric
characteristics which are demonstrated in Figs. 2 and 3.

3 The “Bottleneck” Distance Between Digital Reservoirs

To every continuous mapping of topological spaces and, in particular, of three-
dimensional bodies

f : X → Y

there correspond the homomorphisms of their homology groups

f∗ : Hi(X) → Hi(Y ).

Given a filtration
X1 ⊂ · · · ⊂ XM

where every inclusion is treated as the embedding Xi → Xi+1 and the compo-
sitions of such inclusions give embeddings Xi → Xj for all i < j, we have for
every dimension q the homomorphism

f i,j
q : Hq(Xi) → Hq(Xj).
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The persistent homology groups [2–4] are defined as

Hi,j
q = Im f i,j

q = f∗(Hq(Xi)) ⊂ Hq(Xj).

Let us fix q. To every generator z ∈ Hq(Xi) such that z does not lie in
the image of Hq(Xi−1) → Hq(Xi), it is mapped into nontrivial elements by
homomorphisms Hq(Xi) → Hq(Xj−1) and f i,j

q (z) = 0 we correspond a point
on the plane with coordinates (i, j). Here we recall that we consider homology
groups with coefficients in Z2 and this procedure is defined for all coefficients
and also for continuous values of indices i.

The persistent diagram of a filtration (for the q-dimensional homology) is the
union U of all such points taken with their multiplicities and points of of the
diagonal (x, x) ⊂ R

2 taken with infinite multiplicities.
The persistent homology and their persistent diagrams play a fundamental

role in the modern topological data analysis [5,7].
The persistent diagrams are stable under small perturbations of initial topo-

logical data [16]. The distance between different persistent diagrams is given by
the bottleneck distance defined as follows

ρ(U, V ) = inf
η:U→V

sup
u∈U

|u − η(u)|,

where the infimum is taken over all bijections η : U → V and the norm |u| on
the plane has the form |u| = |x| + |y| where u = (x, y). This bottleneck distance
plays an important role in the optimization theory and different algorithms for
its computation were recently used in topological data analysis (see, for instance,
[17,18]).

The bottleneck distance can be used for comparing different digital reservoirs.
We present results of some numerical experiments. We compute the bottleneck
distances between the 0-dimensional (q = 0) persistent diagrams corresponding
to 8 digital reservoirs which splits into four pairs corresponding to the exponen-
tial (E) and Gaussian (G) variograms and to R = 500m or R = 1000m. This
reservoirs correspond to Nx = Ny = Nz = 25, δx = δy = 400m, δz = 4m, and

Table 2. The bottleneck distance

E500-1 E500-2 E1000-1 E1000-2 G500-1 G500-2 G1000-1 G1000-2

E500-1 0 0.11 0.11 0.12 0.13 0.09 0.15 0.16

E500-2 0.11 0 0.055 0.1 0.07 0.06 0.11 0.13

E1000-1 0.11 0.055 0 0.09 0.05 0.06 0.11 0.11

E1000-2 0.12 0.1 0.09 0 0.05 0.05 0.07 0.07

G500-1 0.13 0.07 0.05 0.05 0 0.07 0.08 0.08

G500-2 0.09 0.06 0.06 0.05 0.07 0 0.08 0.09

G1000-1 0.15 0.11 0.11 0.07 0.08 0.08 0 0.05

G1000-2 0.16 0.13 0.11 0.07 0.08 0.09 0.05 0
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the step of the discretized excursion parameter α0 (the step of the excursion
filtration) is equal to Δα0 = 0.01. Metrically these reservoirs have the same
form — 10000m × 10000m × 400m — as the reservoirs in Table 1. But we con-
sider a rough decomposition because the complexity of the calculation of the
bottleneck distance is O(n2 log n) where n is the number of points in the persis-
tence diagram and for some digital reservoirs from Table 1 we have n ≈ 50000
which makes the calculation time- and resource-consuming. Keeping in mind
that 0 ≤ α ≤ 1 and hence the distance between such diagrams is at most 1, the
data shows that this metric really distinguishes diagrams but it needs to under-
stand for which types of digital reservoirs and, in particular, for which ratios
of R and the sizes of elementary cubes this approach gives applicable answers
(Table 2).
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8. Matheron, G.: Traité de Geostatistique Appliquée. Editions BGRM, Paris (1962)
9. Dubrule, O.: Geostatistics in Petroleum Geology. American Association of Petro-

leum Geologists, Tulsa (1998)
10. Baikov, V.A., Bakirov, N.K., Yakovlev, A.A.: Mathematical Geology. I. Intro-

duction to Geostatistics. Izhevsk Institute of Computer Sciences, Izhevsk (2012).
(Russian)

11. Bazaikin, Y.V., Taimanov, I.A.: On a numerical algorithm for computing topo-
logical characteristics of three-dimensional bodies. J. Comput. Math. Math. Phys.
(Zhurnal Vychislitel’noi Matematiki i Matematicheskoi Fiziki) 53, 523–530 (2013).
(Russian)

12. Thiele, S.T., Jessel, M.W., Lindsay, M., Ogarko, V., Wellmann, J.F.,
Pakyuz-Charrier, E.: The topology of geology 1: Topological analysis. J. Struct.
Geol. 91, 27–38 (2016). doi:10.1016/j.jsg.2016.08.009

http://dx.doi.org/10.1007/s00454-002-2885-2
http://dx.doi.org/10.1007/s00454-002-2885-2
http://dx.doi.org/10.1007/s00454-004-1146-y
http://dx.doi.org/10.1090/S0273-0979-09-01249-X
https://arxiv.org/abs/1706.00411
https://arxiv.org/abs/1706.00411
http://dx.doi.org/10.1016/j.jsg.2016.08.009


Topological Characteristics of Oil and Gas Reservoirs 193

13. Thiele, S.T., Jessel, M.W., Lindsay, M., Wellmann, J.F., Pakyuz-Charrier, E.: The
topology of geology 2: Topological uncertainty. J. Struct. Geol. 91, 74–87 (2016).
doi:10.1016/j.jsg.2016.08.010

14. Adler, R.J.: The Geometry of Random Fields. Wiley, London (1981)
15. Adler, R.J., Taylor, J.E.: Random Fields and Geometry. Springer, Heidelberg

(2007)
16. Cohen-Steiner, D., Edelsbrunner, H., Harer, J.: Stability of persistence diagrams.

Discrete Comput. Geom. 37, 103–120 (2007). doi:10.1007/s00454-006-1276-5
17. Efrat, A., Itai, A., Katz, M.J.: Geometry helps in bottleneck matching and related

problems. Algorithmica 31(1), 1–28 (2001). doi:10.1007/s00453-001-0016-8
18. Kerber, M., Morozov, D., Nigmetov, A.: Geometry helps to compare persistence

diagrams. https://arxiv.org/abs/1606.03357

http://dx.doi.org/10.1016/j.jsg.2016.08.010
http://dx.doi.org/10.1007/s00454-006-1276-5
http://dx.doi.org/10.1007/s00453-001-0016-8
https://arxiv.org/abs/1606.03357


Convolutional and Recurrent Neural Networks
for Activity Recognition in Smart Environment

Deepika Singh1(B), Erinc Merdivan1,4, Sten Hanke1, Johannes Kropf1,
Matthieu Geist2,3,4, and Andreas Holzinger5

1 AIT Austrian Institute of Technology, Wiener Neustadt, Austria
{deepika.singh,erinc.merdivan}@ait.ac.at
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Abstract. Convolutional Neural Networks (CNN) are very useful for
fully automatic extraction of discriminative features from raw sensor
data. This is an important problem in activity recognition, which is of
enormous interest in ambient sensor environments due to its universal-
ity on various applications. Activity recognition in smart homes uses
large amounts of time-series sensor data to infer daily living activities
and to extract effective features from those activities, which is a chal-
lenging task. In this paper we demonstrate the use of the CNN and a
comparison of results, which has been performed with Long Short Term
Memory (LSTM), recurrent neural networks and other machine learn-
ing algorithms, including Naive Bayes, Hidden Markov Models, Hidden
Semi-Markov Models and Conditional Random Fields. The experimental
results on publicly available smart home datasets demonstrate that the
performance of 1D-CNN is similar to LSTM and better than the other
probabilistic models.

Keywords: Deep learning · Convolutional neural networks · 1D-CNN ·
LSTM · Activity recognition · Smart homes

1 Introduction

The advancement in sensing, networking and ambient intelligence technologies
has resulted in emergence of smart environments and different services for a
better quality of life and well being of the aging population. The aim are services
providing comfort and security in their private space. Among them, the research
in Smart Home (SH) has gained a lot of interest in the field of Ambient Assisted
Living (AAL) technologies. The motivation behind the smart home research is
the rapid increase in the world’s aging population. According to the World Health
Organization (WHO), the number of older people (aged 60 years or above) has

c© Springer International Publishing AG 2017
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increased substantially in the past decade and expected to reach about 2 billion
by 2050 [1].

The concept of smart homes gained popularity in early 2000s. Lutolf [2]
defined smart home concept as the integration of different services within a
home environment by using a common communication system. According to
Satpathy [3] a smart home provides independence and comfort to the residents
by using all mechanical and digital devices interconnected in a network and able
to communicate with the user to create an interactive space.

Smart home equipped with simple, easy to install and low cost interconnected
sensors are providing variety of services such as health care, well being, energy
conservation by ensuring safety and security to the residents. Activity recognition
in the home environment facilitates the remote monitoring for the purpose of
detecting so called Activities of Daily Living (ADL), residents’ behavior and their
interaction with the smart environment. The large amount of data collected from
the installed sensors is analyzed by employing machine learning models to detect
meaningful features and abnormal behavioral patterns in ADLs. Several models
have been proposed to recognize the activities inside smart homes using intrusive
and non-intrusive approaches. Activity recognition by intrusive approaches is
opposed to ethical aspects, e.g. devices such as video cameras, microphones in
private environment raise privacy concern and therefore, unlikely to be accepted
by the residents. On the other hand, non-intrusive approaches are preferable as
they include simple and ubiquitous sensors to measure activities of the residents
and the surroundings without hindering their privacy.

In the recent years, there has been extensive interest in deep learning in
the field of image analysis [4], speech recognition [5] and sensor informatics
[6]. Activity recognition using deep learning has several advantages in terms of
system performance and flexibility. It provides an effective tool for extracting
high-level feature hierarchies from high-dimensional sensory data which is useful
for classification and regression tasks [7]. Deep learning models are based on
learning representations from raw data and contain more than one hidden layer.
The network learns many layers of non-linear information processing for feature
extraction and transformation. Each successive layer uses the output from the
previous layer as input. The well known deep learning models include Long
Short Term Memory (LSTM) [8], Convolutional Neural Network (CNN) [9],
Deep Belief Network (DBN) [10] and autoencoders [11].

In this work we exploit activity recognition using convolutional neural net-
work model on publicly available smart homes dataset [12] which is an extension
of our previous work of activity recognition using LSTM model [13]. The clas-
sification of the daily human activities such as cooking, bathing and sleeping is
performed using temporal 1D-CNN model and evaluation of results has been car-
ried out in comparison with LSTM and other machine learning algorithms such
as Naive Bayes, Hidden Markov Model (HMM), Hidden Semi-Markov Model
(HSMM) and Conditional Random Fields (CRF).

The paper is structured in different sections; the introduction is followed by
Sect. 2 which presents an overview of existing work in activity recognition using
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various machine learning techniques in the field of AAL. Section 3 introduces
Long Short-Term Memory and Convolutional Neural Network model. Section 4
describes the datasets that were used and explains the results. Finally, Sect. 5
discusses the outcomes of the experiments and suggestions for future work.

2 Related Work

The section is divided into three parts. The first part gives an overview of the
existing smart home projects in the field of AAL. The second lists the available
smart home datasets and the last part presents the existing work in activity
recognition using machine learning techniques.

2.1 Existing Smart Homes

Several smart home projects have been implemented in the past decade, which
use sensors for activity recognition inside the home environment. The Gator-tech
smart house built by University of Florida contained smart appliances equipped
with sensors such as smart blinds, smart refrigerator, smart stove which moni-
tor user activities and provide services to the residents [14]. The Aware Home
developed by Georgia Institute of Technology uses radio frequency identification
(RFID) tags for the localization of the resident [15]. For the purpose of activ-
ity recognition, House n project has been developed by Massachusetts Institute
of Technology [16]. Various sensors have been installed to detect the routined
activities such as toileting, bathing and grooming using supervised learning algo-
rithms. The Center for Advanced Studies in Adaptive Systems (CASAS) intro-
duced smart home in a box technology which is easy to install and provides
various services with no customization and training [17]. Several other smart
environment efforts have been demonstrated such as Easy Living project of
Microsoft implements an intelligent environment to track and identify multiple
residents through an active badge system [18]. In all of the smart home projects
[19], activity recognition plays an important role.

2.2 Publicly Available Dataset

There has been several efforts to collect datasets from the sensors installed in the
smart homes for human activity recognition. As these datasets are important for
the research community since collecting real house annotated datasets is costly,
time consuming and difficult to obtain.

The publicly available datasets are useful as they provide the baseline for
the comparison of different machine learning algorithms. Eventually, it helps
in collecting real house dataset using the baseline by identifying loopholes (if
any) and corresponding improvement. The Table 1 summarizes the widely used
publicly available smart home datasets.
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Table 1. Publicly available smart home datasets

Dataset Number of
houses

Residents Number of
sensors

Number of
activities

CASAS [17] 7 Multi 20 − 86 11

Kasteren [12] 3 Single 14 − 21 10 − 16

Ordonez [20] 2 Single 12 10 − 11

House n [16] 2 Single 77 − 84 9 − 13

ARAS [21] 2 Multi 20 12 − 14

HIS [22] 1 Multi 20 − 30 7

OPPURTUNITY [23] 1 Multi 72 15 − 20

2.3 Activity Recognition in AAL

Activity recognition in smart home has been viewed as a promising approach to
improve healthcare services and providing independent life to the older people.
Activity recognition in SH has been broadly classified into two approaches: data
driven and knowledge driven approaches. Data driven approaches use proba-
bilistic and statistical models to learn from the datasets. Various supervised
techniques have been widely used for classification of activity such as Naive
Bayes [16], HMM [24], CRF and Support Vector Machine (SVM) [22]. The data
driven approaches support modeling of uncertainty and temporal information
but require large dataset to learn the model. Knowledge driven approaches do
not require large datasets. Instead, these approaches use domain knowledge and
prior heuristics to generate activity models, which make the model static and
limited to specific representation of ADLs [25]; additionally, they cannot handle
uncertainty and temporal parameters. Knowledge driven approaches for activity
models and recognition are categorized into three types: Mining-based approach,
Logic-based approach and Ontology-based approach.

The recent research has been focusing on activity recognition using unsu-
pervised and semi-supervised machine learning algorithms to minimize the need
of user annotation of activity datasets which requires a considerable amount of
time and effort. The K-means clustering [26] is the most common as it performs
best in temporal complexity and cluster set flexibility for large sensor datasets.
The other clustering algorithms include hierarchical clustering, Density based
clustering (DBSCAN) and Self-organizing map (SOM) which provides higher
accuracy with random datasets [27]. However, the above clustering algorithms
have some ambiguity in processing noise in the dataset. In addition, active learn-
ing techniques [28] have been used in the training process to improve accuracy
in recognizing and forecasting activities in smart home.
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3 Deep Learning

Nowadays, activity recognition using deep learning has become one of the most
preferred techniques owing to its ability to learn data representations and classi-
fiers. Their performance on different activity recognition tasks has been explored
by researchers [29,30]. Deep architectures with multiple layers of Restricted
Boltzmann Machines (RBM) handle binary sensory data and use DBN-ANN
and DBN-R algorithms for human behavior prediction [31]. Convolutional neural
networks [32] are type of deep neural network (DNN) which use convolutions
over the input layer to compute the output. Each layer applies different filters
to extract hierarchical features, dependency, translation equi-variance of data
and automates feature learning, which make it suitable to use for time series
raw sensor data. The CNN model has performed well in extracting features and
recognizing activities from the raw sensor data [33] and video frames in compari-
son to the other machine learning approaches on publicly available datasets [34].
In this paper, we performed 1D-CNN on publicly available smart home datasets.

3.1 LSTM Model

LSTM, proposed by [35], is a recurrent neural network architecture which is
capable of learning long term dependencies. LSTM has been developed in order
to deal with gradient decay or gradient blow-up problems and can be seen as
a deep neural network architecture when unrolled in time. The LSTM layer’s
main component unit is called memory cell. A memory cell is composed of four
main elements: an input gate, a neuron with self-recurrent connection, a forget
gate and an output gate [13]. The input provided to the LSTM controls the
operations to be performed by the gates in the memory cell: write (input gate),
read (output gate) and reset (forget gate). Following equations explain the way
a layer of memory cells is updated at each timestep t.

it = σ(Wxixt + Whiht−1 + Wcict−1 + bi),
ft = σ(Wxfxt + Whfht−1 + Wcfct−1 + bf ),
ot = σ(Wxoxt + Whoht−1 + Wcoct + bo),
ct = ftct−1 + it tanh(Wxcxt + Whcht−1 + bc),
ht = ot tanh ct,

where Wi, Wf , Wo are the weight matrix and xt is the input to the memory cell
layer at time t, σ being the sigmoid and tanh is the hyperbolic tangent activation
function. The terms i, f and o are the input gate, forget gate and output gate.
The term c represents the memory cell and bi, bf , bc and bo are bias vectors.

Figure 1 illustrates an LSTM single cell layer at time t where xt,ht and yt
are the input, hidden and output state.
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xt−n
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...

xt+n

LSTM ht+n+1
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Fig. 1. Illustrations of an LSTM network with x being the binary vector for sensor
input and y being the activity label prediction of the LSTM network.

3.2 CNN Model

Convolutional neural network is a type of deep neural network, consists of multi-
ple hidden layers which can be either convolutional, pooling or fully connected.
A single convolutional layer of CNN extracts features from the input signal
through convolution operation of the signal with a kernel. The activation of a
unit in a CNN represents the output of the convolution of the kernel with the
input signal. CNNs are able to learn hierarchical data representations for fast
feature extraction and classification. The CNN model has advantages when used
for activity recognition task [36]. It can capture local dependencies of the activ-
ity signal and preserves feature scale invariant, thus able to capture variations
in the similar activity efficiently through feature extraction. Figure 2 shows the
structure of CNN for Activity Recognition.

Fig. 2. CNN for activity recognition

1D temporal convolutional model used in this work, has four layers: (1) an
input layer, (2) convolution layer with multiple feature widths and feature map,
(3) fully connected layer and (4) the output layer.
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4 Experiments

4.1 Dataset

Kasteren publicly available annotated sensor datasets of three houses, as listed
in Table 1 have been used to evaluate the performance of the proposed app-
roach. The binary sensors installed in each house to monitor activities are pas-
sive infrared (PIR) motion detectors to detect motion in a specific area, pressure
sensors on couches and beds to identify the user’s presence, reed switches on
cupboards and doors to measure open or close status and float sensors in the
bathroom to measure toilet being flushed or not. The details of the three houses
with the information of the resident, the sensors and the number of activity
labels are provided in Table 2.

Table 2. Details of the datasets.

House A House B House C

Age 26 28 57

Gender Male Male Male

Setting Apartment Apartment House

Rooms 3 2 6

Duration 25 days 14 days 19 days

Sensors 14 23 21

Activities 10 13 16

Annotation Bluetooth Diary Bluetooth

The data in the experiments are represented in two different forms. The first
is raw sensor data, which are the data received directly from the sensor. The
second form is last-fired sensor data. The last firing sensor gives continuously
1 and changes to 0 when another sensor changes its state. For each house, we
performed leave-one-out cross validation and repeated this for every day and
for each house. Separate models are trained for each house since the number of
sensors varies and a different user resides in each house. Sensors are recorded at
one-minute interval for 24 h, which totals in 1440 length input for each day.

4.2 Results

The results presented in Table 3 show the performance (accuracy) of the 1D-CNN
model together with LSTM on raw sensor data and Table 4 shows the results of
the last-fired sensor data in comparison with the results of Naive Bayes, HMM,
HSMM and CRF [12]. We calculated accuracy of the model, which represents
the correctly classified activities in each time. For the LSTM model, a time slice
of (70) with hidden state size (300) are used. We implemented 1D(temporal)
convolution with a time slice of (15). 128 filters are used for each layer and 1D
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kernel sizes were 5, 5, 3, 3, 3, 3 with a fully connected layer of 128 in the end.
Dropout of 0.5 is used in order to reduce the overfitting in the data. We also
tested longer timeslices but they tend to overfit considerably. Adam method [37]
is used with a learning rate of 0.0004 for optimization of the networks and
Tensorflow library of Python has been used to implement the CNN and LSTM
network. The training took place on a Titan X GPU and the time required to
train one day for one house is 4 min for CNN and approximately 30 min for
LSTM, but training time differs amongst the houses. Since different houses have
different number of days of data, we calculated the average accuracy amongst
all days. The training is performed using a single GPU but the trained models
can be used for inference without losing performance when there is no GPU.

Table 3. Results of raw sensor data

Model House A House B House C

1D-CNN∗ 88.2 ± 8.6 79.4 ± 20.1 49.2 ± 25.6

LSTM∗∗ 89.8± 8.2 85.7± 14.3 64.22± 21.9

Naive Bayes 77.1 ± 20.8 80.4 ± 18.0 46.5 ± 22.6

HMM 59.1 ± 28.7 63.2 ± 24.7 26.5 ± 22.7

HSMM 59.5 ± 29.0 63.8 ± 24.2 31.2 ± 24.6

CRF 89.8 ± 8.5 78.0 ± 25.9 46.3 ± 25.5

*Current work, **Previous work [13]

Each model for each house is trained with leave-one-day out strategy. If
house has k days of data k-1 days are used to train and 1 day is used to test
and this processed is repeated for each day. In order to compare models average
accuracy with variance are calculated. Table 3 shows the average accuracy with
the variance of accuracies of different models on raw data from three different
houses. Among all the models, the LSTM performs the best for all three datasets
and 1D-CNN performs second best. In House B and House C, LSTM improves
the best result significantly especially on House C where the improvement is
approximately 40% from CRF and 30% from CNN.

Table 4. Results of last-fired sensor data

Model House A House B House C

1D-CNN∗ 95.3 ± 2.8 86.8 ± 12.7 86.23 ± 12.4

LSTM∗∗ 95.3 ± 2.0 88.5 ± 12.6 85.9 ± 10.6

Naive Bayes 95.3 ± 2.8 86.2 ± 13.8 87.0 ± 12.2

HMM 89.5 ± 8.4 48.4 ± 26.0 83.9 ± 13.9

HSMM 91.0 ± 7.2 67.1 ± 24.8 84.5 ± 13.2

CRF 96.4± 2.4 89.2± 13.9 89.7± 8.4

*Current work, **Previous work [13]
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Table 4 shows the accuracy on last fired data from three different houses.
The 1D-CNN matches the best performance achieved by CRF in case of House
A but drops slightly in case of House B and C. In comparison to LSTM, 1D-CNN
performs similar except a slight decrease in case of House B. It is also important
to notice the high variance in all models. Variance is halved for the last-fired
sensor data compared to raw sensor data.

5 Conclusions and Future Work

In this work, we used deep learning techniques for activity recognition from raw
sensory inputs in smart home environment. As data preprocessing and feature
engineering is expensive for real world applications especially in AAL environ-
ment, the prediction from raw input data can eliminate most of the feature
engineering efforts performed by humans. Deep learning models (1D-CNN and
LSTM) lead to significant improvement in performance, especially on raw data in
comparison to existing probabilistic models such as Naive Bayes, HMM, HSMM
and CRF. In case of last fired data, both deep learning models (1D-CNN and
LSTM) match the best performance of existing models. Although, LSTM gives
better performance than CNN in general cases, but when it comes to training
times CNN is much faster than LSTM based models. The selection of CNN over
LSTM can help in reducing time to design a prototype and see if there is a
temporal dependence between input and output. In addition, CNN also helps in
evaluating performance of different architectures to achieve best results which
could be very time consuming with LSTM.

In general, there are many future research directions of deep learning
approaches in medical applications and specifically, in ambient assisted living sce-
narios. One problem in the medical domain is that the deep learning approaches
are so-called black-box approaches, thus are lacking transparency. However, in
the medical domain trust and acceptance among end-users is of eminent impor-
tance. Consequently, a big research challenge will emerge through rising legal
and privacy aspects, e.g. with the new European General Data Protection Reg-
ulations [38], it will become a necessity to explain why a decision has been
made [39]. An interesting emerging field in the ever-increasing complexity and
large number of heterogeneous sensors (in sensor networks of ambient assistant
living) is to combine deep learning approaches with graphical and topological
approaches [40], which leads to geometric deep learning [41]. This is just to out-
line the enormous potential of future research in the area of deep learning applied
to ambient assisted living - as part of health systems.

Nevertheless, the immediate future work will be focusing on combining CNN
with LSTM to utilize the fast training time with high accuracy. More detailed
architectures search for only CNN based models is also planned to be performed.
In order to avoid overfitting, different methods will be investigated for a better
generalization. It could also be interesting to investigate the high variance expe-
rienced in some cases.
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