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Preface

This volume of CCIS contains the revised selected papers of SACLA 2017, the 46th
Annual Conference of the Southern African Computer Lecturers’ Association, held in
the picturesque town of Magaliesburg (Republic of South Africa), July 3–5, 2017. The
theme of this conference was: “Keeping Education Relevant: Infinite possibilities.”1

The goal of the annual meeting of the Southern African computer lecturers is to
provide participants with an opportunity to share ideas, while maintaining a high level of
academic input from all involved. The accepted papers reflect current trends in teaching
and learning in computer science and information systems in tertiary education.

SACLA 2017 called for papers describing educational research projects, classroom
experiences, teaching techniques, curricular initiatives, or pedagogical tools. Relevant
contemporary topics mentioned in the call for papers included:

– Keeping up with the continuous changes in the fields of computer science and
information systems

– Keeping up with changes in technology2

– Adapting to new generations of students
– Keeping relevant by collaboration with industry
– Keeping relevant by “regionalizing” curricula
– Relevance of program/curriculum design
– Didactics and methods of teaching and assessment
– Ethical problems
– Transition of newly graduated school pupils
– Transition of newly graduated students into industry
– International comparability of degrees and levels of knowledge and skill
– Separation or combination of teaching and research
– General matters: best/worst practices, success/failure experiences

The Program Committee comprised 53 members, 30 of whom were from outside
South Africa. Each submitted paper was reviewed by three members of the Program
Committee in a rigorous, double-blind mode, whereby especially the following criteria
were taken into consideration: novel research contribution, methodological soundness,
theoretical framing and reference to related work, quality of analysis, and quality of
writing and presentation. Of the three reviews for each submission, at least one was
provided by an international reviewer (from outside South Africa). After the interna-
tional dissemination of our call for papers, 63 submissions were initially received and
carefully reviewed; 40 of them were chosen for presentation at the SACLA 2017
conference,3 39 of which were actually presented. Of these submissions, 22 revised

1 http://sacla2017.nwu.ac.za.
2 For comparison, see LNET, http://www.springer.com/series/11777.
3 The entire program can be obtained via http://sacla2017.nwu.ac.za/shortprogram/.
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http://www.springer.com/series/11777
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selected papers (plus the extended abstract of the invited keynote lecture by Grandon
Gill) were finally included in this volume of CCIS as the conference’s most noteworthy
contributions.

The overall paper acceptance rate for this book is thus 35%, which shows our
commitment to high academic quality.

We were fortunate to have a keynote speaker from the USA, Grandon Gill; the
extended abstract of his invited lecture is included in this volume. Moreover, the paper
by Anwar Parker and Jean-Paul van Belle (see Table of Contents) received the con-
ference’s Best Paper Award.

Affiliated with our conference was a local workshop on the topic: The South African
Computing Accreditation Board (SACAB): Implementation and Documentation.

We extend our thanks and appreciation to the conference’s Organizing Committee,
colleagues, and friends who contributed to the success of SACLA 2017. On behalf
of the SACLA community, we also wish to express our deepest appreciation to our
sponsors: AdaptIT, IITPSA, IBM, NWU Potchefstroom campus, and SAP. Thank you
to the authors, as well as the invited speaker, for having chosen SACLA 2017 as the
forum for communicating their noteworthy insights and interesting thoughts. A further
word of thanks goes to the members of the Program Committee, who all provided
extensive and insightful reviews. Last but not least, many thanks also to the helpful
staff of Springer, who have made this CCIS publication possible.

Throughout the remainder of this book, ICT stands for information and commu-
nication technologies, comprising computer science, informatics, information science,
and similar (related) areas of studies (which cannot be sharply distinguished from each
other).

We wish our readers a fruitful reading experience with this volume of CCIS, and we
look forward to the continuation of the SACLA series in the following years.

August 2017 Janet Liebenberg
Stefan Gruner

The supporters and sponsors of SACLA 2017 are herewith gratefully acknowledged.
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Blending IT Research and Teaching to Create
a more Locally Relevant Curriculum

(Invited Lecture)

Grandon Gill

Department of Information Systems and Decision Sciences,
University of South Florida, Tampa, USA

grandon@usf.edu

Abstract. This short-paper summarises the invited keynote lecture presented to
the SACLA’ 2017 conference in Magaliesburg on the 4th of July 2017.

Keywords: Locally relevant curricula � Theory of case studies � Invited keynote
lecture

Extended Abstract of the Invited Keynote Lecture

Case studies come in many forms [3, 5, 6]:

Research case studies tell a story of cause and effect and are closely tied to theory.
They achieve rigor through triangulation — melding multiple types of data sources,
analytical approaches, investigators, and theories. They are published in the same
type of outlets as other forms of rigorous research.
Teaching cases are ore diverse in their objectives [7]. Examples cases provide
complete stories that resonate with students and practitioners. Walkthrough cases
allow a facilitator to guide students through complicated real-world procedures.
Exercise cases provide students with access to real-world problems.
Discussion cases are the type of case studies pioneered by institutions such as the
Harvard Business School. They are designed for a specific purpose: as a basis for
classroom discussion [1]. They nearly always begin by laying out a decision that
needs to be made by an individual, referred to as the protagonist. They then provide
the reader with a rich description of the context in which the decision is being made,
supported by exhibits drawn from the site of the case. The ‘classic’ discussion case
can be described as

– open: having no ‘right’ solution but, instead, offering many possible approaches
to the decision, some of which make sense, some of which do not;

– authentic: based on observations of a real-world situation, as opposed to a
fictional organization;

– detailed: supplying enough detail to support a discussion of one to two hours.



Discussion cases are particularly appropriate for situations of high extrinsic com-
plexity [4]. These types of situations exist where combinations of factors determine the
fitness [2] of the options available for a decision, rather than individual attributes. High
extrinsic complexity environments tend to be very situation-specific (i.e., context-
dependent). In today’s world, such situations are encountered more and more com-
monly. What is needed to address these situations is judgment — which is the skill that
discussion cases are most suited to develop.

An inevitable problem encountered when using discussion cases results from their
context-dependence. A case study written about a CEO’s decision for a major U.S.
American corporation is likely to be of little value to an undergraduate coming from
rural South Africa. While the need for judgment exists in both settings, it is very
unlikely that such a case will resonate with students who cannot perceive its relevance.

There are huge benefits to developing case studies of local organizations, both
businesses and governmental. While the development of local case studies will not lead
to the types of publication prized by the traditional academic research community, they
will serve to build the researchers’ skills of observation and interviewing. The devel-
opment of these cases will also serve to build relationships between university scholars
and the local stakeholder community. Such relationships with key stakeholders will be
of inestimable value when university budgets are threatened or when the value of
academic research is questioned. In conducting research associated with case devel-
opment, scholars will also become acquainted with the types of activities their grad-
uates will be performing in the workforce, which can inform the curriculum. Most
importantly, the preparation and discussion cases will engage students in a way that
complements the existing curriculum.

References

1. Gill, T.G.: A protocol online case discussion. Decis. Sci. J. Innovative Educ. 3(1), 141–148
(2005)

2. Gill, T.G.: Reflections on researching the rugged fitness landscape. Informing Sci. 11, 165–
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The iGeneration as Students: Exploring
the Relative Access, Use of, and Perceptions

of IT in Higher Education

Anwar Parker and Jean-Paul van Belle(B)

Department of Information Systems, University of Cape Town,
Cape Town, South Africa

PRKANW001@myuct.ac.za, jean-paul.vanbelle@uct.ac.za

Abstract. This paper explores iGeneration age students as they
encountered e-learning in higher education. The case was that of the Uni-
versity of Cape Town (UCT). The paper examines the iGeneration as a
distinct technologically enhanced generation and describes them within
the context of first-year students with specific technological capabilities
and needs. It was found that, although the literature strongly suggested
that their technological preferences would outweigh those provided at
tertiary education, they showed positive attitudes towards the use of
technology at tertiary level. As such, the expectations associated with
a new generation may not necessarily warrant a reform in order to suit
the generation. However, the findings suggest a high degree of consensus
amongst the majority of responses indicating that, as per the literature,
that they may be identified as a homogenous sample. Furthermore, it
is believed that these students value the role that technology plays as a
facilitator towards education, especially at university.

Keywords: Information technology · Higher education · iGeneration ·
Generational characteristics · Students ·Technology attitude · e-Learning

1 Introduction

Technology has a strong influence on the ways in which computers and the inter-
net are adopted in the home, at schools, and at work for the ‘iGeneration’ [6]. The
integration of technology in the learning may facilitate innovative and learner-
focused learning experiences [10]. However, there exists little historical data
regarding digital media consumption of iGeneration students [5]. Further inves-
tigation into the appropriate technologies and teaching methods may be able to
improve the learning experience for specific generations [6,14]. For instance, the
rapid exposure to technology has facilitated the development of multi-tasking as
a skill that requires constant stimulation [21]. This research premises that teach-
ers and educational institutions have a responsibility to change to the assumed
demands of new generations [8].

c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 3–18, 2017.
https://doi.org/10.1007/978-3-319-69670-6_1
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Each student generation has technological preferences when it comes to, for
example, communication; for instance, the ‘baby boomers’ prefer face-to-face and
telephonic conversations [21]. However, the iGeneration prefer instant messaging
in contrast to making or receiving phone calls [21]. There may, therefore, exist a
technical skill gap between iGeneration and their ‘digital immigrant’ university
teachers which may create a disconnect [5]. In brief, “prior generations have to
restructure their traditional teaching methods to suit the later generation’s new
and technological enhanced methods of learning” [6] (p. 262). Our research was
driven by three primary questions:

1. How do iGeneration students use technology to connect and communicate
with various people on campus?

2. What relative importance do iGeneration students attach to having access to
more or better technology for themselves?

3. To what extent does iGeneration students’ use of technology enable them to
understand, demonstrate their understanding, or study on their own or with
others?

The research objectives provide guidance towards the answering of the research
questions [16]. Considering the questions proposed, the following objectives were
pursued:

– to explore PC ownership among first-year students and the use they make of
computing facilities;

– to explore student perceptions of ICT-based learning;
– to explore student attitudes towards ICT as a learning tool in higher educa-

tion;
– to explore what technologies iGeneration students use to connect and com-

municate with various people on campus;
– to explore how important access to more or better technology is for iGener-

ation students;
– to investigate how technology has facilitated their understanding (including:

demonstrating their understanding) of course content by themselves or with
others.

The value derived from the research is justified by providing an overview of the
relative access, use of and perceptions towards IT in higher education. Most
previous studies tend to focus on a specific technology (e.g., YouTube or mobile
phones); this research does not. Thus, it allows for a usable foundation towards
further studies based on the findings thereof. Furthermore, the implications may
also be used within regard to the development of further academic streams based
on the findings. Lastly, “through the emergence of technology, students have bet-
ter access to information anytime and anywhere, allowing learning to become
more convenient and flexible, enhancing communication and connection with
their instructors and amongst their peers, giving better control over when to
engage in course activities and offering improved learning overall” [10] (p. 22).
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2 Literature

2.1 The iGeneration

Students of the iGeneration are seen as a distinct new generation of
technologically-enhanced learners [15,21]. ‘Generations’ can be defined as “bands
of time which include the birth years of individuals that share similar charac-
teristics as shaped by events and circumstances surrounding their lives” [6] (p.
261). In regard to the iGeneration, they have grown up with digital technology
and have an information-age mind-set [6]. In other words, due to their exposure
to digital technology, they have a lower tolerance to delays, and require infor-
mation at their fingertips [6]. The name of the iGeneration is “so called because
their use the iPhone, iPod, iPad (and iEverything), who have redefined commu-
nication not only by their acceptance of and hunger for new devices, but because
of their sometimes overwhelming reliance on technology for being in touch with
others and interpreting their world” [21] (p. 2).

For the iGeneration there are various opinions as to when this generation had
begun. According to [6] these individuals were born from 1992 onwards, whereas
[5,15,21] also argued that they were born in the 1990s, even though some stated
that these students were born from the 2000 s and onwards [8].

There are various other names associated to the iGeneration: [18] identi-
fies this generation as ‘Generation Y’. Other names identified by Sternberg
include the ‘Net Generation’, ‘Dot-Coms’, ‘Echo-Boomers’, ‘Generation X2’,
‘Generation-D’, the ‘Nexters’, ‘Generation Next’, ‘Boomlets’, and the ‘Nintendo
Generation’. Finally, [20] identifies them as ‘Generation Me’. Although there
exists a variation and overlap of naming conventions amongst authors, ‘iGener-
ation’ was the most notable one [6].

The iGeneration have high expectations and expect tailored items based on
their wants and needs. Within an academic context, this may pose a problem
towards their lecturers [6]. In addition, their likes include that of multi-tasking,
communication technologies, virtual social worlds, and brands advertising
[15,21]. However, the concern is with defining and labelling groups of people
is that it can lead to problems of misrepresentation and generalisation; or that
these generations (e.g. Net Generation) may not necessarily be homogenous in
their use of technology: “skill and comfort level with technology differs within the
generation” [14] (p. 475).

The iGeneration consumes technology at a rapid pace. In [15] (p. 8) their con-
sumption is described as a “thirst for any mobile technology”, whilst [21] (pp.
2–3) compliments this claim with the statement that the iGeneration “rede-
fined communication not only by their acceptance of and hunger for new devices,
but because of their sometimes overwhelming reliance on technology for being
in touch with others and interpreting their world”. The transformation of the
cell phone into a media content delivery platform facilitated an explosion in
consumption patterns [12].
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2.2 Criticisms Against Technology Consumption

Technology consumption has an impact on behavioural development: “we expect
more from technology and less from one another and seem increasingly drawn
to technologies that provide the illusion of companionship without the demands
of relationship” [19] (p. 3). In [21] the views of [19] are supported according
to which human beings could not do without the immeasurable and instant
connectivity associated with technology. The repercussions of this are noted in
[5] whereby iGeneration and generations to come may inaptly lose certain social
mechanisms such as empathy. This was attributed towards the over-emphasis
on left brain activity from which we use to engage in with digital consumption
[5]. Additionally, these new technology-driven platforms has also created a new
medium by which social abuse can occur [14]. In [21] the association of social
defects w.r.t. technology, such as attention-deficit disorder and inattention, is
suggested.

2.3 Education and Technology

Technology provides a way in which learning can be personalised and maximised
towards the student. Such technology can also be in the form of mobile learning
technology that is personalised towards students with cognitive, physical, and
sensorial disabilities [3]. In [2] (p. xvi) specifically the close relationship between
technology and pedagogy was noted, and how the “scope and style of pedgogy
change as the technology changes”. However, [2] critiques technologies within the
context of the net generation in that technology does not necessarily have an
educational capacity. On the other hand, [13] (p. 134) specifically made reference
to higher education and their “well-established trends toward non-adoption of
new technologies”. Pedagogy needs to set the standard and technology would
need to adhere to that standard in order for for realisation to occur [1,11].
A mismatch between the required and set standards may lead to a failure in
educational technology being utilised [11].

Students of the iGeneration consume technology as it comes, and mould offer-
ings to their personalised needs [21]. For example, learning management tech-
nologies have facilitated consumption behaviour to a great extent as e-learning
tools [4]. On the other end, the effectiveness of these tools is based on the pur-
pose they serve for the users and the way in which they are implemented [17].
The Digital Age does, however, allow for further usability and flexibility, along
with mobility for users to consume technology at a rate at which they please
[3]. In other words, technology as a determining power is almost extinguished
as it is determined by the needs of the consumers [11]. In brief, technology has
become an integral part of education; however, educational offerings have not
necessarily been adjusted to current technological trends.

3 Method

A positivist, quantitative, cross-sectional research approach was chosen to answer
the research questions in the introduction. The authors acknowledge that this
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limits the in-depth understanding of the unique, lived experiences of the individ-
ual students, and foregoes the richness and understandings of the complexities
underlying these realities, but this approach will allow for a hopefully generaliz-
able ‘big picture’ view.

The research instrument used here was based on a similar study that aimed
to explore “the experiences of first-year students as they encountered univer-
sity e-learning” [7] (p. 724). The development of the instrument was developed
with reference to [9] as well as the Educause ECAR studies. In addition, the
instrument was intended to collect baseline data about keys aspects of students’
use of technology in both their social and academic lives [7]. The four sections
include demographic characteristics of the respondents; access to technology; use
of technology in university; and course-specific uses of technology. Adjustments
were made where applicable in order to tailor the instrument to a South African
audience, and the final instrument is available from the authors on simple email
request. The sample population was students enrolled in three large Faculties
at University of Cape Town (UCT), namely commerce, humanities, and science.
Within each faculty, the research instrument was limited to first-year students
as they were identified as the most appropriate reflection of the iGeneration and
least accultured to the status quo of teaching practice at the university. Par-
ticipation was voluntary with informed consent, anonymity and confidentiality
attended to.

4 Data Analysis and Discussion

The analysis is constructed under four main headings: the demographic char-
acteristics of the respondents, access to technology, use of technology, and the
specific use of technology in courses.

4.1 Demographic Analysis

In total, 86 valid responses were received with a predominance of female respon-
dents: two-thirds, i.e. 65%, of the respondents were female, 34% were male, and
one respondent did not answer. 32 responses were from the Humanities, 37 from
the Science Faculty, and 17 from Commerce.

The students’ attitude towards technology was measured using four items.
Each item was scored using a 5-point Likert scale response; (note that the mean
response in Fig. 1 and subsequent similar type charts is suffixed to Y-axis labels
between brackets). Figure 1 indicates that the student attitude towards technol-
ogy at university is positive with 57 respondents indicating that it would be
useful, 42 were confident about using technology at university, 41 were excited
about the technology, and 50 disagreed that they were not interested. In all cases,
this is statistically highly significantly (p < 0.001) different from neutral (‘3’).

Figure 2 provides an overview of computer access amongst first-year respon-
dents. Of 86 respondents, 82 indicated ownership of a device. Most students
(84%) indicated that they owned a laptop computer, whereas only 18% owned
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Fig. 1. 1st-year students’ attitude towards digital technology

Fig. 2. Distribution of respondents’ computer access

a personal computer (desktop PC). However, the contrast between laptop own-
ership and PC public access becomes evident as 62% of respondents indicated
they made use of public resources (i.e. university computer room, internet caf,
or library). Thereby, 77% of the respondents said that their PC fully meets their
needs. In this case, PC refers to both laptop and personal computer (PC) as
highlighted in Fig. 2. The remaining respondents bar one individual (22%) indi-
cated that it mostly met their needs. Of all respondents, 41 (47.7%) indicated
their mobile device made use of an ‘Android’ OS, 32 (37.2%) an Apple ‘iOS’,
8 (9.3%) as ‘Windows’, and Other accounted for 5 (5.8%). The majority of the
‘Other’ specified Blackberry as an operating system. Perhaps, in South Africa,
we should speak of the ‘A(ndroid)-Generation’ instead of the iGeneration?

Figure 3 represents the relative importance of IT for studying, specifically
highlighting 3 key use-cases and 3 devices. From the devices the computer scored
the highest with a count of 80 for ‘Importance’, eclipsing even mobile devices
(count = 56). The rated importance of the computer appears to be somewhat
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Fig. 3. Relative importance of IT for studying

paradoxical given that making and manipulating digital content was rated the
least important IT task. This highlights the fact that receiving digital content
is not necessarily always preferred on a mobile device. Interestingly, when asked
the same questions, i.e.: about the relative importance of IT uses and devices
for leisure, there was a noticeable shift of relative importance in favour to that
of the mobile which 79 out of 86 rated ‘Important’. Receiving digital content
also became more important in the leisure/personal environment than the study
context, whereas transporting data was perceived less important in the private
sphere.

4.2 Use of Technology

Respondents were asked (by means of a slider) to indicate their average exposure
to a computer screen per day. The average of the reported exposures to a com-
puter screen was 6.2 h per day (but with a relatively high standard deviation of
3.7 h). Respondents indicated their average daily connectivity to the internet for
studying purposes per day to be just below that with 5.8 h (but an even higher
standard deviation of 4.2 h).

Figure 4 indicates how often respondents used specific technologies. Not sur-
prisingly, instant messaging (IM), social media, emailing and texting is a more-
than-daily activity for the majority of the students. Streaming audio or video is
also done by almost all students—not as frequently though still almost daily—
by close to half the students. Surprisingly, most students also use wikis at least
weekly, although the question phrasing makes it unclear whether they actually
contribute to wikis or just read them. The least frequent activities were shop-
ping online (53 out of 86) and blogging (39 out of 86), which are larger and more
time-consuming; however, more than half of the students has never shopped
online, which was somewhat of a surprise to us.
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Fig. 4. Relative estimation of IT use

Fig. 5. Relative use of IT for studying purposes

Figure 5 indicates the relative use of IT for studying purposes. Perhaps not
surprisingly, tools such VOIP, chat rooms, social media, IM and texting are used
only by a small minority for studying purposes. This is in contrast to social life
and leisure where half or more of the respondents use VOIP (43 i.e. 50%), social
media (95%), IM (96%) and texting (61%). So, interestingly, their use of these
tools in the private sphere does not seem to transfer to the study or academic
sphere.

When asked about their self-rated efficacy of performing IT-related tasks,
it was quite surprising to find that the majority of students do not rate them-
selves very confident in a number of crucial e-literacy areas (Fig. 6). Although a
good majority rated themselves pretty or very confident in the areas of learning
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Fig. 6. Relative confidence in IT, with ∗∗ = p < .01 and ∗∗∗ = p < .001 different from
‘reasonably confident’

management systems (LMS), presentation software, spreadsheets and computer
maintenance, the median student only rates him- or herself as reasonably confi-
dent in the areas of blogging, online library resources and, quite crucially, com-
puter security. Given the essential nature of the latter two skills in an academic
environment, this calls in our opinion for urgent remedial intervention. Also
interesting is that, contrary to perceptions, the iGeneration still does not feel
comfortable with manipulating multimedia such as graphics, video, or audio with
less than half of the students having reasonable confidence in their own ability
to do so.

4.3 Course-Specific Use of Technology

Students were asked what type of technology use was required by their courses.
Unsurprisingly, the use of UCT’s LMS ‘Vula’ system indicated the highest,
almost universal count of 84 with email (72) having the second highest count
(Fig. 7). The use of online quizzes and online tests scored as high as the access to
course websites, by 55% of respondents. Although the use of electronic books or
journals seems low, it must be remembered that these were first-year students;
senior students are more likely to be required to use library resources for their
course work. Other technologies such as wikis, blogs and social networking sites
appear to be required only for a small number of students.

An interesting analysis looks at the iGeneration’s preferences of electronic
versus paper (i.e. material) format. Course material media preferences were
measured across 5 categories. The majority (42%) indicated that they prefer
mostly to read course materials on screen, and a further 33% ’always’ read
on screen. Only a minority of 14% indicated that they mostly ‘print out’.



12 A. Parker and J.-P. van Belle

Fig. 7. Distribution of respondents’ course-required IT usage

Fig. 8. IT experiences in courses, with ∗ = p < .05 and ∗ ∗ ∗ = p < .001 different from
‘neutral’

This attests to the iGeneration being fully accustomed to electronic-only media,
although issues of environmental sustainability and financial reasons may con-
tribute to this attitude; further research could validate the motivations.

Finally, the students’ perceptions of IT experiences in courses was also
probed. Most students agree that IT is easy to use, allows them to interact, seems
important for the courses and also taught them new skills (Fig. 8). Generally,
they disagreed (statistically significantly) with the statements that it distracted



The iGeneration as Students 13

them from the course content or was not worthwhile. However, there was no
strong signal that whether IT is second best or not when compared to tradi-
tional methods, or even if it requires too much time. On the whole, though,
these results indicate a positive attitude towards IT in courses.

5 Findings, Implications, and Limitations

5.1 Summary of Findings

Access to Technology. The majority of respondents (62%) relied on public
access (i.e. university computer room, library, etc.) for PC access. On the other
hand, the majority of laptop access was through ownership (84%). Within regard
to the computer ownership, 77% indicated that their devices fully met their
needs. Network access points plays a critical role for access to resources and
technology—34% relied on the student or student network for internet access
while 28% relied on their wireless mobile connection for internet access. The
device ownership was expanded beyond computer to include secondary devices
too; of the respondents, all respondents owned a mobile phone and 91% owned a
memory stick or card. The relevance of a mobile device became clear when 84%
of respondents indicated that this was their most treasured device. Lastly, the
relative importance of IT was measured for both studying and leisure using a
3-point scale. Within regard to IT for studying, the respondents indicated that
a computer (80) was the most important with the highest count, although their
mobile was the most important (79) for their leisure use.

Use of Technology. Mean reported exposure levels to both a computer screen
and the internet for studying purposes were 6.22 and 5.79 h respectively, but
with great variability in the responses. Respondents were asked to indicate their
internet access points across 10 different locations against ‘when studying my
course’ and ‘when not studying’. The most notable figures were that of 95% using
university computer lab rooms for ‘when studying my course’ and 92% using the
university’s library; this indicates a high reliance on university resources for
studying purposes. In contrast, the majority of respondents indicated that they
utilised their permanent home as an internet access point when not studying with
a count of 56 (65%) or the use of their mobile internet with a count of 43 (50%).
In addition, they were also asked to indicate their relative estimation of their
IT use across 10 categories. Perhaps surprising, most (62%) of the respondents
have never done online shopping; predictably, instant messaging (91%), emailing
(62%), and social media (63%) were used several times a day. The survey the
continued to ask the respondents about their social media activity. Thereby,
98% of students used social media before university; however, 67% indicated
that their use of social media has increased while being at university. First-
year students are not knowledge creators (yet): 77% have made no contributions
towards a blog, and 93% never made a wiki contribution; hopefully life at a
higher education institution will instill more of a knowledge creation attitude.
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In regard to the relative use of IT for studying purposes, most students do not
use the tools they employ frequently in their private (social and leisure) spheres
in their academic roles: texting (69%), social media (58%), chat rooms (70%),
and VOIP (79%) were never used by students for academic purposes even though
the majority of students used them privately. Students were asked to measure
their relative confidence of IT across 9 categories. Not surprisingly, they were
quite confident of their skills using LMS (e.g. Vula), presentation and spreadsheet
software. Disconcertingly, they were not very confident in their own perceived
skills in respect of cyber-security and accessing online library resources; this issue
would require educational attention. Contrary to expectation, the iGeneration
has a very low confidence in manipulating multimedia (audio, images, video) or
collaborative knowledge sharing (wikis and blogging).

Course-Specific Use of IT. The use of specific IT for course activities,
revealed a surprisingly high use of online quizzes (55%) but low use of e-Books/e-
Journals (38%) and even less for wikis (15%) and blogs (10%). The iGeneration
no longer relies on printed materials, with a large majority reading and creating
their materials in electronic format only—only 14% still prints much of their
materials—although the motivation for this was not investigated. On the whole,
students displayed a very positive attitude towards the use of technology in their
courses, given that the majority of students perceived them to be relevant, useful
and important to their courses and imparted new skills.

5.2 Research Questions and Implications

How do iGeneration Students Use Technology to Connect and Com-
municate with Various People on Campus? The findings suggest that
students primarily rely on their access to the university/student network for
internet access. Furthermore, although their mobile device was suggested as an
important tool for studying, it showed a greater inclination towards that of a
personal device rather than a study device. In addition, the relative importance
of internet access was justified by the students indicating a high score for com-
munication. This suggests that the majority of communication is digital. Lastly,
social media and instant messaging played big roles for communication within a
personal capacity, but instant messaging (i.e. WhatsApp) also played a big role
as medium of communication for studying purposes.

What is the Relative Importance to iGeneration Students to Have
Access to More or Better Technology for Themselves? The majority
of respondents indicated positive attitudes towards the use of technology in
higher education. This suggested that the technology made available by the
university satisfied their needs and had a great relevance for their studies. The
majority also indicated that the technology that they encountered as easy to
use, opened interaction and communication, and facilitated the development of
new IT skills. Lastly, the majority of respondents indicated that their access
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to certain technologies (i.e. computer) had fully met their requirements thus
indicating that there was no need for better technology.

Cross-tabulation analysis suggests that the perceptions of importance do not
differ across different cohorts of students. The attitudes and perceptions regard-
ing the relative importance and use of IT within higher education indicates that
responses do not vary much across faculty (i.e. Commerce, Sciences, and Human-
ities) nor across gender. This suggests that their attitudes and perceptions are
uniformed as suggested by the literature that iGeneration students are seen as
a unit.

To what Extent has iGeneration Students’ Technology Use Enabled
them to Understand and Demonstrate Their Understanding, or to
Tudy on Their Own or with Others? The majority of respondents indicated
that technology within courses has not only allowed them to learn and develop
more skills, but it also provide a critical role towards course-specific learning
tasks as well as communication facilitator as the majority of communication is
in that of a digital format. Email and instant messaging are the key mediums
of communication that help enable them to study on their own or with others.
With respect to their academic studies, students agreed that the role of IT was
critical.

5.3 Limitations

Our research was done in a cross-sectional timeframe and at a single higher
education institution. The sample, with 86 responses, was also relatively small.
Thus care should be taken in trying to extend the findings to the student body
for South Africa as a whole. Only gender and faculty affiliation were used as
demographic variables, and no significant influence of these demographics was
found in the results. Other variables may well have a significant impact, e.g.:
learning style, educational or socio-economic background, e-literacy and com-
puter efficacy. Finally, the research was a positivist, quantitative survey. No
prior theoretical model was used, so hardly any inferential statistics were possi-
ble; analysis was limited mostly to descriptive statistics. No in-depth, nuanced
analysis of individual attitudes, differences in perspectives and views, motiva-
tions, rationales, expectations or mechanisms was possible; qualitative research
approaches would complement the descriptive picture provided.

6 Recommendations

Our research, having followed an quantitative, mostly descriptive strategy, did
not however consider the qualitative aspect of exploratory research. This may be
expanded in future research to accommodate a better conceptual understanding
of student attitudes and perceptions regarding the relative use and importance
of IT in higher education, and in doing so having a mix-methods approach.



16 A. Parker and J.-P. van Belle

Our research also considered the relative attitudes and relative importance
of IT in higher education from the perspective of one single subgroup, i.e.: first-
year students. As per literature, the iGeneration—having been born in 1992 and
onwards—could have been studied w.r.t. how their attitudes towards the relative
importance and use may vary from first-years to that final-year students, as both
could be classified suitably within the iGeneration band of time. In doing so, the
variation in perceptions could further validate the results as per similar studies.

A larger sample size, stretching across multiple higher education institutions
and across more faculties, would allow for a greater response as well as a greater
variation in responses. Based on the initial findings; however, little variation is
expected based on the profiling of this particular generation, but this may be
explored further.

Lastly, the use of a conceptual model may be established to further guide
similar research beyond that of the relatively technology acceptance models in
order to better understand the high-level perceptions of technology usage within
an academic context.

7 Conclusions

The purpose of our research was to explore the relative use and attitudes towards
IT within higher education amongst iGeneration students. The literature review
explored the iGeneration as a generation and their technology consumption.
This was followed by a section on the role technology plays within the context
of pedagogy. A quantitative survey was conducted among first-year students in
the three largest faculties of a leading South African university. The analysis
provided an insight into the relative use and attitudes. In doing so, communica-
tion technologies were deemed important, but they were differentiated based on
studying purposes and that of academic application. In addition, it was found
that technology played an integral role as an enabler as in the case of a reliance
on university infrastructure to facilitate communications. Other aspects included
the lack of variation across student cohorts regarding the attitudes and percep-
tions, but this could be explored further. Lastly, it was found that the tech-
nologies utilised proved to be sufficient regarding the needs of the iGeneration
and that the majority of the technologies utilised were those provided by the
institution rather than personal technologies.

Some findings supported some assumptions about the iGeneration, but
debunked some others. For instance, the survey confirmed their dependency on
mobile phones using IM, SNS, texting or VOIP for leisure/personal use; however,
this is not carried over into their academic context or roles where they actually
own and prefer to use their laptop and use email but not IM, SNS or VOIP.
On the one side, very few of them rely on printed materials, prefer to consume
and create electronically. They felt happy with the relatively high use of and big
reliance on technology in the academic context. On the other side, they profess a
lack of skills in the use of online library resources or cyber-security. Also surpris-
ing was their lack of ability to manipulate multimedia materials as well as their



The iGeneration as Students 17

lack of participation in collaborative knowledge creation such as contributing to
wikis or blogs. Educators would do well to address these gaps in the university
curriculum.

Future research is recommended but it can build on our findings. A qualita-
tive approach may useful to explore some of the findings that were not expected.
It will also allow for a more accurate and nuanced representation of student
perceptions regarding the relative use and attitude towards IT in higher edu-
cation. Larger, more representative samples, especially at other tertiary educa-
tional institutions, would lend more credibility to the results and allow for more
confident generalization of the findings presented here. Finally, other variables
regarding the demographics of the respondents should be considered to fully
understand how variations may occur based on aspects such as learning styles,
or prior technology and education experiences.
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Abstract. The growing presence of digital media in the lives of univer-
sity students signals a change in how use of such media in educational
contexts should be viewed. Institutional focus on technologically medi-
ated education and the promotion of blended learning initiatives fur-
ther serve to encourage media use in academic settings. Scant attention
has been afforded to the potential negative consequences arising from
heightened media engagement. This is especially the case in areas of
study where technological artifacts are often the medium and the sub-
ject of interest, for instance the computer and information sciences. In
this study a survey was done to investigate students’ use of media, as
well as the behavioural beliefs, norms and motivators surrounding such
use.

Keywords: Media multitasking · Beliefs · Norms · New media ·
Students · Behaviour

1 Introduction and Research Questions

With the growing ‘hype’ surrounding Blended Learning and the potential bene-
fits of digital technology in tertiary institutions, the prospects of negative impli-
cations associated with the use of personal digital media in educational set-
tings are seldom considered. We regard this position to be particularly ten-
uous in light of the growing body of knowledge suggesting the potential for
negative consequences associated with digital media use in academic settings
[5,11,17,20,28,31]. Mobile digital media devices such as laptops, tablets and
smartphones have become ubiquitous on today’s university campuses [9]. The
ubiquity of media, as well as the characteristics inherent in modern digital media
have contributed to the growing prevalence of continuous media use among the
current generation of university students. In describing members of this gener-
ation, which includes current university students, as the ‘net generation’ [29]
or the ‘digital natives’ [26], the significant role media plays in shaping their
lives is further highlighted. Increasingly, students are engaging in media multi-
tasking behaviour, rapidly switching between numerous ongoing activities. Such
behaviour has been shown to reduce the ability to pay attention to individual
c© Springer International Publishing AG 2017
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tasks [13,16]. These outcomes suggest that media multitasking implies cogni-
tive costs, impeding the processing and encoding of information into long term
memory—key functions necessary for learning to take place [16]. Studies in this
area indicate that there exists a negative correlation between media multitasking
frequency in academic contexts and academic performance [31]. Owing to the
ubiquity of extensive media use and media multitasking behaviour amongst con-
temporary student populations, the development of a deeper understanding of
the beliefs, norms, motivations and nature of students’ media use is of substantial
importance.

In addition to the ubiquity and presence of media in students’ lives, the
increased institutional focus on technologically mediated education and the con-
tinued promotion of blended learning and e-learning initiatives imply that the
opportunities for students to use media whilst in academically focused situations
are greater now than ever before. Blended learning typically involves the inte-
gration of physical, face-to-face, lecture-based learning opportunities with online
learning experiences [14]. Through blended learning, digital media use in acad-
emic settings is not specifically discouraged, rather, it is explicitly encouraged.
This is especially noticeable with the structural interventions in many academic
institutions such as Wifi access points in lecture halls and the increasing promi-
nence of e-learning environments. Furthermore, the use of digital media technolo-
gies is particularly commonplace in areas of study where technological artifacts
are often the medium and the subject of interest, for instance the computer and
information sciences. Within these academic subjects students typically conduct
assignments and projects on devices such as desktop computers, laptops, tablets
and even smartphones.

University students are characterised as being members of the ‘net gener-
ation’ [29], a cohort displaying an unprecedented propensity for engaging and
interacting with digital media, both throughout their everyday lives, as well as
in the course of their academic experiences [8,17]. Exemplifying this line of rea-
soning, a recent EDUCAUSE Center for Applied Research (ECAR) study (with
≈ 50, 000 respondents in 11 countries at 161 universities) indicates that 98% of
the students posses a mobile computing device (laptop, smartphone or tablet),
capable of Internet connection [9]. While one may reason that these statistics
are reflective of the students in developed economies, a study of mobile phone
use by South African university students [24] found that only 1% did not own
a mobile phone, or had not owned one recently. Similarly, an earlier study of
low-income South African students shows extensive use of mobile devices [19].

In addition to extensive engagement with media in their general lives, many
studies show that media use within academic settings has become increasingly
common [6,13,15,20,28]. This is both the case in structured as well as self-
regulated academic contexts. For the purpose of this study a ‘structured acad-
emic context’ is defined as a classroom based environment within which students
observe and record material provided by a facilitator. Correspondingly, a ‘self-
regulated academic context’ is defined as a student or group of students under-
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taking academic work without direct supervision by a facilitator, either within a
personal or public study environment.

From the aforementioned definitions it is clear that structured and self-
regulated academic environments are distinguished by different physical proper-
ties as well as distinct social, and behavioural norms. In a structured academic
context the presence of a facilitator is the key element distinguishing such an
environment. The facilitator is responsible for presenting material to the stu-
dents. In addition to this, the facilitator regulates the behaviour of the students
within this context through the establishment and maintenance of order [2].
However, students’ behaviour within this environment is not only a function of
the facilitator, but is also modulated by the behavioural and social norms estab-
lished by their peers [3]. While structured lecture contexts might constitute the
primary academic environment experienced by students, students spend a far
larger amount of their time engaged in informal, self-regulated study environ-
ments outside of scheduled class times [21]. These environments are defined as
being self-regulated, because the behaviour exhibited within them is not depen-
dent on external rules imposed by a facilitator. For the most part, the nature of
these environments is determined by the individual’s personal choices [32].

We believe that academic staff in technical domains such as Informatics,
Computer Science and Information Science have an important role to play in
shaping the outcomes of blended learning initiatives at universities. It is our
perception that staff with limited knowledge of the inner-workings of computer-
based systems often operate under näıve assumptions of the affordances of digi-
tal technologies for learning, leading to misguided application efforts. While we
acknowledge the potential of digital media in learning, we argue for a balanced
perspective which acknowledges both the positive and negative consequences of
digital media use in academic contexts.

In this study we investigate data collected through a survey (with n = 1, 678)
conducted at a large, public South African university. The survey concerns, pri-
marily, respondents’ online media use in general and in structured academic
settings and, in addition, considers the beliefs, norms and motivators surround-
ing media use. Specifically, our study aims to answer these questions:

1. Which media do students generally use and how frequently do they use them?
2. Which media do students use in structured academic contexts and how fre-

quently do they use them?
3. What beliefs do students hold in relation to their media use in structured

academic contexts?
4. What triggers media use in structured academic contexts?
5. Does media use in structured academic contexts influence academic perfor-

mance?

We discuss the implications of our findings for teaching and learning at tertiary
educational institutions within South Africa, whereby specific attention is given
to the implications of our findings for the teaching of computer and information
sciences.
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2 Literature

2.1 Students’ Digital Media Use

Over the preceding decade a number of studies have focused on the growing
prevalence of students’ media use [4,5,13,16–18,20]. These studies reveal that
media use is commonplace for students whether they are engaged in academic
study (structured or self-regulated), or in non-academic activities.

A study focusing on the variety and frequency of media used by students [30]
classifies students’ media use into nine distinct categories. Of these nine cate-
gories, the two categories referred to by [30] as ‘rapid communication technology’
and ‘web resources’ were used most frequently by a majority of the students sur-
veyed. Combined, these categories include activities such as: calling or texting
on a mobile phone, using social networking sites, watching online video, and
web-searching.

Using an experience sampling method, [23] shows a real-time examination of
students’ Internet behaviour and reveals that on average students spent 56 min
online per day [23]. This result represents a significantly smaller amount of time
than suggested by studies relying on self-reported data: for instance, a large
sample of American students w.r.t. their digital media usage habits is discussed
in [17]. Results from that survey indicate that on average students spend over
two hours per day engaging with online media.

Over and above media use in the course of their everyday lives, numerous
studies support the argument that students’ media use within academic settings
has become increasingly common. In [15], for example, data were gathered about
media use during academic study, finding that two-thirds of the sampled students
reported media use either while in class or in self-regulated study. Similarly, [28]
shows students’ media multitasking habits in their own personal study environ-
ments, whereby students averaged less than six minutes on task before switching
to another task. The most frequent causes of task-switching were observed to be
technological distractions such as social media and texting [28].

In [6] we can find an experimental approach to determine the number of
media interruptions students experience, the duration of these interruptions as
well as the proportion of study time devoted to media multitasking behaviour. It
was found that students engaged with an average of 35 distractions of six seconds
or longer, with an aggregated mean duration of 25 min [6], whereby cellphone
and laptop use constituted the largest frequency and duration of distraction from
academic work. Those results are commensurate with other studies in this area
such as [10,13,28].

Following a survey of 1,839 students, in-lecture media use was classified in [16]
into three categories: ‘high’, ‘moderate’ and ‘low’ frequency media use. Of the
categories examined, texting on a mobile phone was found to be the only media
activity which could be classified as high-frequency, with 69% of the sample
indicating in-lecture texting activity [16].

In a study examining the nature of students’ in-class laptop use, it was found
that students spend a substantial amount of time multitasking on laptops within
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a lecture [13], whereby over the 20 week period of the study students reported
using their laptops for non-lecture related activities for an average of 17 min out
of each 75 min lecture [13].

In another survey study, conducted in the USA [22], it was found that 92%
of the respondents used a digital device during a lecture for off-task activities at
least once during a typical day. Similar to the results of [16], texting was found
to be the most frequently engaged in activity, with email, social networking
and web-browsing following. In [22] over 80% of the students indicated that
multitasking with a digital device in class caused them to pay less attention.

The use of digital media in university lectures and the use of mobile devices
whilst attending lectures was also discussed in [27] where it was found that 66%
of the respondents used a mobile device whilst in lectures, and that laptops were
primarily used for non-academic purposes [27].

Research in the South African context is generally congruent with the afore-
mentioned international studies. For instance, [24] shows mobile phone usage by
South African university students, finding that in a sample of 362 students only
1% did not own a mobile phone. Another study surveys 500 low-income South
African students [19] and shows extensive use of mobile devices amongst this
demographic sample. That paper shows that for low-income students in South
Africa, a mobile device constitutes their primary connection to the Internet, with
83% of participants accessing mobile Internet applications on a daily basis.

Similarly, in another South African university survey [20], it was found that
the dominant class of media in use by South African students in a lecture context
is non-academic in nature. Specifically, instant messaging and social networking
are the most frequently used media during a lecture [20].

In summary, students spend a significant amount of their time engaging with
digital media in many varied forms and contexts, in general as well as throughout
formal, structured educational settings. Hence, nowadays students’ lives are to a
large extent mediated by the digital technology through which they engage many
aspects of the world.

2.2 Students’ Beliefs and Behavioural Norms

Research focusing on students’ perceptions of media use, social norms and beliefs
about media use in academic settings is limited. ‘Normative beliefs’ are defined
as an individuals’ perception of social normative pressures on them to perform a
certain behaviour [12]. Similarly, behavioural beliefs are described as an individ-
ual’s beliefs about the consequences arising from a particular behaviour [12]. In
the context of students’ media use, normative beliefs relate to social pressures
to engage with digital media in academic settings. Correspondingly, behavioural
beliefs relate to perceptions about the implications of media use for their acad-
emic performance.

While there may be limited research within this area, two focus-group based
studies provide some level of insight. At a medical university in the United
States, all students were required to use laptops for study purposes. A num-
ber of focus-groups was employed in [1] to investigate the benefits and draw-
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backs of the required laptop program at that university. Students in the focus
groups reported frequently using laptops in lectures for off-task activities. They
explained that they commonly engage in social media and web browsing when
they become bored with the lecture [1]. Despite reporting the use of laptops for
off-task activities, the students explained that from their perspective, laptops
improved their communication abilities, access to learning material as well as
increased the flexibility of education [1]. However, the most frequently reported
drawback of laptop use was distraction. This outcome is in agreement with [13]
where students perceive their own use of a laptop as well as that of those around
them to be the single greatest distraction to learning in the classroom setting.

A later series of focus groups was conducted at a South African univer-
sity [25], focusing on students’ behavioural beliefs, the triggers underlying their
behaviour and the nature of their behaviour with media in academic contexts.
Through a thematic analysis of these focus groups it was found that students
are cognizant of the impact that media multitasking has on their cognitive func-
tioning and, as a consequence, their academic performance. This is especially the
case when in structured lecture contexts. In terms of social norms, [25] indicates
that students believe that the behaviour that they exhibit with digital media is
shared by their peer group and that off-task media use in academic settings has
become a normal mode of functioning.

3 Method

While many aspects of students’ media use have been extensively studied (as
discussed above), there remain many unanswered questions in this domain. Few
studies have been conducted in the South African higher education context, and
little is known of the role demographic factors play in moderating media use.
Also the influence of subjective norms and beliefs on media use frequency in
structured academic contexts has yet to be investigated. This paper sets out to
investigate online media use among university students, both within and outside
structured academic contexts. To this end a survey-based approach was followed,
enabling the collection of data from a large population through a series of Likert-
type questions. The sections which follow address the survey design and the data
collection.

3.1 Survey Design

A web-based survey consisting of three sections was utilised to collect data relat-
ing to the research problem. The first section of the survey concerned subjects’
media use behaviour in and outside of structured academic contexts (i.e., lec-
tures, practical classes or tutorial classes). Six forms of online media typically
used by the target population were selected. These included:

1. Social Networks (SN);
2. Micro-blogs (MB);



A New Generation of Students: Digital Media in Academic Contexts 25

3. Encyclopedic (or structured data) browsing (ENC);
4. Instant Messaging (IM);
5. Search (engine) activities (SE);
6. The university’s e-learning platform (EL).

For each medium, general use frequency was elicited through a five-point Likert-
type question with indicators for ‘not at all’, ‘sometimes (at least once per
month)’, ‘often (at least once per week)’, ‘at most once a day’, and ‘many times
per day’. For use frequency in structured academic contexts (which we refer to
as in-lecture use) the indicators were ‘not at all’, ‘once or twice’, ‘every 10 min’,
‘every 5 min’, and ‘constantly’.

The second section of the survey concerned, firstly, subjects’ beliefs about
social norms regarding the use of smartphones in structured academic contexts
and, secondly, their beliefs about the motivations or triggers underlying smart-
phone use in these contexts.

In the third and final section of the survey demographic variables were
elicited. These included age, gender, language, highest qualification of parents
and area of study (i.e. the subject’s home faculty). In addition to these subjects
were asked to report their general level of academic performance through a scale
ranging, in 5% intervals, from ‘below 40%’ to ‘96%–100%’.

3.2 Data Collection

A single round of invitations to complete the survey was sent to 14,122 under-
graduate students across all faculties at a large South African university. Because
the survey contained questions concerning subjects’ academic performance in the
previous academic year, first-year students were excluded from the list of recip-
ients. Completion of the survey was incentivised by offering subjects that have
completed the survey a chance to win a gift voucher through a separately man-
aged lucky draw. A total of 1,678 completed surveys were submitted within a
three-week period following the invitation.

4 Data Analysis

The data analysis is presented in five parts. The first provides a descriptive
overview of the sample population based on the following demographic variables:
age, gender, language, highest qualification of parents and area of study (i.e. the
subject’s home faculty). This is followed by the analysis of the media use patterns
(in general and during lectures) in relation to the six demographic variables. We
then consider data relating to students’ beliefs and norms about in-lecture media
use, followed by data concerning the reasons (triggers) underlying instances of
use in-lecture use. Finally, we briefly consider the relationship between media
use and academic performance.
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4.1 Sample Population

Just over 82% of the 1, 678 students that completed the survey are between 20
and 23 years of age. Of the remaining subjects 7% did not disclose their age
while the rest are older (mostly 24 or 25 years of age). The sample included
slightly more female (51%) than male (49%) respondents. In terms of first lan-
guage, 47.6% of the respondents indicated Afrikaans, while 42.5% indicated Eng-
lish. The remaining 10% indicated isiXhosa (2.3%), Zulu (1.9%), Sepedi (0.8%),
other African languages (3%), or other European languages (1.9%). Almost 60%
of the respondents indicated that at least one of their parents has a university
qualification. This includes Bachelor’s degrees (31.1%), Honours and/or Mas-
ter degrees (24.6%),1 and Doctorates (4.2%). However, a large section of the
respondents’ parents’ highest qualification is a secondary-school (pre-university)
certificate (38.4%). The university’s 10 faculties were generally well-represented
in the sample with the exception of the faculties of Education (40 respondents),
Theology (19 respondents) and Military Science (10 respondents). Table 1 shows
a summary of the number of the respondents for each faculty.

4.2 Media Use (in General)

The medium used most frequently among the sample population is instant mes-
saging (IM) with a mean frequency of 4.9 (on a 5–1 Likert scale), whereby 97%
of the respondents indicated that they use IM multiple times per day. Only
12 respondents indicated that they do not use IM at all. This is followed by
search engines with a mean use frequency of 4.73 and the university’s learning
platform with a mean frequency of 4.5. Social networks are used only slightly
less frequently (4.36) while encyclopedias (2.97) and micro-blogs (2.23) are used
with substantially lower frequencies. Comparison of general media use frequen-
cies based on gender reveals that female students tend to use social media more
frequently than male students. This is the case for instant messaging (4.96 vs.
4.91), social networks (4.5 vs. 4.21) and micro-blogs (2.49 vs. 1.96). Male students
are more frequent users of encyclopedias (3.1 vs. 2.85), search engines (4.77 vs.
4.68) and the university’s learning platform (4.54 vs. 4.47). The data offer little
evidence that the age difference between subjects in the sample has a substantial
influence on media use behaviour. When considering use across all media there
is a slight drop in frequency between the ages of 20 and 23. Respondents aged
20 have a mean frequency of 24.0 across the six media while for those aged 21
and 22 it is 23.9 and 23.5 respectively. However, this number increases to 23.6
for respondents aged 23. Much like the respondents’ age, the data indicate that
neither first language, home faculty or parents’ highest qualification influence
general media use frequency in any substantial way.
1 For readers from outside South Africa: the South African ‘honours’ degree is an

extension of the classical ‘B.Sc.’ degree which enables a student to commence with
Master-studies thereafter. While already considered ‘postgraduate’ in South Africa,
the ‘honours’ degree in South Africa is reasonably well comparable to the final study-
year in the (longer) U.S.American ‘B.Sc.’ curriculum.
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Table 1. Respondents per home faculty

Faculty # Respondents Percent (%) Cumulative
percent (%)

Engineering 402 24.0 24.0

Economics
and
management

353 21.0 45.0

Medicine
and health
science

263 15.7 60.7

Arts and
social
sciences

223 13.3 74.0

Natural
sciences

196 11.7 85.7

Agricultural
sciences

107 6.4 92.1

Law
(Jurispru-
dence)

63 3.8 95.9

Education
(Pedagogics)

40 2.4 98.3

Theology 19 1.1 99.4

Military
science

10 0.6 99.9

(Missing) 2 0.1 100

(Total) 1678 100 100

4.3 Media Use During Lectures

The sessions (i.e.: lectures, practical classes and tutorials) at the university where
the data were collected are all 50 min in duration. We customised the Likert
items and their indicators to elicit a respondent’s use frequency during a single
session. The resulting five-point scale had indicators for ‘not at all’, ‘once or
twice’, ‘every 10 min’, ‘every 5 min’, and ‘constantly’. As is the case for media
use in general, IM is the medium used most frequently during lectures with
a mean use frequency of 2.82. Thereby, 16% of the respondents reported that
they IM constantly during lectures with another 30% indicating that they do so
at least every 10 min. Search engines (mean = 2.06) closely followed by social
networks (mean = 2.03) were the second and third most used media, while the
e-learning platform (mean = 1.96), encyclopaedia (mean = 1.51) and micro-blogs
(mean = 1.32) were used less frequently. In terms of gender differences the same
pattern observable for general use repeats itself for in-lecture use. Male students
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reported slightly higher use of search engines, encyclopaedia and the e-learning
platform, while female students reported slightly higher use of social media.
The mean scores are presented in Table 2. Finally, the data offered no evidence
that students’ in-lecture media use frequencies differ based on their parents’
highest academic qualification. This suggests that socio-economic status is not
a determinant of in-lecture use.

Table 2. Mean in-lecture use frequency of different media, by gender

Gender SN MB ENC IM SE EL

Male 1.99 1.27 1.53 2.81 2.14 1.98

Female 2.07 1.36 1.48 2.83 1.98 1.94

With the exception of instant messaging, there is a slight but consistent
decrease in in-lecture use of social media for older respondents. Table 3 presents
the mean use frequencies for our four primary age cohorts (20–23 years). The
data suggest that older students tend to use social networks and micro-blogs
less during lectures, but encyclopaedia more. The mean use across all media,
calculated as a sum of the six media, drops from 12.08 for 20-year olds to 11.7
for 23-year olds.

Table 3. Mean in-lecture use frequency of different media, by age groups

Age SN MB ENC IM SE EL

20 2.14 1.37 1.46 2.97 2.08 2.06

21 2.05 1.32 1.47 2.85 2.03 2.01

22 1.95 1.31 1.53 2.77 2.01 1.84

23 1.98 1.26 1.61 2.88 2.14 1.82

As indicated in Table 4, Military Science emerged as the faculty with the
highest in-lecture use across all media. However, the number of respondents
from that faculty (only 10) is too low to justify conclusions to be drawn. The
other nine faculties are bunched between 12.33 (Education) and 10.94 (Law).

A more detailed breakdown of in-lecture use per faculty is given in Table 5
which shows the mean frequencies for each medium.

4.4 Beliefs and Norms

We now turn our attention to students’ beliefs and norms regarding in-lecture
media use. Respondents were asked to indicate their level of agreement with two
statements using a five-point Likert scale. The provided statements (to agree or
to disagree with) were:
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Table 4. Mean in-lecture use frequency for all media and faculties

Faculty Mean value N

Agricultural sciences 11.02 107

Arts and social sciences 12.16 223

Economics and management 11.87 353

Education (Pedagogics) 12.33 40

Engineering 11.40 402

Law (Jurisprudence) 10.94 63

Medicine and health science 12.25 263

Military science 14.60 10

Natural sciences 10.97 196

Theology 11.89 19

Table 5. Mean in-lecture use frequency of different media, by faculty

Faculty SN MB ENC IM SE EL

Agricultural sciences 1.95 1.18 1.46 2.77 1.90 1.77

Arts and social sciences 2.13 1.49 1.59 2.79 2.10 2.05

Economics and management 2.19 1.32 1.37 2.93 2.05 2.01

Education (Pedagogics) 2.03 1.35 1.53 3.10 2.20 2.13

Engineering 1.97 1.23 1.44 2.79 2.04 1.94

Law (Jurisprudence) 2.14 1.25 1.29 2.84 1.70 1.71

Medicine and health science 2.03 1.41 1.75 2.90 2.23 1.93

Military science 2.30 1.50 2.10 2.90 3.10 2.70

Natural sciences 1.77 1.26 1.49 2.63 1.92 1.90

Theology 1.95 1.21 1.63 2.47 2.32 2.32

1. It is acceptable to use my phone during lectures.
2. In-lecture mobile phone use negatively affects my studies.

Close to 30% of the respondents either agreed (20%) or strongly agreed (9%)
that it is acceptable to use their phones during lectures. 39% of the respondents
felt neutral about the statement while the remaining students either disagreed
(24%) or strongly disagreed (8%). Stronger agreement was found in relation
to the second statement with 44% of the respondents either agreeing (27%) or
strongly agreeing (17%) that in-lecture phone use negatively impacts their stud-
ies. Only 15% of the respondents disagreed, and 9% strongly disagreed with this
statement. In the case of both statements students’ beliefs were found to corre-
late significantly with their in-lecture use frequencies. Correlation tests revealed
that belief about the acceptability of in-lecture phone use is a stronger predictor
of use (with ρ = 0.33, p < 0.01) than belief about the impact of in-lecture phone
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use on academic performance (with ρ = −0.10, p < 0.01). These correlations are
illustrated in Fig. 1.

Fig. 1. Frequency of in-lecture media use in relation to beliefs about its acceptability
(left-hand-side), and frequency of in-lecture media use in relation to beliefs about its
effect on academic performance (right-hand-side)

Despite the existence of these correlations it is worth noting that students
often act in contradiction to their beliefs. For example, 339 respondents indicated
that they disagreed that it is acceptable to use phones during lectures. However,
257 of these respondents indicated that they used their phones at least once or
twice during lectures to send instant messages. Similarly, 60 of the respondents
who indicated that they used their phones once or twice per lecture to access
a social network strongly disagreed with the acceptability of in-lecture phone
use. The same pattern is also observable for beliefs about in-lecture phone use
and academic performance. Of the 285 respondents who strongly agreed that in-
lecture phone use negatively affects their studies, 49 constantly used IM during
lectures and another 74 did so at least every 10 min. Only 24 of the 285 indicated
that they did not use IM at all during lectures. The respondents were also asked
to indicate how frequently in-lecture media use is discouraged by lecturers and
peers. A five-point Likert scale ranging from ‘never’ to ‘always’ was provided in
relation to the following two statements:

1. Lecturers discourage mobile phone use during lectures.
2. My classmates discourage mobile phone use during lectures.

33% of the respondents reported that lecturers always discourage in-lecture
phone use (12.4%) or do so most of the time (20.5%). The largest portion of the
respondents (39%) indicated that this happens sometimes. 57% of the respon-
dents reported that their classmates never discourage in-lecture phone use, and
only 19% indicated that this happens sometimes (16%), most of the time (2%),
or always (1%). Our analysis revealed that neither of these items are predictors
of the level of in-lecture use frequency reported.
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4.5 Reasons for Use

The survey tested for five reasons for use (RUi) using five-point Likert questions
with frequency indicators ranging from ‘never’ to ‘always’. The five items tested
for were:

RU1: Use as a response to boredom.
RU2: Use to chat with friends.
RU3: Use to stay up to date with current events.
RU4: Use to find information relevant to the lecture.
RU5: Use after receiving a notification.

All in all, the respondents indicated that the receipt of notifications is the most
frequent trigger of in-lecture phone use (3.39), followed by experiences of bore-
dom (3.03) and the desire to chat with friends (2.9). Use triggered by the desire to
find information related to the lecture (2.73) or about current events (2.69) were
reported to occur less frequently. Our analysis further indicated that the demo-
graphic variables tested for did not influence these numbers in any noteworthy
manner.

4.6 Use and Academic Performance

Now we briefly consider the variables tested for in relation to the respondents’
self-reported academic performance.2 Our data indicate, firstly, that media use
in general does not correlate with academic performance across the sample.
However, media use during lectures (calculated as the sum of frequency of use
of all media tested for) was found to correlate negatively with self-reported
academic performance (with ρ = −0.07, p < 0.01).

A counter-intuitive finding was made upon analysis of the relationship
between the general use of individual media and academic performance. The only
medium for which correlation was found is the university’s e-learning platform
and, interestingly, this correlation is negative (ρ = −0.09, p < 0.01). Explanation
of this finding requires further investigation. However, we believe it may suggest
that students who consider the e-learning platform as a replacement of lectures
and, as such, over-rely on it, tend to perform worse in assessments.

Analysis of the relationship between in-lecture use of individual media and
academic performance revealed that social networks (with ρ = −0.07, p < 0.01),
and instant messaging (with ρ = −0.06, p < 0.01) were the media responsi-
ble for the negative correlation observed between in-lecture use and academic
performance reported above.

2 The scope of this paper does not allow for a detailed analysis of the relationship
between media use and academic performance. Our findings in this regard shall be
published separately.
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5 Discussion

In the section which follows we discuss our findings in relation to five themes.
Firstly, we consider our findings in the context of the recent ‘hype’ around
‘blended learning’. Then we consider demographic variables as predictors of
media use. This is followed by considerations of our findings regarding the stu-
dents’ beliefs about media use and, thereafter, the role of institutions in manag-
ing this behaviour. Finally, we briefly reflect upon the findings made regarding
media use and academic performance.

It is our opinion that the recent popularity of ‘blended learning’ initiatives
in higher education environments have, perhaps inadvertently, cultivated social
norms around media use in structured academic contexts that may be obstructive,
as opposed to conducive, to learning. This, we believe, is primarily a result of
näıvety about the distractions contemporary technology introduce to learning
environments. Our data, accordingly, clearly indicate that high levels of off-task
media use has become the norm in structured academic contexts. While there is
evidence that students still perceive this as unacceptable behaviour, the greatest
majority engage in multiple instances of off-task media use in a single 50-min
lecture.

These findings should be contextualised within the rapid development of both
mobile devices themselves and the applications they afford. Students have, at
their fingertips, an increasingly wide range of entertainment and social attrac-
tions. Institutional infrastructure like WiFi-enabled lecture halls not only enables
in-lecture media use but serves to establish such behaviour as the norm among
students. In turn, lecturers are placed in the difficult position of having to com-
pete with media for students’ attention. Their challenge is exacerbated by, what
seems to be, a decrease in the value students attribute to lectures as learning
opportunities [25].

While we acknowledge their value and strongly encourage the continuation
and expansion of blended learning initiatives, our findings raise a ‘red flag’
regarding the range of implications resulting from their implementation. The
successful harnessing of this double-edged sword requires thoughtful manage-
ment. As the attention economy becomes more competitive facilitators of learn-
ing should emphasise and enable attentional control among students, something
which might imply limiting rather than maximising media use in learning envi-
ronments. This is perhaps best illustrated by the finding that higher levels of use
of the e-learning platform correlates with lower academic performance. Though
this finding requires further investigation, it should serve to encourage careful,
balanced deliberation about the role of technology learning.

In terms of demographics our findings suggest that high levels of media use
in and outside academic contexts are not limited to particular subpopulations.
However, slight variations in use behaviour are detectable. Female students use
social media slightly more frequently than their male counterparts, while male
students use encyclopedia and search engines more frequently. Likewise, older
students tend to be more frequent users of encyclopedia and search engines and
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less frequent users of social media. We emphasise that these differences are not
substantial and provide little ground for conclusions to be drawn.

In accordance with prominent technology-use theories [12], our data indicate
that students’ subjective norms concerning in-lecture media use influence their
in-lecture media use frequency. Similarly, beliefs about the negative effects of use
on academic performance were also found to be a statistically significant predic-
tor of in-lecture use frequency. It should be noted that our data did not afford an
in-depth understanding of the role beliefs and norms play in this regard. While
[25] has made notable progress in this area, we encourage future research to
provide, particularly through qualitative data, insight into the subjective factors
that determine media use.

Our data suggest that lecturers at the institution where the study was per-
formed do, at least sometimes, discourage in-lecture media use. This, however,
does not seem to be a broadly accepted (enacted) policy. Furthermore, students’
perception of how regularly this occurs was found not to be a predictor of their
in-lecture use frequency. In accordance with these findings it is our position that
institutions will achieve little success if they attempt to manage in-lecture media
use through top-down control mechanisms.

Finally, our study confirmed previously reported findings regarding the neg-
ative correlation between in-lecture media use and academic performance. Of
course, this correlation may be interpreted in a variety of ways and does not
necessarily suggest that in-lecture media use impedes learning. A more detailed
analysis of this phenomenon is forthcoming. However, it is our proposition that
the high levels of media use observed among students encourage a ‘culture of dis-
tractibility’ [7] which has, under the guise of ‘blended learning’, become ingrained
in structured academic contexts at higher learning institutions.

Several of the more important limitations require attention. First, this study
used a self-report survey as its data gathering technique. While yielding a large
number of responses, there exist potential limitations in the nature of the findings
that can be generated through this technique, potentially limiting the insights
possible. The second limitation of this study is due to the use of discrete media
activities in the survey design. This design potentially limits the reporting of
other media (either on or off-task) engaged in by students. This may imply that
students’ use of media is in fact under-reported. Third, by limiting the scope of
students’ responses, through the use of Likert scales, the potential for further
qualitative insight into their beliefs and behaviour is limited. However, despite
limitations such as these, the study findings are of interest because of the large
sample size, the unique context, and the novel insights into students’ behaviours
and beliefs uncovered.

6 Conclusion

The current generation of students, as members of the ‘net generation’, dis-
play a propensity for continuous media use throughout their lives, as well as in
structured academic contexts. This behaviour is further encouraged by increased
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institutional moves towards blended learning and e-learning strategies. This is
especially the case for the fields of computer science and, information science,
where these digital artifacts are often the medium and the subject of interest.

The findings presented in this study indicate that demographic factors are
irrelevant as predictors of media use. For all students, using media for off-task
purposes during lectures has become the normal mode of functioning. This find-
ing, in combination with the finding that no link has been found between insti-
tutional attempts to curb off-task media use and changes in students’ behaviour,
suggests that such behaviour is so widespread and entrenched that it has come
to define the current generation of students in higher education.

Extending from this study are a number of potential future research direc-
tions. This study primarily focused on the behaviour and beliefs displayed by
students in regards to their use of media. Future research should focus on the
role media play in fostering a distracted state of mind in both students, as well
as in the general population. In addition to this, we conjecture that the issue
of students’ beliefs and perceptions of behavioural norms is nuanced to such a
degree that further research in this area would benefit from adopting a qualita-
tive method. In particular, we encourage those educators undertaking blended
learning initiatives to carefully and continuously monitoring student behaviour
through the collection of qualitative data. This feedback should reveal differences
between the desired behaviour and the actual behaviour of learners in terms
of media use. We propose, accordingly, that researchers should be sensitive to
the emergence of unforeseen behavioural patterns in which digital technology
obstructs rather than aids learning. In addition to this, these findings should be
shared with colleagues at the appropriate institutional fora.

The pervasive ubiquity, and extensive media use within educational insti-
tutions continues to raise profoundly important questions about the impact of
such media within these contexts. We acknowledge the potential of digital media
in learning. However, we argue for a balanced perspective which acknowledges
both the positive and negative consequences arising from digital media use in
academic contexts. In this regard, we hold the view that those with technical
knowledge have an important role to play in acknowledging the changing nature
of the student population and, how academic institutions propose to meet this
challenge.
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Abstract. Some researchers believe that not much has changed in terms
of how students prefer to study, whilst others believe that tertiary insti-
tutions have to adapt to a new generation of students. The aim of this
paper is to determine if the learning approaches of students are chang-
ing. This will be done by comparing the learning approaches of students
in 2016, with that of students of 10 years ago (2006). Questionnaires
were distributed electronically to students in 2006, and again in 2016.
It appears that learning approaches of these students have not changed
much. Computer anxiety has increased, as well as the number of students
unsure of their own chances of success. There is a decrease in students
preferring to solve problems themselves rather than using available solu-
tions, and more students prefer to work under supervision. These results
show that it is essential that teaching and learning are designed accord-
ing to the needs of the specific group of students it is meant for, not a
mythical ‘new generation’ student.

Keywords: Learning approaches · Changes

1 Background and Problem Statement

According to [3] most students enrolled in colleges and universities at that point
in time (2007) were members of both the Generation X and Millennial groups,
and that these students, according to research, had both positive and negative
qualities. On the positive side studies show that they were hard working, they
were accustomed to working to schedules and following rules, they were used to
being assessed, receiving focused feedback, and being goal-directed, they were
team-oriented, and they have mastered the ability to multi-task. On the negative
side studies show that they were often exceedingly close to their parents, they
may have been over-reliant on communications technology — which may have
stunted their interpersonal (face-to-face) skills, and being routinely engaged in
multi-tasking behaviours, enabled in part through the use of technology, may
have shortened their collective attention span. Ten years later there are (still)
different opinions on the concept of a ‘new generation’ of students, and whether
there is actually any difference in the way today’s students approach learn-
ing, compared to the way previous generations of students approached learning.
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There are those that argue that, since the members of this generation have been
immersed in a networked world of digital technology, they behave differently,
have different social characteristics, different ways of using and making sense
of information, different ways of learning, and different expectations about life
and learning [2,4]. The suggestion is made in literature that today’s learners
are becoming impatient with traditional modes of teaching, due to the fact that
they have grown up digitally.

Comparing modern and traditional students, [13] states that there are enor-
mous differences between these two groups, and the main reason for these differ-
ences is the digitalization of the modern age. Accordingly, today’s students can
find information themselves wherever or whenever they choose and therefore,
the characteristics of today’s students are different from the characteristics of
traditional students. According to [9], teachers have to be aware that today’s
students have different needs because they have been exposed to technology
since birth. Moreover, digital natives prefer to communicate through symbols
and pictures rather than through words [11], and their thoughts and behaviours
are very different from the thoughts and behaviours of the previous generations.
They are more visual learners than auditory learners; they like to learn by doing
and not by being told how to do; further, they are self-starters, self-motivators
and self-learners.

On the other hand: research conducted in different countries and at various
different institutions shows that while the use of digital technology is growing,
and that young people tend to use it more than older people, it also shows that
the issues are not defined by generation and that the implications for education
are far from clear [1,4].

According to [2] the idea that the generation born after 1982 is fundamentally
different than previous generations has become so firmly entrenched that it is
treated as a self-evident truth. However, a comprehensive review of the research
and popular literature on the topic suggests that there are no meaningful gener-
ational differences in how learners say that they use ICT, or in their perceived
behavioural characteristics [2]. In another study, interviews with 25 students
revealed that the majority of them believed that their generation is not as good
at learning as the pre-ICT generation [6]. Yet another study found no evidence to
support previous claims suggesting that the current generation of students adopt
radical learning styles, exhibit new forms of literacies, use digital technologies in
sophisticated ways, or have novel expectations from higher education [8]. Accord-
ing to [8], the attitudes to learning appear to be influenced by lecturers’ teaching
approaches and students appear to conform to traditional pedagogies. In fact,
students’ emphasised that they expected to be ‘taught’ in traditional ways. On
this basis, previous claims of a growing and uniform generation of young stu-
dents entering higher education, with radically different expectations about how
they will learn, seem unwarranted.

“Claims about the Net generation fall into three categories: the widespread
and intensive use of digital technologies; the impact of this use on how this
generation accesses and uses information, how they interact socially, how they
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learn; as well as the unique behavioural characteristics and learning styles of
this generation. With the exception of the first category (widespread and inten-
sive use) our review of the popular and academic literature shows that there is no
empirical support for the most prevalent claims in the other two categories. Fur-
thermore, other literature reviews confirm our findings and the methodologically
sound research tends to contradict the claims” [2].

In [5] we can find arguments against the opinion that universities and aca-
demic staff would have to ‘adjust’ to ‘accommodate’ a new Net Generation of
Digital Native students. It is important to realize that the so-called ‘new gener-
ation’ of students is not homogenous, nor is it articulating a single clear set of
demands. Universities and academics are, as always, faced with choices about
how to change, as well as the need to be better informed about the kinds of
students that are entering their institutions [5].

Moreover, there is not sufficient knowledge on generational differences to be
used as a solid conceptual framework; thus more substantive studies in this area
are still necessary [10]. Generational differences have been discussed, literally for
generations, and various authors with interest in a particular aspect of different
generations have used diverse perspectives to describe their area of concentra-
tion. Despite a growing interest in this topic there has been no clear consensus
in this area.

According to [7], ‘generation’ is not a determining factor in students’ use
of digital technologies for learning, nor has generation had a radical impact on
learning characteristics of higher education students. Results of this study show
little difference in learning characteristics or technology-use between generations.
Furthermore, findings from this study do not support the notion of a unique
learning preference for the current generation of young people [7].

This brings us to the research question of this paper: Are the learning
approaches of students changing? This we will try to answer by comparing the
way students approach learning today, to that of students 10 years ago.

2 Method

The first questionnaire (in 2006) was answered voluntarily by 2031 of a possible
2767 students in their first year at a South African university. This gives us
a participation rate of 73.4%. The initial questions were formulated after an
extensive literature study as well as interviews [12]. A questionnaire containing
many of the same questions was distributed electronically to first year students at
the same university in 2016. This questionnaire was completed by 1391 students
out of a possible 3589 which gives as a participation rate of 38.8%. Both groups of
students were enrolled in a compulsory first year computer literacy module. This
group of students were chosen for two reasons, namely: due to the nature of this
module (which is a computer-based e-learning module), we had access to a large
population of students with different cultural and educational backgrounds; the
data obtained had the potential to provide a good indication of the computer
background, online skills, learning approaches (etc.) of South African students
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at the start of their university studies. Quantitative research was done as we
wanted to measure certain variables. To do this statistical analysis was done on
questions pertaining to the students’ learning preferences. Qualitative research
was also done, as we wanted to understand the students’ own perceptions on
possible changes in approaches to learning. The answers to two open questions
were analysed interpretively.

3 Results

3.1 Statistical Analysis of Data

In this sub-section we will compare some of the results of the two questionnaires
(2006 and 2016). In 2016, as in 2006, about 95% of the students that completed
the questionnaire indicated that they have used a computer before starting their
studies at university. There has been an increase in regular email usage from
81% (2006) to 88.5% (2016). The ages at which the respondents started using
computers on a regular basis, can be seen in Table 1, and it appears that there
is a slight increase in the percentage of students exposed to computer before the
age of 10 (from 21.3% to 27.5%).

Respondents were asked to indicate whether they think they will use com-
puters in their other modules, with almost a 6% decrease from 2006 to 2016.
Another interesting comparison is that 88.3% of students were not afraid of
appearing incompetent when having problems using a computer in 2006, com-
pared to a much lower 64.9% in 2016. Students are also more apprehensive about
making mistakes when using computers with 36.3% indicating apprehension in
2016, compared to 29.0% in 2006.

We wanted to determine if there is a case for learning content being delivered
on tablet devices. The results indicated that more than 50% of the students who
answered the questionnaire in 2016 do not own tablet devices. Of the 43.8% of
the students who own a tablet, 41% (<19% in terms of the total number of
respondents) use it regularly. Respondents were asked to what extent they agree
to statements regarding their online skills. The results can be seen in Table 2.
It is clear that most students agree that they have the necessary online skills,
but there are, however, still some students who do not feel confident about their
online skills.

Table 1. Age group and regular computer usage

Age group (years) 2006 2016

under 5 5.1% 6.0%

6 to 9 16.3% 21.5%

10 to 14 37.3% 32.4%

15 to 17 34.9% 30.2%

18 or older 6.6% 9.9%
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Table 2. Online skills of students, with SD = strong disagreement, WD = weak dis-
agreement, WA = weak agreement, SA = strong agreement

Statement SD WD WA SA

I have the basic skills for finding my way around the
Internet (e.g., using search engines, entering passwords)

7.1% 10.8% 22.4% 59.8%

I can send an email with a file attached 2.7% 4.2% 6.5% 86.6%

I think that I would be comfortable using a computer
several times a week to participate in a course

6.0% 11.5% 26.0% 56.6%

I think that I would be able to communicate effectively
with others using online technologies (e.g., email, chat)

4.2% 5.0% 12.9% 77.9%

I think that I would be able to schedule time to provide
timely responses to other students and/or the instructor

5.3% 26.6% 27.3% 40.8%

We also wanted to compare the learning approaches of students; the results
are listed in Tables 3 and 4. For the questions reported on in Table 3, the students
were asked to choose between two contrasting statements and these results are
paired together.

From the results in Table 3 it can be seen that there were no drastic changes
between the learning approaches of 2006 and 2016. Students still prefer (by a
slight margin) for things to stay the same, rather than changing frequently.
They prefer learning new information in picture format (graphical learning
style rather than text), and they prefer having information explained to them

Table 3. Learning approaches (Part A)

Statement 2006 2016

I prefer it when things around me change regularly 43.7% 43.5%

I prefer it when things around me stay the same 56.3% 56.5%

When someone is showing me information, I prefer charts,
schemas and graphs (pictures)

64.2% 63.1%

When someone is showing me information, I prefer text
(words) summarizing the results

35.8% 36.9%

I prefer it if someone explains new information to me 77.5% 71.3%

I prefer new information in written format 23.0% 28.7%

I prefer to solve new problems by myself 61.6% 59.5%

I prefer to use available solutions 38.4% 40.5%

The best way to master new information is to reflect about it
and to scrutinise it

20.8% 15.9%

The best way to master new information is through practice
and action

79.2% 84.1%

I believe that I can successfully complete anything I embark on 84.1% 80.8%

Many times I am unsure about my chances of success 15.9% 19.2%
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Table 4. Learning approaches (Part B). (N = no, Y = yes, U = unsure)

Question N 2006 N 2016 Y 2006 Y 2016 U 2006 U 2016

Do you work better under
supervision?

67.2% 55.1% 18.0% 29.2% 14.8% 15.8%

Do you plan in advance how to
manage your time to ensure
that you fulfil all your duties?

26.8% 16.1% 62.0% 69.6% 11.2% 14.3%

When you plan, do you find it
difficult to follow your own
plan?

45.4% 61.8% 26.3% 30.2% 28.3% 8.1%

(verbal learning style, rather than written), although there is a slight increase
in students preferring information in written format. There is a slight decrease
in students preferring to solve problems themselves rather than using available
solutions, but also a slight increased realization that the best way to master
new information is through practice rather than reflection. There is also a slight
increase in the number of students unsure of their own chances of success.

For the questions reported on in Table 4, the students were given three options
to choose from, namely ‘no’ (N), ‘yes’ (Y), and ‘unsure’ (U).

As it can be seen from the results in Table 4, the minority of students indi-
cated that they work better under supervision, but this percentage increased
from 18.0% in 2006 to 29.2% in 2016. This is one of the biggest changes found in
these results. The majority of the students indicated that they plan in advance
how to manage their time, to ensure that they fulfil all their duties. This per-
centage has increased from 62.0% (2006) to 69.6% (2016). There is also a change
in the results for the question on the students’ ability to follow the plans they
make, with an increase in the number of students who indicate that they do not
find it difficult to follow their plans, from 45.4% in 2006 to 61.8% in 2016. These
results will be discussed in the conclusion section of this paper.

3.2 Interpretive Analysis of Open Questions

In this sub-section the results of the open questions will be presented.

1st Question: Do you think students today learn differently to students of the
past, and how?

Of the 1232 students that answered this question, 1136 indicated that, according
to them, students do learn differently than students of the past. Only 96 indicated
that students today do not learn differently than students of the past. The
main reason for this difference, as stated by 800 of the students, was technology
(computers and internet). Some interesting answers are quoted as follows:

– “Yes, because the technology changes us”;
– “Yes, students of today do not necessarily need to be in classes (at university)

to get information from lectures and they also do not need to rely on books
from the library as some of the information is available on the internet”;
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– “Yes, students depend on technology; they also form their own methods of
learning and understanding rather than just ‘parroting’ the work”;

– “Yes, most students watch online lectures instead of studying the textbook”.

Some students (56) mentioned that students today are exposed to a greater
variety of methods for learning. Examples of answers were:

– “Yes, they do. Students today are more exposed to different methods of learn-
ing compared to just having a lecturer stand in front of the class in the past”;

– “Yes, in the past education was focused on teacher-centred and now it is verg-
ing more towards learner-centred where the learner is actively participating”.

Some students (39) who indicated that students do learn differently saw this
difference as negative, mentioning reasons such as students being lazy. Examples
of answers were:

– “Yes, firstly I do not think students of today learn. In the olden days the
students had their textbooks which they have studied and did extra work, today
students just read through the work and are lazy when it comes to extra work”;

– “Yes, students back then did not have many distractions like students of today
and they were dedicated towards their studies despite the few resources they
had”;

– “Yes, we have definitely become lazy with certain things, for example we would
rather watch a video on something than read about it”;

– “Yes, we do not learn to understand like they did”;
– “Yes, in the past more students actually wanted to learn”;
– “Yes, they were more motivated and have excellent literature skills because

they had to use hardcopies”.

Of the 96 students indicating that, according to them, students today do not
learn differently than students of the past, few mentioned why they felt this way.
Reasons mentioned were that students still need books, notes and repetition. For
example:

– “No, I still prefer a book and paper to work through and learn from. I prefer
personal interaction and explanation than staring at a screen”.

2nd Question: How do you feel lecturers can improve and adapt their style of
lecturing to better suit this generation of students?

Of the 1391 students who completed the questionnaires, 886 answered this ques-
tion. Some of the answers referred to more than one aspect. Of these students,
427 mentioned better use of technology, for instance multimedia, Internet, online
tests and videos. Some interesting answers are quoted as follows:

– “They can help students in the comfort of their own homes by posting videos
online”;

– “They can use more multi-media etc. to keep the people interested and keep
the classes short and sweet, because students these days do not concentrate
for more than a few minutes”;
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– “The use of media such as internet videos. I feel that some lecturers should
be instructed well in the use and implementation of technology in teaching
students”;

– “By using the latest technology during lectures”;
– “Provide smartphone-friendly versions of their presentations”.

Some students (107) felt that no improvement is necessary. Examples of such
answers were:

– “None, lecturers of the present day are already caught up with modern strate-
gies of breaking through to students”;

– “I think our lecturers are even more adapted than some of the students. Our
university is quite well adapted”.

Other students (62) wanted more or clearer explanations. Examples of such
answers were:

– “To explain the work more and in words that we can understand. Most of the
lecturers speak to high and expect that you have to know the work already”;

– “Not to just read off the slides but to actually explain the work”;
– “They can explain it so that you can understand and not just for you to

know it”.

Some students (55) mentioned more interesting or creative classes. For example:

– “They could make the lectures a little more fun and interesting”.

Students (50) also mentioned the attitude of the lecturers, wanting more under-
standing lecturers with an attitude of wanting to help. Examples of such answers
were:

– “Engage with the student and not let technology replace them”;
– “Some need to be easier to approach”;
– “They can be friendlier. With this generation, if someone is rude to them,

they completely ignore that person”.

Students (44) wanted more visual teaching, for instance using more pictures and
diagrams. For example:

– “Using more graphical features during lectures will accommodate each student
as they only use words currently. Not all students understand the information
in that manner”.

Students (34) also recommended using more ‘real-world’ examples:

– “Relate their lessons with things that happen in everyday lives so that students
can gave a better understanding of what the lecture is trying to say”;

– “More examples of how something is in life”.
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Other factors mentioned were: more exercises and practices (25), language prob-
lems (16), lecturers putting more effort into preparing for classes (9), wanting
more tests (7) or fewer tests (1), more lectures (5), more group work (2) or less
group work (1). Also ‘cultural’ issues were mentioned more than once, as can be
seen from the following answers:

– “Be more patient because students come from different backgrounds”;
– “I feel that would be an unfair disadvantage to those who are from poor back-

grounds”;
– “Yes, simply because we come from different backgrounds”;
– “They should treat us equal then black students would participate more”;
– “Patience is critical for African child, and those around you, they will feel

comfortable”;
– “Lecturers are also reminded not to expect too much from their students”;
– “Not to expect us to know everything in the textbook all the time. We do have

lives”.

4 Discussion and Conclusion

As the old adage goes, the more things change, the more they stay the same,
which can be seen in a large proportion of the statistics in this paper.

It is surprising that the number of students who think they will use computers
in their other modules has decreased with almost 6% from 2006 to 2016. More
research should be done on the reasons for this. One can speculate that some
of their assignments, class tests, etc., can be done with tablets or other mobile
devices and they do not always need to use a computer for certain tasks.

It appears that computer anxiety has increased, with 23.4% more students
(than in 2006) indicating that they are afraid of appearing incompetent, when
having problems with using a computer. There is also an increase in the number
of students feeling apprehensive about making mistakes when using computers.
This may be due to the fact that students feel that there is an expectation that
everybody should, in this day and age, know how to use a computer. This must
be taken into account when considering an increase in the use of technology in
teaching and learning.

As can be seen by the questions on tablet ownership and use, less than half
of these students own a tablet, and it will be very difficult to use tablets as a
medium for delivering educational content. For such a strategy to be considered,
the cost of issuing each and every student with a tablet will have to be included
in the cost of education. Overall the response from the students, to questions
regarding their online skills, have been very affirmative, with close to 90% of
them agreeing to positive statements regarding their online skills. It appears
that the students will have sufficient skills to participate in an online and/or
mobile learning course.

Many of the learning preferences have stayed the same over the last 10 years.
This is compatible with what was found in studies mentioned above in the lit-
erature review section this paper. Students still prefer (by a slight margin) for
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things to stay the same, rather than changing frequently. They show a prefer-
ence towards a graphical learning style, as well as a verbal learning style. This
matches the findings of [11], namely, that nowadays students prefer to commu-
nicate through symbols and pictures rather than through words and that they
are more visual learners than auditory learners. However, Srinivasan also writes
that they like to learn by doing and not by being told how to do, as well as
that they are self-starters, self-motivators and self-learners. The results of this
study show that there is a slight decrease in students preferring to solve prob-
lems themselves, rather than using available solutions and this should be of some
concern. Further research should be done on the reasons for this, as well as ways
to amend this. Can this, for instance, be the results of the current secondary
school system most of these students attended before university?

There is also a slight increase in the number of students unsure of their own
chances of success.

More students (with an increase of 12%), prefer to work under supervision
than 10 years ago, which is a reason for concern as education is moving toward
self-paced, self-driven, asynchronous learning. Again, research should be done on
the reasons for this tendency and ways to change this.

Although the statistical analysis did not show significant change in the learn-
ing approaches of students the past 10 years, an overwhelming 92% of the stu-
dents, who completed the questionnaire in 2016, indicated (in answers to the
open questions) that according to them, approaches to learning have changed
over the years. Most of them stated technology as the main reason for this
change. Another reason mentioned was that students today are exposed to a
greater variety of methods for learning. Other students were of the opinion that
approaches to learning have not changed, because students still need books,
notes and repetition.

Suggestions from students on how lecturers can improve and adapt their style
of lecturing, to better suit this generation of students, included: better use of
technology (for instance multimedia, Internet, online tests and videos); providing
more or better explanations; more interesting or creative classes; more under-
standing lecturers with an attitude of wanting to help; more visual teaching, for
instance using more pictures and diagrams; using more ‘real-world’ examples;
more exercises and practices; and lecturers putting more effort into preparing
for classes. As always, some conflicting suggestions were also offered, for instance
writing more tests versus writing fewer tests, and doing more group work versus
doing less group work.

If institutions, and/or individuals responsible for teaching and learning, are
leaning towards a new age of technology-driven, digital delivery for teaching and
learning, then these results may be seen as cautionary. Students are not nec-
essarily, as occasionally assumed, completely proficient in the use of computers
and technology, and they may be less prepared for solving problems, working
on their own (without supervision), and taking on more responsibility than they
were 10 years ago. Secondary and tertiary institutions should do more to prepare
students to be more self-reliant and self-confident.
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These results show that it is essential that teaching and learning is designed
according to the needs of the specific group of students it is meant for, not
a mythical ‘Net generation’ student. In [1] we can find important suggestions
accordingly: use technologies that are programme-relevant; do not assume that
all your students have access to the latest technologies or are proficient in their
use, because research is showing that there is a continuum of access, use and
comfort with digital technologies.

Future research can focus on the post-millennial era to see how these learn-
ers and students compare to the previous generation, in terms of technology
proficiency and learning preferences.
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Abstract. This paper aims to determine the effect on the engagement
of ‘Net Generation’ students from using ‘YouTube’ in the classroom. The
education and engagement of the Net Generation students are a growing
challenge among institutions of higher learning. Net Generation arrival
overlaps with the advent of digital technology. Thus, this explains why
the students have dissimilar styles of learning due to their comfort with
and use of digital technology. Literature on educating and engaging the
Net Generation asserts incorporating the Web 2.0 elements; YouTube
inside and/or outside classroom. The target sample includes Net Gener-
ation students in their 2nd-3rd year at the University of Cape Town in
the Commerce faculty enrolled in an Information Systems course. The
research instrument was a questionnaire. Two samples were included, the
first consisted of students currently enrolled in the course and the other,
students previously enrolled in the course. The result shows that the use
of YouTube had a positive effect on the engagement of Net Generation
students.

Keywords: YouTube · Net generation · Millennials · Digital natives ·
Student engagement · Information systems education · Higher educa-
tion · Technology-enhanced learning · South Africa

1 Introduction

The emergence of digital technologies such as the internet and PCs has resulted
in a new generation of technically literate individuals called the ‘Net Generation’
[25]. Due to the technical literacy of these individuals, their learning styles differ
from previous generations. The use of ‘YouTube’ and other Web 2.0 technologies
in education has been suggested as a tool to engage Net Generation students
[11,26]. The use of YouTube in education is a relatively new field of study and
not much literature has been published regarding the subject [30].

‘IT in Business’ (INF2004F) is a second-third year undergraduate course
offered by the Department of Information Systems (IS) at the University of Cape
Town (UCT). The course is compulsory for all students majoring in accounting
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 48–63, 2017.
https://doi.org/10.1007/978-3-319-69670-6_4
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and finance. The course builds on from a first year level IS course, which lays the
basic foundations of Information Systems. The course consists of a theoretical
component as well as a practical component (Excel and Pastel). A new aspect
to teaching this course had been adopted through the use of YouTube videos in
the class. These videos brought a new approach to teaching and it is believed
that the use of YouTube as a teaching tool could have an effect on the level of
student engagement.

The purpose of our research was to discover if the use of YouTube in the class
had an effect on student engagement. Towards the end of the semester, students
enrolled in the course were given a questionnaire asking what effect the use of
YouTube videos in class had on their level of engagement. Furthermore, students
previously enrolled in the course were given a similar questionnaire asking them
about their level of engagement with the course. By conducting a comparative
analysis, we aimed to discover what effect, if any, the use of YouTube in the class
had on student engagement.

2 Literature

2.1 The Net Generation

The Net Generation, also known as the Millennials, Generation Y and the Digital
Natives, is the term used to describe the generation born between 1982 and 2003
[5]. This group, which will be referred to as the Net Generation throughout this
paper, grew up with the digital technology that arrived in the last decades of
the 20th century [25]. The term Net Generation was first mentioned in [32]. The
term Net Generation comes from the fact that members of this generation’s birth
coincided with the emergence of the Internet and digital technology [5].

Members of the Net Generation have grown up with computers and the
Internet and are said to have a natural aptitude and high skill levels when using
new technologies [15–18]. Prensky used the term ‘Digital Natives’ to describe
this group as he stated that members of this generation were so accustomed to
using digital technology that they ‘speak’ the ‘digital language’ [25].

Berk noted that defining and labelling groups of people and ascribing char-
acteristics to them can lead to problems of misrepresentation and generalization
[5]. Various studies have shown that the Net Generation is not homogenous in
their use of technology and thus some of the assumptions made about the Net
Generation are not entirely true [7,18,19,21,22].

2.2 YouTube

YouTube is a well-known video sharing website where users can upload, view
and share video clips [11]. YouTube was launched in 2005 and is a repository
for user-generated content. Content on YouTube includes music videos, TV clips
and personal videos uploaded by users, who are mainly members of the public
[29]. Videos can be viewed by anyone with an internet connection; however, in
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order to upload videos, a free user account is required [6]. Various organisations
such as businesses, television broadcasters, universities, political parties and non-
governmental organisations have set up YouTube channels in order to deliver
their message to a wider audience [3,9,14]. Thereby, YouTube has shifted from
mainly user-generated content to professionally generated content as well [20].

The use of video clips embedded in multimedia presentations to improve
learning in higher education classes was suggested in [4]. Accordingly, videos can
have a strong effect on the mind and senses [4]. A list of 20 potential learning
outcomes to consider when using videos in the was also provided [4]. These
include using videos to: grab students’ attention, focus students’ concentration,
generate interest in the class, draw on students’ imagination, improve attitude
towards content and learning, and to make learning enjoyable [9,27,28]. One of
the methods of using videos in the classroom is using YouTube.

A study into the use of YouTube as a tool to support collaborative learning
can be found in [26]. From a sample of 185 students, it was found that the use
of YouTube had a positive impact on the students [26]. Moreover, YouTube was
perceived as an innovative learning technology by the majority of students [26].
The use of YouTube videos to help explain key ideas in a sociology course was
discussed in [31]; accordingly the use of YouTube videos helped the students and
was seen as an effective way of supporting their learning [1,8,31].

2.3 Student Engagement

Student engagement, according to [2], refers to “how involved or interested stu-
dents appear to be in their learning and how connected they are to their classes,
their institutions, and each other”. The roots of student engagement theory can
be traced back as far as 70 years ago to Tyler’s research conducted in the 1930s
into the amount of time students spent on work and its effect on learning [2].
Student engagement theory also has its roots in research conducted in the 1960s
and 1980s, which focused on quality of effort [12], as well as in research from the
1980s which focused on students’ involvement [2,24].

In this context, three different dimensions of student engagement were dis-
cussed in [13], namely behavioural, emotional, and cognitive engagement:

Behavioural engagement entails positive conduct, involvement, effort and
participation [10,13]. Additionally, behavioural engagement is action on the
part of the student that could be observed [2].

Emotional engagement refers to students’ affective reactions such as interest,
enjoyment or a sense of belonging or comfort [13].

Cognitive engagement stresses investment in learning and involves self-
regulation and being strategic [13]. Moreover, cognitive engagement is when
students go beyond the minimal requirements; it can be used to facilitate
learning of complex material [12]. Going beyond the minimal requirements
includes getting clarification for concepts by asking questions, persisting with
difficult tasks, and reading extra material over and above the prescribed mate-
rial [12].
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3 Materials and Methods

3.1 Research Method

The underlying ‘paradigm’ of this paper was interpretive. We attempted to mea-
sure the change in the level of student engagement through the use of YouTube
in the classroom. This was done through measuring the level of engagement
with YouTube and comparing it with the level of engagement without YouTube.
The underlying purpose of this research was exploratory, as our research was
attempting to discover what the effect of using YouTube in the classroom has on
student engagement. The research was done in the South African context and
sought new insights into the use of YouTube in education.

3.2 Research Objectives and Questions

The main objective of this research was to determine if using YouTube videos in
the classroom had an effect on the engagement of Net Generation students. In
order to meet this objective a number of research questions were asked. These
were:

RQ1: Were the students Net Generation students?
RQ2: Did the use of YouTube in class have an effect on overall student engage-

ment and the different types of engagement?
RQ3: How did students feel about the use of YouTube in the classroom?

3.3 Sampling Techniques

As our research was conducted as comparative study, data was collected from
two samples. The first sample was of students currently enrolled in the course
INF2004F. Students in this class were potentially part of the Net Generation.
Furthermore, these students had been exposed to the use of YouTube in the
classroom, thus making them the ideal sample. This sample was referred to as
the ‘current sample’ throughout this paper.

The second sample was of students who had previously been enrolled in
the course INF2004F. Students from this course were the highest population
of previously enrolled INF2004F students available to us. As with the students
currently enrolled in the course, students from this sample were potentially part
of the Net Generation. However, as far as we know, those students were not
exposed to the use of YouTube in INF2004F lectures. This sample is referred to
as the ‘previous sample’ throughout this paper.

3.4 Data Collection

Data were collected from the two sample groups in the form of an online ques-
tionnaire. The questionnaire was conducted on Vula, an education system used
at the University of Cape Town. The questionnaire was preceded by a declaration
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assuring the respondents that data would be kept confidential and anonymous.
The questionnaire was split up into four sections, covering the four main themes
of this paper. Three of the sections (Net Generation, YouTube and Other Web
2.0 tools) in the questionnaire were the same across both samples, while the
fourth (Student Engagement) differed slightly.

The data that the questionnaire obtained were quantitative and qualitative
in nature. 5-point Likert scales were used throughout the questionnaire. Open
ended questions were also included to allow respondents to express ideas that
were difficult to place on a Likert scale. The questionnaire for the first sam-
ple of students was put up on the INF2004F Vula site towards the end of
the first semester. The questionnaire received 156 responses of 616 students,
which showed a response rate of 25%. The questionnaire for the second sam-
ple of students was put up on a specially created Vula site in the middle of
the second semester. The participants of this site were students enrolled in the
course ‘ACC3009W’ (Financial Reporting III). A class list was obtained from
the ACC3009W course convener and the students added to the Vula site. The
questionnaire received 85 responses of 488 students, which showed a response
rate of 17%.

3.5 Data Analysis

Once the data had been collected from the sample groups, the results were
exported into ‘Microsoft Excel’ for the quantitative data, and text files for
the qualitative data. Before the data could be analysed the data needed to be
cleaned. This included removing incomplete responses and responses that were
clearly filled in incorrectly. Once the data had been cleaned, the current sample
consisted of 104 responses (nc = 104) and the previous sample consisted of 70
(np = 70). Thus, the total sample consisted of 174 responses (N = 174). Fur-
thermore, the quantitative data needed to be changed from words into numbers
before any statistical tests could be run. Each scale used in the questionnaire
was given a numerical legend and each question turned into a variable name.
The data was analysed using tables to compare the figures. A few t-tests were
used to test the difference in means. All t-tests were done with the ‘Statistica’
tool. However, before the t-tests could be carried out, the data needed to be
checked for normality. All variables used in the statistical analysis were skewed
within three standard deviations of the mean.

3.6 Limitations

The sample size, which was a total of 174 across two samples, was not a large
sample size given the total number of students in both target groups. Further-
more, the use of YouTube in INF2004F was a new intervention and, thus, the
full effect of using YouTube in the classroom might not yet be discovered by this
investigation.
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4 Data Analysis

For the analysis, the responses from each of the following questions were tab-
ulated and discussed. Where questions were the same amongst both samples,
the responses were not tabulated separately. Rather, the responses were tabu-
lated together and marked as ‘Current’ for the current sample of students, and
as ‘Previous’ for the previous sample of students. Furthermore, when responses
showed little or no variation in responses, no table was used. All data tables are
shown in the Appendix.

4.1 The Net Generation

The following questions had been asked.

Were you born between 1982 and 1994? All respondents in both samples
answered that they were born between 1982 and 1994.

What is your gender? The gender of the respondents in both samples was
almost equally split between male and female. Only one respondent, from the
previous sample, did not disclose the gender.

Are you digitally literate, i.e.: do you interact with technological devices
such as cell phones, computers, laptops or tablet PCs on a regular basis? In
both samples, all respondents answered that they were digitally literate.

How many hours per week do you spend interacting with technological
devices? In both samples, more than half of the respondents said that they
spent more than 15 h per week interacting with technological devices. Over
33% in both samples said that they spent more than 21 h a week with such
interactions.

Are you connected to a technological network (cell phone network or the
internet)? In the sample of current students, all 104 responded that they were
connected to a technological network. Of the 70 previous students, all but one
responded that they were connected to a technological network.

Are you a member of a Social Network (Facebook, Twitter, etc.)? Of
the 104 current students, 102 answered that there were a member of a social
network. Of the 70 previous students, 67 answered that there were a member
of a social network.

Characteristics and learning preferences: Current students. In the cur-
rent sample, most of the respondents agreed to some extent that they mul-
titasked and expected frequent responses. Most agreed to some extent that
they preferred a practical learning environment and preferred to perform tasks
with a known set of guidelines and rules. Concerning learning and working in
teams, most of the current sample was neutral or disagreed to some extent
that they preferred to learn and work in teams. Within the current sample,
most respondents agreed to some extent that they preferred interactive and
visual material. Furthermore, slightly less than 80% of respondents said they
preferred to learn about ‘things that matter’.
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Characteristics and earning preferences: Previous students. In the pre-
vious sample, most students agreed to some extent that they multi-tasked and
expected immediate responses from technology. Furthermore, most respon-
dents agreed to some extent that they preferred a practical learning environ-
ment and performing tasks with a known set of guidelines. Many students
were neutral to learning and working in teams while most disagreed to some
extent that they preferred to learn and work in teams. Within the current
sample, most respondents agreed to some extent that they preferred interac-
tive and visual material. Furthermore, slightly fewer than 80% of respondents
said they preferred to learn about ‘things that matter’.

4.2 YouTube and Student Engagement

The following questions had been asked.

Were YouTube videos used in the classroom? In the current sample more
than 90% of the respondents said that YouTube was used in the classroom to
some extent. For the current sample, most respondents claimed that YouTube
was used occasionally. Within the previous sample, nearly 43% of respondents
claimed that YouTube was never used in class. Nearly 30% of respondents
claimed YouTube was used occasionally while 27% were not sure.

In lectures where YouTube videos were not used, were you engaged?
When YouTube videos were not used in class, most respondents in the cur-
rent sample were engaged occasionally. Approximately 23% were engaged fre-
quently while just fewer than 7% were always engaged when no videos were
used in class. Within the previous sample, 30% of respondents were occasion-
ally engaged and nearly 33% were engaged frequently when no videos were
used. Slightly more than 7% were always engaged while slightly over 17%
were never engaged when no videos were used in class.

Did the YouTube videos engage you in the classroom? (Current stu-
dents). In the current sample 64% of respondents said that they were at
least frequently engaged by the YouTube videos in class. 25% of respondents
were occasionally engaged while 7% were never engaged.

The effect of the use of YouTube videos on engagement (Current stu-
dents). In the current sample, approximately 30% of the respondents said
that the use of YouTube videos increased their attendance of lectures to some
extent. Slightly more than 31% of students disagreed to some extent that the
use of YouTube increased their attendance of lectures. Furthermore, slightly
more than 71% of students agreed to some extent that the use of YouTube
increased their attention in class with approximately 13% disagreeing to some
extent. The use of YouTube increased effort of students in class by 38% to
some extent. Almost half the respondents were neutral on whether the use of
YouTube increased their effort in class. In the current sample, 55% of respon-
dents agreed to some extent that the use of YouTube had increased their inter-
est in the coursework. Approximately 27% of respondents were neutral while
17% disagreed to some extent. With regards to increasing enjoyment towards
the coursework, almost 61% of respondents agreed to some extent that the use
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of YouTube had increased their enjoyment. Again, approximately 27% were
neutral while slightly fewer than 13% disagreed to some extent. In terms of
increasing the sense of comfort towards the coursework, 45% of respondents
agreed to some extent that the use of YouTube increased their sense of com-
fort. Slightly over 44% were neutral while 11% disagreed to some extent.
With regards to increasing the willingness to learn, 48% of the respondents
agreed that YouTube had increased their willingness to learn by some extent.
Slightly fewer than 9% disagreed to some extent while 43% were neutral.
In terms of aiding in establishing learning goals, 42% of respondents agreed
to some extent that YouTube had aided them in establishing their learning
goals. Approximately 44% were neutral while 13% disagreed to some extent.

How students feel about the use of YouTube in the classroom (Current
students). In the current sample, slightly more than half the respondents
agreed to some extent that the use of YouTube was successful in class. Fur-
thermore, 65% of the respondents agreed that they would recommend the use
of YouTube in other courses.

5 Discussion of the Findings

5.1 RQ1: Were the Students Net Generation Students?

The literature reviewed defined the Net Generation as the generation born
between 1982 and 2003 [5]. Thus, looking at the findings of Q1 of the question-
naire, all respondents across both samples are members of the Net Generation
according to the definition in [5]. Furthermore, a list of characteristics of the Net
Generation can be found in [23].

With regards to being digitally literate, connected and social, the findings
confirmed that all respondents across both samples described themselves as being
digitally literate [25]. Furthermore, all the respondents in both samples were con-
nected to some form of technological network and a vast majority were members
of social networks.

In terms of being immediate and experiential, a majority of the respondents
across both samples answered that they did multi-task and expected immediate
responses from technology [33]. In addition, a majority of students across both
samples agreed to some extent that they preferred a practical learning environ-
ment as opposed to a theoretical learning environment [35].

With respect to teamwork most of the students across both samples answered
that they did not prefer to learn and work in teams [25]. This is an interesting
finding as it is contrary to the literature reviewed and is consistent amongst
both samples of students surveyed [23]. A possible reason for this could be the
student’s field of study. However, before any conclusions can be drawn, further
research will need to be conducted to investigate this claim.

In terms of the preference for structure, the findings indicated that across
both samples, a majority of the respondents relied on guidance from both lec-
turers and technological tools to aid in their studies. Furthermore, most of the
respondents across both samples preferred to perform tasks with a known set of
guidelines.
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Lastly, in terms of engagement and experience, visual and kinesthetic and
things that matter, the findings indicated that across both samples, respondents
adhered to the characteristics noted in [23].

Thus, in answering RQ1, we found that the students surveyed are Net Gen-
eration students. All of the respondents were born after 1982. Furthermore, the
majority of the students possessed almost all of the characteristics noted in [23].

5.2 RQ2: Did the Use of YouTube in Class Have an Effect
on Overall Student Engagement and the Different Types
of Engagement?

In trying to achieve the first objective of the research, the discussion has
established that the students surveyed were Net Generation students and that
YouTube had been used in class. What remains to be established is whether the
use of YouTube in class had an effect on overall engagement and the different
types of engagement. Furthermore, if the use of YouTube did have an effect on
student engagement, what types of engagement were affected?

Looking at the finding, the largest proportion, 58%, in the current sample said
that they were occasionally engaged in lectures were no YouTube videos were
used. Nearly 23% said that they were frequently engaged while only 6% said that
they were never engaged when no YouTube videos were used. When comparing
the findings for the current sample, one can see that 64% of respondents said that
the YouTube videos had engaged them at least frequently. Thus, on the surface,
it appears that the use of YouTube videos had a positive effect on engagement.
However, in order to more rigorously test whether the use of YouTube had
an effect on engagement, a t-test for difference in means was used to compare
between the current and previous samples. The output of the t-test can be seen
in the screen-snapshot of Fig. 1.

The test compared the means from both samples. From the output of the
test, one can see that the p value is smaller than 0.05 and thus there exists a
statistically significant difference in the engagement of students. Furthermore,
from the output one can see that the mean for the current sample is higher than
the mean of the previous sample. Thus, one can conclude that the use of YouTube
had an effect on student engagement and that this effect was a positive effect.

The findings indicate that the use of YouTube had a statistically significant
positive effect on attention in class as well as enjoyment towards the course
work. For both of these factors, the effect was positive. The effect of YouTube

Fig. 1. T -test output for difference in level of engagement across the samples
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Fig. 2. T -test output for difference in factors of engagement across the samples

on the rest of the factors was not statistically significant. Furthermore, using
YouTube had an insignificant negative effect on attendance of lectures, sense of
comfort towards the coursework and establishing learning goals. Using YouTube
had an insignificant positive effect on effort in class, interest in the coursework
and willingness to learn. As this t-test was not conclusive in determining the
effect of YouTube on the three types of engagement, another t-test was done.
This time, the separate factors in each type of engagement were combined. The
output of this t-test is shown in the screen-snapshot of Fig. 2.

From the output one can see that the p-values for attention and enjoyment
were less than 0.05. Thus, the use of YouTube had a statistically significant
positive effect on attention in class as well as enjoyment towards the course
work. For both of these factors, the effect was positive. The effect of YouTube
on the rest of the factors was not statistically significant. Furthermore, using
YouTube had an insignificant negative effect on attendance of lectures, sense of
comfort towards the coursework and establishing learning goals. Using YouTube
had an insignificant positive effect on effort in class, interest in the coursework

Fig. 3. T -test output for difference in types of engagement across the samples
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and willingness to learn [30]. As this t-test was not conclusive in determining the
effect of YouTube on the three types of engagement, another t-test was carried
out. This time, the separate factors in each type of engagement were combined.
The output of this t-test is shown in Fig. 3.

In terms of behavioral and cognitive engagement, the use of YouTube had a
statistically insignificant positive effect. In terms of emotional engagement, the
use of YouTube in the classroom had a statistically significant positive effect.

5.3 RQ3: How Did Students Feel About the Use of YouTube
in the Classroom?

In terms of the students’ feelings towards the success of using videos in the
classroom, a majority of students across both samples agreed to some extent
that the use of videos in the classroom was successful. Furthermore, in terms
of whether students would recommend the use of videos in other courses, a
majority of students across both samples agreed to some extent that they would
recommend the use of videos in other courses.

The feelings of the respondents in this study were consistent with the char-
acteristics of the Net Generation noted by Oblinger as well as other authors’
claims that videos could be used in higher education [4,11,23,26,31,34].

6 Conclusion

We found that the students surveyed were a fair representation of the Net Gen-
eration according to the literature reviewed. Furthermore, the extent of the use
of YouTube in the classroom between the two samples was significantly differ-
ent. Lastly, we found that the use of YouTube in the classroom had a positive
effect on overall engagement as well as on behavioural, emotional and cognitive
engagement. The students surveyed in this research felt that the use of YouTube
in class was successful, and many students recommended the use of videos in
other courses.

Appendix: Data Tables

In all of the following tables, SA = ‘strongly agree’, A = ‘agree’, N = ‘neutral’,
D = ‘disagree’, SD = ‘strongly disagree’ on the 5-point Likert scale (Tables 1, 2,
3, 4, 5, 6, 7, 8 and 9).

Table 1. Gender of respondents

Gender Current sample: n (%) Previous sample: n (%)

Male 51 (49%) 21 (30%)

Female 53 (51%) 48 (69%)

No answer 0 (0%) 1 (1%)

(Total) 104 (100%) 70 (100%)
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Table 2. Interaction time with technological devices

Hours/week Current sample: n (%) Previous sample: n (%)

Not sure 13 (12%) 9 (13%)

0–5 8 (8%) 1 (1%)

6–10 9 (9%) 5 (7%)

11–15 18 (17%) 10 (14%)

16–20 21 (20%) 20 (29%)

21++ 35 (34%) 25 (36%)

(Total) 104 (100%) 70 (100%)

Table 3. Social network membership

Membership Current sample: n (%) Previous sample: n (%)

Yes 102 (98%) 67 (69%)

No 2 (2%) 3 (4%)

(Total) 104 (100%) 70 (100%)

Table 4. Characteristics and learning preferences of current students, with total num-
ber of respondents n = 104 (100%) in every row

Question SD D N A SA

Do you multitask frequently and do you
expect immediate responses from technology?

1
(1%)

5
(5%)

15
(14%)

54
(52%)

29
(28%)

Do you prefer a practical learning
environment as opposed to a theoretical one?

0
(0%)

2
(2%)

20
(19%)

49
(47%)

33
(32%)

Do you prefer to learn and work in teams? 10
(10%)

26
(25%)

44
(42%)

19
(18%)

5
(5%)

Do you prefer to perform tasks with a known
set of guidelines and rules as opposed to
following your own approach?

2
(2%)

6
(6%)

25
(24%)

41
(39%)

30
(29%)

Are you more comfortable with interactive
material (e.g. Videos) instead of static
material (slides, notes)?

4
(4%)

16
(15%)

30
(29%)

35
(34%)

19
(18%)

Are you more comfortable with visual
teaching material (e.g. Images) instead of
static material (slides, notes)?

5
(5%)

10
(10%)

34
(33%)

34
(33%)

21
(20%)

Do you like to learn about things that
matter, such as environmental and economic
concerns?

0
(0%)

6
(6%)

17
(16%)

50
(48%)

31
(30%)
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Table 5. Characteristics and learning preferences of previous students, with total
number of respondents n = 70 (100%) in every row

Question SD D N A SA

Do you multitask frequently and do you
expect immediate responses from technology?

0
(0%)

1
(1%)

4
(6%)

36
(51%)

29
(41%)

Do you prefer a practical learning
environment as opposed to a theoretical one?

0
(0%)

4
(6%)

14
(20%)

26
(37%)

26
(37%)

Do you prefer to learn and work in teams? 11
(16%)

18
(26%)

28
(40%)

10
(14%)

3
(4%)

Do you prefer to perform tasks with a known
set of guidelines and rules as opposed to
following your own approach?

0
(0%)

8
(11%)

18
(26%)

29
(41%)

15
(21%)

Are you more comfortable with interactive
material (e.g. Videos) instead of static
material (slides, notes)?

1
(1%)

13
(19%)

19
(27%)

23
(33%)

14
(20%)

Are you more comfortable with visual
teaching material (e.g. Images) instead of
static material (slides, notes)?

1
(1%)

16
(23%)

22
(31%)

23
(33%)

8
(11%)

Do you like to learn about things that
matter, such as environmental and economic
concerns?

0
(0%)

6
(9%)

18
(26%)

27
(39%)

19
(27%)

Table 6. Use of YouTube in the classroom

YouTube usage Current sample: n (%) Previous sample: n (%)

Not sure 8 (8%) 19 (27%)

Never 1 (1%) 30 (43%)

Occasionally 60 (58%) 20 (29%)

Often 31 (30%) 1 (1%)

Always 4 (4%) 0 (0%)

(Total) 104 (100%) 70 (100%)

Table 7. Extent of engagement when no YouTube videos were used in class

How engaged without YouTube Current sample: n (%) Previous sample: n (%)

Not sure 7 (7%) 9 (13%)

Never 6 (6%) 12 (17%)

Occasionally 60 (58%) 21 (30%)

Often 24 (23%) 23 (33%)

Always 7 (7%) 5 (7%)

(Total) 104 (100%) 70 (100%)
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Table 8. Extent of engagement with YouTube videos in class for the current students

How engaged with YouTube Current sample: n (%)

Not sure 4 (4%)

Never 7 (7%)

Occasionally 26 (25%)

Often 45 (43%)

Always 22 (21%)

(Total) 104 (100%)

Table 9. Effects of YouTube (YT) in the classroom on the current students, with total
number of respondents n = 104 (100%) in every row

Question SD D N A SA

YT increased my attendance of lectures 9
(9%)

24
(23%)

39
(38%)

21
(20%)

11
(10%)

YT increased my attention in class 2
(2%)

12
(12%)

16
(15%)

54
(52%)

20
(19%)

YT increased my effort in class 1
(1%)

15
(14%)

48
(46%)

35
(34%)

5
(5%)

YT increased my interest in the course work 3
(3%)

15
(14%)

28
(27%)

46
(44%)

12
(12%)

YT increased my enjoyment towards the
course work

2
(2%)

11
(11%)

28
(27%)

52
(50%)

11
(11%)

YT increased my sense of comfort towards
the course work

2
(2%)

9
(9%)

46
(44%)

40
(38%)

7
(7%)

YT increased my willingness to learn 2
(2%)

7
(7%)

45
(43%)

42
(40%)

8
(8%)

YT aided in establishing my learning goals 4
(4%)

10
(10%)

46
(44%)

37
(36%)

7
(6%)

I feel that the use of YT was successful in
class

3
(3%)

6
(6%)

29
(28%)

50
(48%)

16
(15%)

I would recommend the use of YT also in
other courses

4
(4%)

6
(6%)

24
(23%)

44
(42%)

26
(25%)
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Abstract. There is a global demand for graduates with computing skills
as well as a global shortage of computing professionals, especially women.
In Africa these shortages are even more critical. To resolve this problem,
studies in the past have argued for increased computing usage in schools
that would lead to increased interest in computing degrees. Recently
computing usage in the form of mobile devices and mobile gaming has
increased substantially in schools, yet in South Africa interest in study-
ing computing at a tertiary level has not increased substantially. Hence,
this paper aims to determine whether mobile and gaming usage impacts
school learners’ attitude towards computer related degrees. A survey of
292 South African secondary school learners confirms low interest in
computing degrees, especially by girls, as well as misperceptions of com-
puting degrees. An IT Usage Attitude Model is proposed and validated
in which mobile and gaming usage vary substantially based on gender
but usage does not influence attitude towards computing degrees.

Keywords: Gender · Gaming · Mobile usage · Technology in schools ·
Technology attitudes · Computing career choice

1 Introduction

Information Technology (IT) infrastructure, diffusion and usage has increased
dramatically and IT is seen as fundamental to socio-economic development
[2,21]. Yet the supply of graduates within computer fields is not fulfilling the
demand, with predictions that by 2020 in the USA there will be more than 3
times as many jobs for computing graduates compared to the number of available
graduates [9] In Australia, Information Systems (IS) departments are reporting
reduced student numbers and increasing demand for IS skills [47]. Computing
graduates study Computer Related Degrees (CRD) defined by the Computing
Curricula as Computer Science (CS), IS, Computer Engineering (CE), Software
Engineering (SE) and IT [1]. There is confusion within the industry, as well as
among school learners and parents, as to what these various CRD offer, which
is increased by many universities offering degrees in blends of IS, CS and IT [3].
The shortage of computing skills is an international problem and also a problem
c© Springer International Publishing AG 2017
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for the South African (SA) economy [10,43].1 The SA Grade 12 examination
results suggest that it will get even worse: in 2013, the Grade 12 results revealed
a drastic decrease in the number of learners choosing mathematics and science
(approximately 20% in each subject) which are needed to study CRD [16].

This shortage of computing skills is exacerbated by the under-representation
of women in computing careers and CRD. While this is a global phenomenon,
there are some countries (e.g., Malaysia) where this is not a concern [25]. In
SA this situation is of high concern and worsening in that the number of women
applying for jobs in the IT sector is decreasing annually, hence the field is becom-
ing more male-dominated [20]. SA’s census in 2011 found that 8.1% of males
chose to study a CRD, contrasted with only 5.4% of females. This is a decrease
from 2001 where 7.8% of females chose CRD [49]. Likewise, the percentage of
female members of the Institute of IT Professionals SA (IITPSA) shrank from
18.9% in 2015 to 16.2% in 2017 [37].

The shortage of computing graduates was traced to lack of interest in CRD
at school [3] and negative attitudes to IT which could be altered to increase
interest in CRD [19]. In response, our study aimed to confirm whether IT usage
impacts school learners’ attitude towards CRD. Two technologies, mobile phones
and mobile gaming, were chosen as they are pervasive in secondary schools.

2 Literature

Learners have negative misperceptions of CRD, the career paths available
through studying a CRD, and their own capabilities within computing [14,45,
46]. A negative attitude towards IT is seen to impact attitude towards CRD and
is an explanation for the gender imbalance in CRD [54]. Yet this relationship
has not been validated. Low interest in CRD particularly amongst girls has also
been attributed to shortage of IT usage [32] and lower female self-esteem about
computing skills [54]. In addition, when adolescents are faced with making adult
decisions, the perception that IT is a domain for males is pronounced [45]. The
‘geek’ perception of CS, the dumbing down of computing to ‘IT literacy’, and
a lack of initiatives to inspire girls to take up IT dissuade girls [28,36]. With
mobile devices and gaming becoming increasingly popular amongst the youth,
they should have a noticeable influence on attitude towards those technologies.
This could influence their attitude towards CRD.

The uptake of mobile devices in Africa progresses rapidly. In SA mobile inter-
net subscription is predicted to achieve 69% penetration by 2019 [41]. The Mobile
Africa 2015 survey of SA, Nigeria, Kenya, Ghana and Uganda found that 40%
of internet browsing was via mobile devices [23]. Following these trends, chil-
dren’s use of mobile phones has increased rapidly across sub-Saharan Africa
[39]. The advantages and disadvantages of mobile device usage can influence
perceptions and hence attitudes. In terms of advantages, mobile devices have
increased and improved our ability to obtain, search and process information

1 At the same time, unemployment rates are high in SA among low-skilled citizens.
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with speed and ease [4,22]. Mobile devices allow us to reach people we would
not have been able to reach before, enabling better decisions, real-world expe-
riences with such people, and/or advice [22]. Conversely, the disadvantaged of
usage in schools in Africa is becoming apparent, too [39]. Over-extended use of
mobile devices reduces the attention span of learners [47]. Studies have shown
a noticeable rise in attention deficit hyperactivity disorder in learners and a
decreasing ability to retain information, which have been partly attributed to
having information easily available through mobile devices [21]. Mobile devices
have also disrupted learners’ sleep patterns [44] and are a major distraction in
the classroom, causing academic performance to drop and an increase in cheat-
ing [4]. Finally, accessing inappropriate content or pornography is damaging to
learners and to schools’ reputations [4,39]. Cyberbullying, under-age sexting,
and meeting strangers online are increasing risks [44].

Computer gaming has become a part of everyday life and organization are
even embracing gamified mechanisms [53]. In 2015 a report found that 26% of
U.S. gamers are under the age of 18 [52]. Mobile gaming growth has increased
exponentially [42], and in Africa the social or casual gaming revenue (which is
primarily application-based on mobile devices) is predicted to grow at a strong
compound annual rate of 9% in SA and 16% in Nigeria [41]. Gaming has advan-
tages and disadvantages: from the negative perspective, an explanation given for
the decreasing interest in CRD by women is the rise of a strongly male-dominated
computer gaming culture [20] together with the negative stereotype of gamers as
‘geeks’ [34]. Yet this stereotype seems to be changing as in 2015 females made up
44% of the U.S. gaming industry [52]. But gaming also has advantages: gaming
can be a powerful learning tool [53], can increase social interaction and social
skills, and has created a gaming culture that has helped many teenagers to con-
nect socially [26]. Gaming can improve the ability to follow instructions, logic
and problem solving skills, hand-eye coordination, as well as fine motor and
spatial skills [26].

3 Theoretical Framework

The purpose of our study is to determine whether mobile and game usage has
an impact on school learners’ attitudes towards CRD. This topic is not yet
well researched. In the literature a single theoretical framework was not found;
thus a combination of already existing approaches was used to formulate our
hypotheses.

Social cognitive theory (SCT) builds on self-efficacy theory—see below—
however SCT emphasizes how personal, and environmental factors interact to
determine motivation and behaviour [7,15]. Human behaviour and functioning
is attributed to the interaction of personal factors, behavioural factors, and envi-
ronmental factors [5]. The personal variable ‘gender’ dominates in the literature
and is our concern, too. Hence we propose



70 E.A. Nicolau and L.F. Seymour

Fig. 1. Initial theoretical framework

H1: gender influences learners’ mobile and gaming usage.

Self-efficacy theory explains how persons’ judgements of how well or able they
would be in performing particular tasks has a direct correlation with higher
motivation levels; this subsequently has a direct correlation with positive attitude
forming [6]. On the basis of this theory we propose

H2: mobile device usage influences attitude towards mobile devices positively;
H3: gaming usage influences attitude towards gaming positively.

Theory of Reasoned Action (TRA) has also been applied to the question of how
major-topics are chosen by students [18]. According to TRA, students’ attitudes
toward their majors are influenced by individual factors which are separated into
two categories: experiential beliefs such as perceived difficulty, and normative
beliefs (referred to assubjective norm) which include the influence of salient
others [18]. We include the subjective norm variable ‘attitude of friends towards
gaming’, as it has strong literature support, in

H4: friends’ attitudes towards gaming influences learners’ attitudes towards
gaming positively.

Finally, attitude towards IT is assumed to influence attitude towards CRD [33]:

H5: attitude towards mobile devices influences attitude towards CRD positively ;
H6: attitude towards gaming influences attitude towards CRD positively.

Figure 1 shows the initial framework merged from the literature. It includes 5
variable groups: usage of technologies, perceptions and attitudes of the school
learners towards these technologies, their personal attributes such as gender,
subjective norm factors, and their attitudes towards CRD which would influence
their behaviour w.r.t. choosing to study a CRD or not. The relationships, with
their theoretical source, are shown by arrows. Social cognitive theory attributes
IT usage to personal factors. Self-efficacy theory attributes IT attitudes to IT
usage, and TRA attributes IT attitudes to subjective norm factors. On the basis
of the literature we assume that the attitude towards CRD are informed by
attitude towards IT, and that if the attitude towards CRD improves then the
learners will more likely choose to enrol for CRD at university.
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Two prior studies have found that learners without access to computers at
school are more inclined to study CS than those with access to computers [24,45].
Learners being exposed to more IT has not translated into more students study-
ing CRD. Hence we must remain self-critical about our own proposed theoretical
framework. Some studies on the impact of gaming are inconsistent with other
studies finding that computer gaming influences intention to study CS; other
studies have found no such relation [40].

4 Method

Related to H1–H6 of above, we ask the following somewhat more general

Research Question: does the usage of mobile devices and gaming impact the
attitudes that school learners have w.r.t. CRD?

A deductive strategy in the positivist paradigm with a quantitative survey [8]
was chosen. Table 1 lists the relevant hypotheses and their variables. The main
dependent variable is attitude toward CRD. All variables are ordinal, except for
‘gender’ which is nominal.

Participation in the survey-based questionnaire was voluntary.2 To increase
the sample at least one class was requested to complete the survey from Grades
10–12 in each school. In an effort to entice schools into cooperating with us, each
school was offered a digitized report of the survey with their learners’ responses.
In total the survey was taken 430 times. However, 79 incomplete and 63 pilot
surveys were discarded, leaving 296 for analysis. The survey included multiple
choice, ranking scale, and 5-point Likert scale questions. The target population
was limited to Cape Town that has positioned itself as a technological hub of SA.
The schools chosen all taught mathematics and science up to Grade 12, which
is a requirement for learners before applying to universities for CRD studies.
The initial intent was to test for perceptions of IT impact within the school
curriculum so only schools offering computing subjects at school were sampled.

Table 1. Hypothesis and variables

Category Hypotheses Variables (coding)

Personal factors H1 Gender (G)

Usage of IT H2–H3 Mobile usage (MU), Gaming usage (GU)

Subjective norm factors H4 Friends’ attitude towards gaming (FR)

Attitude towards IT and
CRD

H5–H6 Attitude towards Mobile (MA)

Attitude towards Gaming (GA)

Attitude towards CRD (CRD)

2 Approval was acquired from the Education Board, Ethics Committee of our univer-
sity and the respective schools.
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Table 2. Cronbach alpha values and #questions for multiple item constructs (MIC)

MIC Final α #Questions MIC Final α #Questions MIC Final α #Questions

MU 0.82 9 GA 0.84 4 MA 0.68 6

GU 0.68 2 FR 0.89 4 CRD 0.86 4

Table 3. Survey response demographics

Demographic Percentage Demographic Percentage

Male 62% Female 38%

Private all girls’ school 7% Younger than 15 0.3%

Public all girls’ school 18% 15 years 2.0%

Private all boys’ school 33% 16 years 19.9%

Public all boys’ school 18% 17 years 51.7%

Private coeducational school 8% 18 years 24.0%

Public coeducational school 16% Above 18 years 2.0%

Access to expensive mobile and gaming technology needed to be possible. These
criteria excluded poorer schools. For the sake of diversity 6 schools, each of a
different school type, were chosen (Table 3).

All variables other than gender were multiple item constructs (MIC) which
were then analysed for reliability [48]. Subsequently, factor analysis and Eigen-
value testing were done. After removing some less relevant questions, all con-
structs passed the tests: see Table 2. Most variables were then averaged and
transformed (some reversed) onto a scale between 0 and 1, where 0 represents
no usage or negative attitude whereas 1 represents very high usage or positive
attitude. T-tests were done when a variable was nominal, to test if the difference
of means was statistically significant [31]. For correlations between ordinal vari-
ables the non-parametric Spearman rank order correlation test was applied (all
with the StatSoft Statistica software).

5 Results and Discussion

The demographics are listed in Table 3. The age mode and mean are in the 17-
year-old range. The data has several limitations. The largest contribution was
from the Private All Boys’ School, which ran the survey amongst the entire
Grade 11. The lowest result was from the Private All Girls’ School as the school
asked the girls to do it at home. Hence, the representation from each school
type and gender was not equal. The ethnic composition of learners at schools
in the Western Cape represents regional (not national) demographics: for exam-
ple, in 2011 the ethnic demographics of Western Cape school learners was 57%
‘coloured’ and 11% ‘white’ compared to the national average of 8% ‘coloured’
and 5% ‘white’ [17]. Sufficiently affluent schools were also chosen (as they have
better access to smart phones that are enabled for mobile gaming) whereas many
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other schools in SA do not have suc possibilities. These data limitations impacts
the generalisability of our descriptive results. Table 4 lists the correlation test
results with the statistical significance of the indicated relationships.

Table 4. Spearman rank order correlation

Variable pair (Hyp.) Sig. N Spearman (R) t(N − 2) p-value

MU and GU (none) 95% 287 0.12 2.02 0.043456

MU and MA (H2) no 286 −0.03 −0.46 0.642979

GU and GA (H3) 99% 278 0.31 5.36 0.000000

FR and GA (H4) 99% 277 0.60 12.29 0.000000

MA and CRD (H5) no 266 0.06 1.02 0.306870

GA and CRD (H6) 99% (rev) 266 −0.16 −2.58 0.010301

5.1 Mobile Access, Gaming Access and Data Availability

Demographic questions related to IT access were included in the survey. All
learners had access to at least one mobile device, and all learners had on average
access to two. The learners’ primary mobile device were smartphones (61% of
all learners), feature phones (29%) and tablets (10%). In terms of gaming access
(Table 5), most gaming access was through smart phones (83%), followed by
laptops and PCs (73%). Even Tablet access (56%) had overtaken specifically
designed gaming devices.

Table 5. Gaming access

Device Gaming access %

Smart phone 83%

Normal PC or laptop 73%

Tablet: iPad, Nexus, Galaxy 56%

3rd generation console: PS3, XBOX 360 40%

Gaming laptop or PC 26%

5.2 Mobile and Gaming Usage

Mobile and gaming usage, in hours per day, is shown in Fig. 2. The learners
spent most of their time (an average of 3 h per day) using their mobile devices
for instant messaging or listening to music. By contrast, using mobile phones for
schoolwork was less than 1.5 h, and making telephone calls less than 1 h. The
learners spent an average of 2 h a day gaming on their smart phones, followed
by 1.2 h on standard PCs or laptops, and 0.6 h on tablets. Out of 288 learners,
4 did not partake in gaming: as explanation all 4 indicated that they did not
see the benefits in gaming, and only 1 learner indicated lack of access. 36% of
learners never game in a group or social environment, while 16% game socially
at least weekly.



74 E.A. Nicolau and L.F. Seymour

Fig. 2. Gaming and mobile usage in hours

5.3 Attitude Towards Mobile and Gaming

Table 6 summarises some of the attitudinal questions. In the table the 5-point
scale was condensed into ‘agree’, ‘neutral’ and ‘disagree’. The final two questions
were not used in hypothesis testing; they were asked to confirm or describe
particular attitudes.

Table 6. Learners’ attitudes towards mobile and gaming

Agree Neutral Question-statements suggested to the respondents

93% 6% Mobile devices are very useful to my life

93% 6% Mobile devices have helped me to stay in contact with my friends
and family easily

52% 22% Mobile devices cause a lack of attention within students

55% 22% Mobile devices contribute to a lack of social skill development:
talking via instant messaging and constantly checking phone

48% 32% Gaming helps to improve a person’s ability to follow instructions

58% 28% Gaming helps to improve a person’s ability to solve problems (logic)

55% 26% Gaming helps to improve a person’s hand-eye coordination, fine
motor and spatial skills

24% 32% Gaming helps a person’s social skills as it provides a platform for
social interaction and community gaming

53% 20% Gaming is male-dominant

12% 25% Gaming is for geeks
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Generally, the learners and their friends perceived gaming favourably while
mobile applications met mixed attitudes (Table 6). The learners stated over-
whelmingly that mobile devices are useful and help with staying connected with
friends and family. However they also believed that they cause lack of attention
and contribute to lack of social skills. Many learners agreed with most advan-
tages of gaming and they generally did not believe that gaming is only for ‘geeks’.
However, they do not believe that it supports social skills whilst many believe
that it is male-dominant.

5.4 Attitude Towards CRD

Our survey sheet explained to the learners the notion (and importance) of ‘CRD’,
and asked how many of the 5 CRD they could explain to family or friends.
Learners could not explain 2 CRD to family or friends (mean of 1.5). 22% of
the learners believed that one need not study computer programming at school
to study a CRD at university. These finding confirm that learners do not know
enough about CRD. Furthermore the learners were asked how many of the above
five CRD degrees would interest them, with the mean value (0.89) not even
reaching 1. The CRD attitudinal questions are shown in Table 7. The learners
appear to generally believe that the degrees are useful and interesting but have
neutral perceptions of pay and job availability.

Table 7. Learners’ attitudes towards CRD

Agree Neutral Question-statements suggested to the respondents

45% 31% CRD are interesting

63% 24% CRD are useful

38% 40% In SA there are many open jobs for people with a CRD

36% 45% In SA, the jobs for people with CRD are highly paid

Subsequently the learners were asked to rate 7◦ in order of personal preference
with their most preferred career given a value of ‘7’ and their least preferred
career given the value of ‘1’. Table 8 shows that out of the 7◦ suggested, CRD
were rated as the second least preferred (in accordance with the literature).
Learners were also asked to rate 7◦ in order of their perception of which career
pays the highest, with the lowest paying career being given a value of ‘7’ and the
highest paying career being given the value of ‘1’. Table 8 shows that out of the
seven degrees suggested, CRD were rated as the third lowest, with the learners
only seeing careers in humanities and marketing as paying lower. CRD also had
the highest standard deviation, which shows the highest amount of uncertainty
about salary knowledge w.r.t. CRD. Salaries in SA were compared by means
of [38] in the same year in which we surveyed the lerners. The listed jobs were
searched for and ranked according, and the retrieved ranking was then compared
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Table 8. Ranking subjects by interest and pay

Subject,
career
(our study)

Pref.
mean
(rank)

Pay
mean
(rank)

Job title according
to ‘Payscale’ [38]

Median
salary p.a.
(rank) [38]

Rank
diff.

Medical 3.96 (4) 2.77 (1) General practitioner R373938 (1) ±0

Accounting 4.81 (2) 3.29 (2) Accountant R228 582 (5) +3

Law 4.04 (3) 3.42 (3) Attorney/lawyer R196 527 (7) +4

Engineering 3.63 (7) 3.53 (4) Civil engineer R307 751 (3) −1

CRD 3.94 (6) 3.77 (5) Software engineer,
developer, programmer IT
business analyst senior
software engineer,
developer, programmer
average of all roles above

R233 834
R335 385
R433 351
R334 190 (2)

−3

Marketing 3.98 (5) 5.02 (6) Marketing Specialist R256 818 (4) −2

Humanities 4.82 (1) 6.46 (7) Bachelor of arts degree R210 000 (6) −1

to learners’ perceptions. A problem with CRD is the confusingly large variety of
job ‘titles’ in circulation. This might be a competitive advantage for specialized
graduates but makes salary comparisons difficult. The median salaries for 3 CRD
titles are included; they show that the learners’ underestimation of the salaries
was strongest for CRD.

5.5 Impact of Gender

Table 9 shows significant gender differences in mobile usage and gaming. H1
was therefore accepted. In accordance with the literature [51] we found (for MU)
that girls use their mobile devices 5.8% more than boys do. Although access
to smartphones is relatively equal amongst genders, girls are significantly more
likely than boys to access the internet using their phones [29]. By contrast, boys
partake in gaming (GU) 7% more than girls do. This result was expected and is
in agreement with [20] according to which gaming is a male-dominated culture.
Our t-tests confirm that girls have a more negative attitude towards CRD than
boys have.

Table 9. T-test: gender versus IT usage and attitude towards CRD

Variable Mean (boys) Mean (girls) t − value df p N (Boys) N (Girls)

GU 0.255647 0.222275 2.57383 286 0.0106 182 106

MU 0.380078 0.426504 −3.47354 285 0.0006 182 105

CRD 0.592387 0.529808 2.456954 264 0.0147 162 104
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5.6 Usage Influences Learner’s Attitude Towards IT

H3 was strongly supported. By contrast, H2 was rejected. While learners were
very supportive of the usefulness of mobile devices they were also aware of its
negative impact and hence an increase in usage would make them aware of
both the positive and negative aspects; this would explain the observed lack of
correlation. A negative correlation between gaming access and mobile attitudes
was also found which was not in our theoretical model; (future work).

5.7 Impact of Friends on IT Attitudes

H4 was accepted. This is also substantiated by our descriptive analysis of the
high amount of social gaming. Gaming together with friends is likely enjoyable.
According to [35], males are more inclined to participate in such gaming due to
its instrumental, activity-based style of intimacy and friendship.

5.8 Attitude Towards IT Versus Attitude Towards CRD

H5 and H6 were both rejected. Attitude towards mobile devices did not influ-
ence attitude towards CRD; surprisingly attitude towards gaming was found to
influence attitude towards CRD negatively.

5.9 Final Framework

Our study yields evidence for gaming and mobile device usage varying by gen-
der. Girls use mobile devices more while in contrast boys do more gaming. The
following relationships were validated:

– Gender influences learners’ mobile and gaming usage.
– Mobile usage influences gaming usage positively.
– Gaming usage influences gaming attitudes positively.
– Friends’ attitudes towards gaming influences learners’ attitude towards gam-

ing positively.

Our final framework is presented in Fig. 3 (including Spearman R and t-test
values). The initial theoretical framework (Fig. 1) was thus not validated. For
gaming, the relationships from self-efficacy theory, social cognitive theory and
the theory of reasoned action were found to be valid, but not the relationship
between attitude towards the technology and attitude towards CRD.

The relationships from self-efficacy theory, social cognitive theory and the
theory of reasoned action were found to be valid for gaming technology and
are shown in the validated framework in Fig. 4 called the IT usage attitude
model. However, the main relationship which we intended to validate was not
validated; instead the reverse relationship was found. It seems that increased
gaming and positive attitude towards gaming have a negative effect on attitude
towards CRD. Our study questions the commonplace argument that more IT
usage by learners would increase their interest in CRD. Recently, learners have
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Fig. 3. Final validated framework

Fig. 4. IT usage attitude model

been exposed to ever more IT whereas interest in CRD has not increased.3

Indeed our study provides support—end explanations—for the reverse argument
and thus refutes the preumption that school learners more exposed to IT will be
more likely interested in CRD. Our finding is similar to the one of [55] according
to which positive attitude towards IT by girls does not translate into considering
CRD—for contradictory findings on the impact of gaming on choosing to study
CS see [40].

Our study re-confirmed that learners at school do not know enough about
CRD at university and have misperceptions of computing salaries and job avail-
ability. Hence, interventions need to focus on computing career education. It has
been confirmed that attitudes about CRD can be improved by exposing students
to the work-life activities of IT professionals [55]. Students studying CRD have
indicated that their parents, career counsellors and school teachers assisted them
in chosing a career path more so than friends [11]; hence those advisors should
be included in this CRD-related career education.

3 Is this perhaps a technological saturation effect? For comparison, is there any cor-
reclation between nowadays ubiquitous availability of motor cars and student enrol-
ment numbers in automotive engineering?
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This leaves us with little advice for how to increase interest in CRD amongst
female learners. Recent research shows that a ‘sense of belonging’ is a strong pre-
dictor of interest in science and technology amongst women. Therefore comput-
ing stereotypes that women do not identify with reduce their sense of belonging
in computing [12]. For example, the perception that computing work is isolating
does not match with the communal goals often valued by women. The litera-
ture has described four characteristics that students believe to be required for
belonging into computer science: being singularly focused on computing, asocial,
competitive, and male [27]. However, welcoming and supportive cues, especially
from men, can increase women’s sense of belonging and hence interest in comput-
ing in the face of those stereotypes [30]. Universities also play a role in dissuad-
ing women. For example, undergraduate assessment practices that emphasise
competition over cooperation tend to advantage men over women [13]. Working
against this practice some universities have started increasing the mentoring of
women in undergraduate technical fields [50].

6 Conclusion

The lack of interest in CRD is a global issue. Of special concern are the mis-
perceptions about these degrees among school learners and the lack of interest
by girls. This study from the Western Cape of SA confirms school learner mis-
perceptions of the entrance requirements and economic value of these degrees
and the general lack of interest especially among girls in CRD. Our study also
highlighted for parents and educators the nature of the increased mobile and
gaming usage patterns of school learners in the Western Cape. From a practi-
cal perspective our study indicates that more career and degree information is
needed in schools to correct those misperceptions.

It has been suggested that IT usage influences the attitude towards CRD.
Given the increase in the number of smartphones in schools, and the exponen-
tial growth in gaming during the last five years, it might be expected that such
IT usage will have a measurable influence on the future career decisions made
by school learners. However, our study found no positive correlations between
increased IT usage and attitude towards CRD. Conversely, for our surveyed sam-
ple, positive attitude towards gaming showed a negative correlation to attitude
towards CRD. Given the increasing interest in gaming this could lead to a further
drop in interest and graduates, which is cause for concern.

From a theoretical perspective, our study proposes the IT usage attitude
model based on self-efficacy theory, social cognitive theory the theory of rea-
soned action and validates it for gaming technology. We found that school learn-
ers’ usage of mobile and gaming technology varies significantly by gender. Fur-
thermore, the subjective norm factor, friends’ attitudes towards gaming, effects
attitude towards gaming technologies.

In retrospect we identified several limitations to this exploratory study as well
as areas for future research. The targeted sampling resulted in usage patterns
and perspective not representative of the entire country, such that a broader
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understanding of IT usage in schools is still desirable. Hence we recommend
a more in-depth study of the relationships between IT attitudes and attitude
towards CRD. The reverse relationship for gaming is interesting but not yet
understood and requires further study, too. It might be possible that different
game types are differently influencial and that the preference for these game
types varies between the genders.

Last but not least, this study only looked at mobile and gaming technologies,
whereas IT in the school curriculum and social media should also be included
in future studies. In terms of subjective norm variables, the attitude of teachers,
parents and other positive role models should also be considered in future work.
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Abstract. Newer technologies have the potential to enhance how teach-
ing and learning in higher education happen. The context of the provision
of 12 supplementary vodcasts in a distance learning theoretical computer
science course drove questions about whether these led to a statistically
significant improvement in examination marks. Vodcast access numbers
and examination marks for four semesters for which vodcasts were avail-
able, as well as for four preceding semesters, were analyzed. There was
no statistically significant difference in marks that could convincingly
be linked to the provision of the vodcasts. The results are discussed in
relation to the concepts of communication, accessibility, and online use
of learning materials.

Keywords: Theoretical computer science education · Distance learn-
ing · Vodcast · Video podcast

1 Introduction

Vodcasts are often used in higher education online courses [4] and have the
potential to transform how teaching and learning happen [14,15]. Newer tech-
nologies do not just offer the possibility of a new way of broadcasting information
[22], but also are believed to provide tools that can enhance a student’s learning
experience [23,30]. The assumption of more digitally involved students, who are
able to access learning materials via a range of ICT devices in everyday life, has
led to the increasing adoption of tools such as wikis and blogs [22,30,46], and
the use of vodcasts has seen increasing interest since 2006 [26,39].

While technology should not determine pedagogy, teaching and learning prac-
tice should take up the affordances of technology where vodcasts are a possible
tool of instruction [1,27]. Reasons for using vodcasts are often linked to attempts
to use blended learning approaches. Although blended learning may be seen to
mean the merging of face-to-face and web-based, online learning [15,47], it may
also be seen as a mix of different pathways of delivering learning material, build-
ing on variation theory, and relying on diverse experiences to aid and encourage
learning [18,35]. Of course, in distance learning educational environments where
there are no traditional face-to-face lecturers, vodcasts can become, in a sense,
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the voice (and even face) of the lecturer and, thus, blend normally text-based
material with online, audio-visual formats.

There are also views that the use of online technologies should be seen as an
asset whose potential should be tapped in attempts to maintain a competitive
edge [15,16,22]. Also, ICT approaches may be introduced as external forces
pressuring universities to remake themselves in more technologically modern
and efficient forms [16], allowing such approaches to become an integral part of
the university experience [30]. Thus, academic staff may be required to develop
for, and implement, online learning approaches [15], in which vodcasts are seen
to play a role, and show the academics’ attempts to adopt more technological
platforms often for largely non-academic reasons [16].

Many computer science degree programmes include some work in theoretical
computer science (or formal languages and automata theory), which introduce
the thinking required to understand the abstractions of the foundations of com-
puter science [2]. Students find these abstract concepts difficult [2,6], which
can lead to poor understanding of the material, which is exacerbated in learn-
ing distance environments where there is little face-to-face practical help [19]
and students have to try to follow the algorithms in text format. In an effort
to support student learning and produce better summative results at the end
of a semester, 18 vodcasts were prepared as additional material for a second-
year course in theoretical computer science at an open distance learning institu-
tion. The study material that is usually provided for this course is a prescribed
textbook and university-written study material—all text-based materials. Even
where study material is available online via the university’s learner management
system (LMS), it is usually also distributed in printed format to support stu-
dent learning (where students may not have access to the web-based LMS). In an
attempt to help students follow some of the algorithmic procedures contained
in the course, which are quite difficult to follow in a textbook, vodcasts were
created to show the steps that should be taken and how to structure problem
solutions.

The research question is, thus, as follows: has the release of vodcasts led to
any statistically significant improvement in students’ examination scores? This
will be examined for both the overall examination score and the marks for a
specific question by comparing the examination marks for the semesters prior to
the vodcasts being released to those once the vodcasts were available.1

It has been noted that vodcasting is used in a variety of contexts, disciplines,
and levels of study [16,25], often making it difficult to generalize about its effects
on student performance [34]. It is hoped that this study of the use of vodcasts in
a distance education, theoretical computer science course will add to the work
already done and the generation of a more solid basis from which to use vodcasts
in higher education, so as much detail (as called for by [25]) as possible is given
to promote comparisons with other studies.

1 Ethical clearance was obtained from the relevant university committees both to do
the research and to gather university data.
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2 Vodcasts in Education

A vodcast, or video podcast, is a video file that is made available on the Internet
in digital format [30], and the increased availability of high-speed Internet access
has allowed vodcasts to become more popular [25]. Similar to an audio podcast,
which, strictly speaking, is distributed via user-subscribed syndication feeds,
vodcast files can be downloaded in their entirety to personal computers or media
devices and are usually not streamed [9,17]. However, there is no requirement
as to what format should be used for such a downloadable file to be called a
vodcast [39], and in fact, vodcasts do not even have to be video files, but can
range from recordings of lectures to voiced-over slide show presentations (often
termed ‘enhanced vodcasts’ [5,34]), as well as complex animations [22,39].

2.1 Theoretically Informed Creation of Vodcasts

Vodcast design and use should be guided by beliefs about learning, such as the
theoretical bases provided by cognitive load theory (CLT) and the cognitive
theory of multimedia learning (CTML) [1,15]. Guidelines for vodcast creation
are based on the understanding that [1,29]:

– there are separate channels for visual and auditory content,
– each channel has limited capacity,
– active processing from selecting material, organizing it, and then integrating

it uses cognitive resources.

As cognitive capacity is allocated to the initial processing tasks first, only what
is left can be used for the task of integration, meaning that the first two process-
ing levels should be supported as much as possible by reducing anything non-
essential and offloading information from the visual to the auditory channel [1].
The following represents a broad outline of recommendations that are given in
terms of CLT and CTML, as well as recognized best practice [1,24,29,41,54]:

1. Use voice, text, and pictures. Ensure legibility. Use pictures rather than words,
where possible (remembering that simply adding pictures will not help). Use
static images rather than animations.

2. Avoid any unnecessary information. Ensure an uncluttered look. Avoid back-
ground music.

3. Highlight the important material.
4. Do not read what is already on the screen. Use a conversational style rather

than a formal one.
5. Have an image of the narrator on the screen.
6. Pace carefully, allowing pauses as necessary.
7. Optimal length is less than 10 min. Keep it short, and present material in

meaningful, bite-sized chunks.

It has also been noted that the quality of the message is more important than the
quality of the presentation, and so the level of effort put into the more technical
side of creating a vodcast should be determined by how long it is going to be
useful [41].
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2.2 How Vodcasts are Used in Teaching

Several review articles of podcast and vodcast use have been published [16,17,
25,45], and various classification schemes have arisen. Teaching vodcasts can be
one of three basic types:

Lecture-based or classroom vodcasts are simple recordings of lectures,
whether presented by the usual, or a guest, lecturer [17,23,24]. This type
has also been referred to as substitutional vodcasts, although the aim is often
more to provide the lecture for review purposes rather than to replace the
lecture entirely [16,18,30,42].

Supplementary vodcasts are used to supplement the material presented in
lectures. Such vodcasts can be made up of extra explanations, worked exam-
ples, feedback and comments, course-related guidelines, summaries, or field
guides [5,9,16,17,24].

Creative vodcasts are those prepared by students as part of their learning
experience, often in collaborative forms of learning [16,17,24,30].

For the lecturer-provided vodcasts above, the vodcast can use existing material
or be one created by the lecturer [17].

It has been suggested that students’ awareness of vodcasts, and their varied
uses, need to be promoted among students [50]. Hew [17] presents several ways
in which vodcasts can be integrated in the learning process. Among these is
the idea that vodcasts are released after an event, either as a copy of the event
(which can be used for review) or as supplementary material (which adds relevant
information to what was covered). In such cases, the vodcast is often used as
revision in preparation for an assessment [9,18,28], and it has been shown that,
when used in this manner, it leads to poorer results than would have been
expected [54]. When vodcasts are used by students during the learning process,
however, better results have been recorded, and it is surmised that such students
had the metacognitive ability to realize early that their understanding was not
what it ought to be [54]. Having students discuss the content of the vodcast
encouraged students to use it earlier in the learning process [44].

Instead of vodcasts being used after an event, it is also possible that they be
used before a teaching event in a preparatory fashion. Preparatory vodcasts are
similar to lecture-based vodcasts, except that, when preparatory, they are more
substitutional in flipped-classroom approaches, where the intent is that students
view these before the face-to-face lecture and that lecture time is spent in a more
applied and practical manner [15,39,42]. Such use of vodcasts, when integrated
with questions, helped focus students and facilitated learning [39].

Students may access and watch vodcasts out of curiosity or because of their
novelty [52], which supports arguments that student attitude towards vodcasts,
along with perceived ease of use and usefulness, best determines the level to
which they are used [9,20]. Viewing rates as high as 70% have been found [52],
although cases well below this have also been recorded [50]. Along with attitudes
towards vodcast use, it is also believed that lack of access to high-speed Internet,
and its associated costs, can lead to lower levels of use [51]. Furthermore, as
vodcasts become more commonly available, the novelty will wear off [52].
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Although a major benefit of a vodcast is that it can be viewed on mobile
devices, evidence suggests that mobile devices are used largely for entertainment
purposes [48] and that learning material vodcasts are viewed sitting at a personal
computer working, often with other learning materials at hand [16,17,28,30].
Thus, such vodcasts are rarely watched in a multitasking environment, while,
for example, the student is travelling [17].

2.3 Benefits and Problems

The benefits of vodcasting for supporting learning are regularly mentioned, and
these often relate to overcoming the hindrances of time and space [17] and are
linked to the following properties.

Flexibility: the user has the ability to control the flow of the vodcast, pausing
and replaying as necessary [11,34,45]. Students can also return to the vodcast
as often as required [22].

Accessibility: vodcasts can be released to students quickly [22], can be down-
loaded and watched whenever it suits students, and are, thus, not bound by
the confines of the lecture hall [11,21]. Vodcasts are also easy to use on various
viewing devices and platforms [22,49].

Text-based formats are considered too static, and vodcasts are generally pre-
ferred over textbooks [11,24,26]. Although a textbook does allow a student to
return to previously read material, textbooks often do not highlight what is
important, which is something that vodcasts should be doing [42]. Also, for
second-language learners and those with learning difficulties, vodcasts provide
unique opportunities for students to work at their own pace [1,22]. Thus, vod-
casts are believed to provide support for individual learner needs [9].

There are, however, also drawbacks to the use of vodcasts. They generally
leave the student in a passive role, often with low levels of engagement and inter-
action [21,30], and require a high level of discipline and self-regulated learning
ability on the part of the student [11,15,40]. For some vodcast types, the presen-
ter also cannot see the student who is watching the vodcast and so cannot rely
on non-verbal cues such as a nodding head or blank look to determine whether
the content is being grasped or not [40]. In cases where students have chosen not
to use vodcasts, such decisions are linked to [18,25,26]:

– more experienced students not believing that they needed the help or finding
the pacing too slow,

– lack of knowledge of the availability of the vodcasts,
– not having the time to watch them.

Furthermore, technical difficulties related to the hardware required, file size,
download speeds, and Internet connectivity availability and cost are often men-
tioned [22,26]. Poor sound quality has also been noted as a weakness [18].

Considering the acknowledged benefits of vodcasts and their recognized draw-
backs, what is the evidence for their effect on student learning? This can be
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viewed in three ways: their effect on experience, performance, and cognition
[16]. Generally, students have reported a very positive experience of the use of
vodcasts where they are perceived to be useful and effective to improve under-
standing and even to be motivating [4,18,25,34,44,48]. This is especially true
when compared to textbooks [24], and rejection of vodcasts is rare [16]. How-
ever, there are conflicting reports on whether vodcasts lead to better student
learning and knowledge retention, usually measured as improved student perfor-
mance in final examination scores [22,25]. Some studies have reported significant
gains [25,39,49], whereas others have found no such gains [9,17,18,40,42,52]—
particularly when lecture attendance was good [54]. Furthermore, where vod-
casts were used in a substitutionary (rather than a supplementary) manner, no
significant difference between the groups has been noted [43]. Where positive
results have been found is in improved cognition in experimental-type situations
with pre- and post-tests, where vodcast use does appear to lead to improved
short- and medium-term knowledge retention [11,22,26,39,54]. One study [26]
has noted that there is a positive correlation between time spent viewing vod-
casts and improved performance. Apart from one study where vodcast use led to
lower scores in some test questions [9], there do not appear to be any detrimental
effects to the use of vodcasts [16]. As positive results may depend on the types of
vodcasts used and may be more prevalent in specific knowledge areas [25], this
study seeks to expand a little further on the body of knowledge on vodcast use,
particularly in a distance learning scenario.

There have been cases where vodcasting was used to teach theoretical com-
puter science [12,33]. However, in both cases, it was used in flipped-classroom
environments where the vodcast material was used to prepare students for more
practical face-to-face sessions and not as supplementary material to a textbook
in a distance learning institution. Positive student experiences were recorded in
both cases, and in one [33], a positive trend in examination scores was reported
as well.

3 Vodcast Details and Data Gathering

Of the 18 vodcasts that were produced only 12 were used in the research, as
they could be directly linked to specific examination questions (see Table 1).
The vodcasts were all supplementary, worked example type vodcast, and were
of two major varieties: vodcasts 1–8 were PowerPoint slides with a voiced-over
commentary, whereas vodcasts 9–12 were handwritten in a PDF document using
a DigiMemo (see Fig. 1), with the narrator explaining what was being done in
each step of the algorithm (using a ‘thinking out loud’ approach)—an approach
that has been referred to as ‘pencasting’ [12]. For these latter vodcasts, the final
PDF document giving the full worked solution was also made available. Note
that vodcasts 9–12 are longer than the recommended maximum of 10 min, but
as one worked example was being presented in each vodcast and could be seen
as one continuous chunk, it would not have made sense to split the explanation
into two parts simply to keep to the time recommendation.
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Table 1. Details of the vodcasts that were used in the research (where file size is given
in MB and FA stands for finite automaton)

No. Content Format MB mm:ss

1 Recursive definition of a given language: ODDAB mwv 5.4 3:35

2 Recursive definition of a given language: EVENnotAA mwv 7.6 5:30

3 Mathematical induction (11 + 15 + . . .+ (4n+ 7) = 2n2 + 9n, n > 0) mwv 8.1 6:36

4 Mathematical induction (2n − 3 ≤ 2(n−2), n ≥ 5) mwv 7.0 5:56

5 Build a finite automaton that accepts a described language mwv 7.0 4:54

6 Convert a transition graph to a regular expression mwv 4.0 3:31

7 Pumping lemma with length: prove {anbnam, n > 0 m > 0}
non-regular

mwv 4.1 2:53

8 Pumping lemma with length: prove {abn+1c5an, n > 0} non-regular mwv 4.9 3:47

9 Given FA1 and FA2, find FA1 + FA2 (the union language) mp4 13.2 11:19

10 Given FA1 and FA2, find FA1FA2 (the product language) mp4 22.8 17:24

11 Given FA1, find FA ∗
1 (the closure language) mp4 10.1 9:15

12 Given FA1 and FA2 that accept L1 and L2, respectively, find an

FA that accepts L1 ∩ L2 (the intersection language)

mp4 14.6 12:44

Fig. 1. Handwritten worked example using a DigiMemo in a PDF document

The vodcasts were recorded, following the guidelines on vodcast design given
above, on my laptop computer using the freeware program CamStudio (as .avi),
with the sound being captured using the built-in microphone. These were con-
verted to .wmv, so that they could be edited in MS Movie Maker. Most of the
vodcasts were then published in .wmv format, but some were converted and
published in .mp4 format. There have been no requests for the .wmv-formatted
vodcasts to be made available in an alternative format. These were then made
available to students via the university’s LMS; viewing was optional. Vodcasts
1–8 were uploaded in the second semester of 2014 (and all subsequent semesters),
and vodcasts 9–12 were uploaded from the second semester of 2015; there are
two semesters per year. Students were informed of the availability of the vodcasts
via announcements sent from the LMS as well as by SMS (in 2015 semester 2).

The study participants were the students registered for the course under
consideration (10 semesters from 2012 S1 to 2016 S2, where S1 and S2 refer
to semesters 1 and 2, respectively), and it is expected that students would be
similar from one semester to the next. The following data were gathered from
the LMS and examination statistics:

1. The number of times each vodcast was accessed by students. These were
recorded as overall totals for each vodcast (rather than which students
accessed which vodcast) and analyzed as a percentage of the number of
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students registered (as not all the data was available per student). This app-
roach is in line with a recommendation that access to such material be used
rather than simply its availability to students [32]. Also, this was not an
experimental pre- and post-test design, so there was no intention to compare
results for specific students on the basis of whether they viewed the vodcasts.
These totals were only available from the second semester of 2014, as no
vodcasts had previously been uploaded.

2. The overall pass rates for each semester from 2012 semester 1 to 2016 semester
2. The pass rates were calculated as a percentage of those who passed against
those who wrote the examination (rather than those who were registered for
the module or who were admitted to the examination).

3. The average percentage obtained for the course for the same 10 semesters.
4. The mark detail per question (the number of students in each mark range,

the percentage passed, the average mark, and the standard deviation) for the
same 10 semesters was recorded.

4 Results

4.1 Comparison of Final Overall Marks

An initial view of the final mark data for the 10 semesters (2012 S1 to 2016 S2)
can be seen in Table 2 and Fig. 2. Plotted with the data in Fig. 2 is the percentage

Table 2. Final mark descriptive statistics for the 10 semesters under review (showing
number of students, mean marks, median marks, and standard deviation)

Sem. 2012S1 2012S2 2013S1 2013S2 2014S1 2014S2 2015S1 2015S2 2016S1 2016S2

N 235 266 328 280 324 306 320 308 318 267

Mean 42.0 43.0 48.2 42.3 47.6 48.9 45.0 47.8 41.4 46.3

Median 40.0 42.5 50.0 40.0 50.0 50.0 44.0 50.0 40.0 45.5

SD 18.9 15.8 17.0 18.0 20.1 16.0 17.7 15.6 17.3 17.0

Fig. 2. Overall results: pass rate (%) and average mark (%) plotted against vodcast
viewing (%)
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Fig. 3. Final mark Tukey HSD plot for 2014 S1 to 2016 S2 (at 95% family-wise confi-
dence level)

of students who accessed the vodcasts, where this percentage was calculated as
an average of the percentages of all the vodcasts that were used in the research;
note that even though vodcasts were available from 2014 S2, there was a very
low viewing percentage (0.2%) in this first semester as well as in 2016 S1 (2%).
Not only does this show the very low uptake of students accessing the vodcasts
(highest at 24%), but there appears to have been very little difference in the
overall pass percentages or average mark obtained. The growth in the vodcast
viewing average in 2015 S2 can be attributed to the use of both announcements
and SMSs to inform students in an attempt to increase the number of students
using the vodcasts in that semester.

However, it needs to be checked whether there is any significant difference
statistically, and an ANOVA test was carried out based on the last six semester
marks: from 2014 S1 (where there were no vodcasts available), through 2014 S2
and 2015 S1 (where vodcasts 1–8 were available), to 2016 S2 (when vodcasts
9–12 were also available). There was a statistically significant difference between
groups as determined by one-way ANOVA (F(5,1837) = 7.591, p < .0001). The
Tukey HSD post-hoc test was done to determine where the differences between
groups occurred (see Fig. 3). It is clear that four statistically significant differ-
ences were found; however, in three of these cases (2016 S1–2014 S1, 2016 S1–
2014 S2, and 2016 S1–2015 S2, p ≤ .0001) both the percentage pass rate and
average percentage obtained dropped, and in only 2016 S2–2016 S1 (p = .008)
did the marks rise. A similar ANOVA for all 10 semesters from 2012 S1 to
2016 S2 also showed that there was a statistically significant difference between
the semesters (F(9,2942) = 8.055, p < .001). A further Tukey HSD test showed
17 significant inter-semester differences; however, six of these showed differences
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between semesters where there were no vodcasts (that is, all prior to 2014 S2),
and where there had been vodcasts available, in four of the 11 cases the marks
were lower than before vodcasts were used. This may be an indication that the
source of the difference is not related to the use of the vodcasts.

4.2 Comparison of Kleene’s Theorem Exam Question Marks

To see the effect of vodcasts at the question level, the differences around the
release of vodcasts 9–12 were checked, specifically, from 2015 S2. These vodcasts
all relate to specific algorithms for the purpose of proving Kleene’s Theorem,
which are all very similar to one another and require little interpretation on the
part of the student. These four vodcasts also all relate to the same question
(Kleene’s Theorem: proof algorithms) in the final examination. As the other
vodcasts relate to how to approach questions and lay out the answers, their
approaches are not as ‘mechanismic’ as those explained in vodcasts 9–12, and
as there was a substantial increase in the numbers of students accessing the
vodcasts in 2015 S2, it is believed that if there were to be a positive effect on
student performance, then it would be visible in this particular question. Table 3
presents the basic descriptive statistics for this question for the 10 semesters
under review.

ANOVA was used again to determine whether there was any significant dif-
ference in the means of the last six semesters: there was a statistically signifi-
cant difference between groups as determined by one-way ANOVA (F(5,1837) =
11.53, p < .001). The Tukey HSD post-hoc test was done to determine where
the differences between groups occurred (see Fig. 4).

Although statistically significant differences were noted in seven cases, two
of these were prior to the vodcasts relating to this question being released, and
of the remaining five, only two showed an improvement in marks once the vod-
casts had been released. Considering the significant differences between 2015 S2
(the semester where the highest video access was recorded) and 2014 S2 and
2015 S1 (when the marks improved) and 2016 S1 (when the marks decreased
again), it could be argued that there is a link between vodcast access and the
marks obtained in this particular question, but this is not a consistent result and
it is again possible that some other factor led to the differences in the means
observed. It should also be noted that no significant differences were noted when
considering specific algorithms from before and after the release of the vod-
casts, making it even less likely that it is the vodcasts that are leading to these
differences.

Table 3. Descriptive statistics for the 10 semesters under review (showing mean and
standard deviation) for the Kleene’s Theorem algorithm 10-mark exam question

Sem. 2012S1 2012S2 2013S1 2013S2 2014S1 2014S2 2015S1 2015S2 2016S1 2016S2

Mean 3.54 1.47 3.10 3.43 3.81 2.33 2.14 3.61 2.49 2.84

SD 4.03 2.61 4.11 4.08 4.25 3.16 3.14 4.21 3.18 3.62
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Fig. 4. Kleene theorem algorithm Tukey HSD plot for 2014 S1 to 2016 S2 (at 95%
family-wise confidence level)

5 Discussion

It is too simplistic to argue that vodcasts have not been producing any mea-
sureable increase in student performance in final examinations and that their
use and value should be questioned. It is true that this study produced results
similar to others showing that the introduction of vodcasts did not lead to a
significant difference, but a positive effect cannot be ruled out [16], and other
factors also need to be considered. This would be in keeping with the conclusions
drawn by authors of the notorious ‘no significant difference’ phenomenon [7,38]
where the choice of media has little effect in learning or teaching effectiveness;
rather, it is the multitude of factors that make up a learning experience that
determine its effectiveness, which can often not be controlled in the research of
such effectiveness.

Low rates of use of the vodcasts in this study lead to questions of commu-
nication and accessibility. Just because a distance learning university uses the
Internet to distribute materials to its students does not mean it is accessible to
all its students [46]. Even after the availability of the vodcasts was broadcast
via LMS announcements and SMS, there were still students who were not aware
of them (as noted by a student in a survey); this breakdown in communication
will need to be examined further, as it is unknown whether the messages simply
never reached the students or whether the students did not remember, or did
not read, messages sent to them.

Related to this is the fact that emailed announcements are sent only to the
email address established by the university and not to the primary email address
of choice of a student. Students changing email addresses over the lifetime of their
studies and not informing the university of this change clearly points to the value
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of such a university-provided address, and it is true that email can be forwarded
from one email address to another, but this may well be beyond the technical
ability of many students.

It may be the case that students become frustrated with technical problems
accessing the university LMS and logging into its associated email and, thus,
abandon it altogether. It is also possible that students may ignore the emailed
announcements, as they are overwhelmed by the volume of email that is sent [13]
or by the volume of work that a part-time, distance education student already
has to handle [10]. A further reason could also be that the vodcasts are not
compulsory learning material (even though they cover work that is), and so are
ignored by students as of less significance.

However, even where there is access, this does not imply use. Although some
level of self-regulated learning would be required for a student to succeed in a
distance education qualification, low levels of accessing online materials and low
levels of responses to online surveys may point to low levels of online engagement,
which could lead to lower academic performance [48]. There is, furthermore,
the possibility that other material in the examinations, and varying question
difficulty, are introducing statistical noise that inhibits the positive effects of the
vodcasts from showing up in the overall results [52]. Furthermore, questions need
to be asked around how such low levels of online interaction relate to the concept
of the digital native who has grown up in the digital world and uses technology
with ease [36].

The ‘digital native’ versus ‘digital immigrant’ distinction has been criticized
as being inaccurate and lacking evidence [3,31,53], and ‘net-generation’ stu-
dents may not be as tech-savvy as is often believed [8]. Prensky [37] has since
argued that that distinction is less relevant and has proposed focusing on ‘digital
wisdom’—gained both from, and in the use of, technology. An alternative con-
tinuum has been offered [53] based on the metaphor of ‘place’: digital ‘residents’
at the one end, who occupy the Web as a social ‘space’, and digital ‘visitors’,
at the other, who remain anonymous, only using the Web as a tool when nec-
essary. With this background, it is possible to understand why modern students
have been referred to as ‘digital socialites’ [15]. However, the question remains
open regarding the extent to which current students are ‘digital learners’ and
whether their interactions online are directed at learning rather than establishing
a ‘digital identity’ or simply seeking information.

It has been argued that it may well be worth continuing with vodcast pro-
duction, even though there may be no discernible results [34], due to students’
positive response to them and the fact that students find them motivating. How-
ever, then it may be worth exploring when these vodcasts are used, seeking to
integrate them into the learning process earlier rather than at the end solely for
revision purposes, as their use may simply be assisting in the development of
good study habits [16]. It could possible to try strategies to make their viewing
compulsory, such as asking specific questions in assignments that relate directly
to content in the vodcasts. This may then also mean that the vodcasts are used
during the learning process rather than just at the end of a semester. The chal-
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lenge that remains is to get the ‘digital socialite’ to engage with the learning
material as a ‘digital learner’.

The current study has its limitations. As in other studies [52], this was not a
fully experimental design, and so the influence of other factors (such as question
difficulty) could not be ruled out. The low rate (with a maximum of 24%) at
which the vodcasts were accessed also meant that the link between vodcast use
and final/question scores was less easy to measure; further work needs to be
done in this context on ways to raise the levels of interaction and engagement
with learning materials that have been made available. Further research could
also focus on the type of vodcasts used, and whether lecture-based vodcasts
(for example) would have a more observable effect than supplementary ones in
theoretical computer science courses.

6 Conclusion

E-learning is in a state of constant flux [46], and higher education’s attempts
to use online platforms to enhance teaching and learning have not been studied
fully [54]. It must be remembered, though, that simply changing the mode of
delivery of study material will not necessarily lead to improved learning results
[15]. Although the value of vodcasts may have been overstated [28], studies have
shown that there is some benefit, even if linked only to the student experience
of learning, and that vodcasting is an appropriate instructional approach [4] and
should be continued. This research has sought to test whether a link can be found
between the availability of vodcasts in a distance learning, theoretical computer
science course and the marks obtained for the course. Not only was there a very
limited uptake of the vodcasts, but there did not appear to be any significant
difference in either examination or question scores that could be convincingly
linked to the vodcasts. It has been suggested that positive results may depend
on the types of vodcasts used and the knowledge areas in which they are used
[25], and further research may make this clearer.

The use of vodcasts in higher education teaching and learning needs to be
carefully considered in its various contexts, realizing that while there are cer-
tainly educational affordances that are offered by such technologies, we also
need to remember: “The field of educational technology has suffered a surfeit of
fools and poseurs claiming to be futurists and visionaries. For several decades
now they have heralded the arrival of various toys and technologies as if they
signal the advent of a Brave New World. Many of these prophets and visionaries
have been selling us fool’s gold” [31].
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Abstract. We present an educational game that is expected to improve
the teaching of and stimulate the interest in regular expressions. The
game generates regular expressions using pseudo-random numbers and
predefined templates and asks the player to provide strings that are in
the language corresponding to the given regular expression while a timer
counts down. Points in the game are awarded on how many strings the
player was able to enter before time runs out (The game, which requires
the JRE, is available via http://bit.ly/RegexParserII).

Keywords: Computer science education · Regular expressions · Edu-
cational games

1 Introduction

Games have been used in education since ancient times. In India, during the
Gupta Empire (320–550 CE), a predecessor to Chess was used to teach military
strategy [12]. In the early 1800s, Friedrich Fröbel developed the early concept of
the kindergarten which is a preschool education where children learn by playing
[6]. In the 1980s, due to the invention of the personal computer, learning games
such as Oregon Trail and Reader Rabbit became digital and were commercialised
[10]. In modern times, the type of games that people play has changed due to the
increased availability and performance of electronic devices. Video games have
become increasingly popular, especially in the field of education [3]. There are
various platforms for and genres of educational video games ranging from mobile
applications intended for toddlers and preschoolers to video games with the
purpose of teaching skills like negotiation and time management. Although the
technology and game types have evolved from ancient times, the main objective
of teaching various concepts through play has not changed.

As it stands, there are many methods to teaching regular expressions. These
methods include formal textbooks such as [14] as well as a plethora of online
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 99–112, 2017.
https://doi.org/10.1007/978-3-319-69670-6_7
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resources such as [4,19]. As the theory behind regular expressions has not
changed since its conception, the resources are all relevant despite their dat-
edness. While there exist interactive tutorials and games for regular expressions,
none make use of the challenge of a timer or of automatically generating reg-
ular expressions at each level of the game or tutorial. Including these features
in this type of game would ensure that a player has an enjoyable experience (as
outlined by [9]) while gaining knowledge and experience in interpreting regular
expressions.

In this project, our aim was to create an educational game that is expected
to improve the teaching of and stimulate the interest in regular expressions (REs
for short, RE in singular). The game generates regular expressions using pseudo-
random numbers and predefined templates and asks the players to provide strings
that are in the language corresponding to the given RE while a timer runs down
to zero. Points in the game are awarded on how many strings the player was
able to enter before time runs out. The game has adjustable difficulty and RE
alphabet (Σ). The RE generation algorithm has been implemented in Java,
and the Java Matcher class [16] has been used for RE validation. A simple 2D
interface was developed in Java.

This project is based on Regex Parser I [1], which is a Windows application
developed to aid the comprehension of regular expressions. Regex Parser I asked
the user to input an RE and a string and it would check whether the string was in
the language corresponding to the RE. In this project we answered the following
questions. How do we:

1. design an algorithm for the automatic generation of RE problems of varying
difficulty;

2. develop a novel educational game that presents the RE problems generated
in point 1 (above) as puzzles to be completed at game time, and are stretched
across the difficulty levels of the game?

It is important to note that our project capitalises on the well documented back-
ground on educational games that suggests that such games have been proven
to aid the comprehension and are used to support the teaching of many difficult
subjects [23]; in this paper we will not discuss this fact again.

The remainder of this paper is structured as follows: Sect. 2 presents our
findings for works and research related to this project, whereby we cite and
analyse works in the fields of Computer Science education, regular expressions,
educational games, and game design. Our research method is outlined in Sect. 3.
Section 4 presents the results of our research, whereby the template structure and
algorithm for regular expression generation are explicitly defined and examples
of REs generated by the algorithm are given. The gameplay the player can
expect is described and screenshots of the game’s interface are displayed. Further
topics relating to our research are discussed in Sect. 5, including methodological
changes, regular expression generation, scoring design as well as possible future
work. Finally, Sect. 6 concludes this paper.
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2 Background and Related Work

2.1 Computer Science Education (Especially Automata Theory)

The discussion of Computer Science education with relation to our project is
relevant, as this project aimed to create a game that assists with the learning
of regular expressions: a topic of Automata Theory and in Computer Science in
general.

Regex Parser I [1] was developed at the University of the Witwatersrand,
Johannesburg, to assist with the learning of regular expressions (RE) in a third-
year Formal Languages and Automata Theory course. The program asked stu-
dents to enter an RE and a string. The program then checks whether the string
is in the language corresponding to the RE. The interface and the RE-string
validity were developed using the Microsoft.NET Framework. This program is
the foundation of the project from a programming perspective. Its source code
is used as an aide for this project.

The automated grading of context-free grammars (CFGs) is discussed in
[21] in an independent study. The paper focuses on expanding on the algorithm
introduced by [2] for CFG equivalence and ambiguity-checking which converts
CFGs such that decidable versions of undecidable problems are produced. The
paper then outlines the preconditions and problem constraints of the study as
well as the algorithm of the tool that was used in the study. Tests were run
with various alphabets and the grammars were of a complexity level appropriate
for an introductory Computer Science theory course. The paper concludes that
if a marker is only interested in the correctness of a student’s work it would
be straightforward to repeatedly run the tool for equivalence checking, however
assigning credit (i.e.: how close the given solution is to the marker’s solution)
requires additional work.

This paper is relevant to this project for two reasons. First, it explores a
method of automated marking. The game will automatically verify whether a
given input string is in the language that the game generates in the form of a reg-
ular expression. Second, it discusses the usefulness of the tool used in Computer
Science education. As previously stated, it is useful in the aspect of whether a
solution is correct or incorrect, but not when a marker is assigning credit. The
game will have a similar issue with regards to scoring. How do we assign scores to
different input strings that are correct? We will address this later in this paper.

A discussion of the errors made by students when designing finite automata
(FAs) can be found in [20]. The paper attempts to analyse and categorise the
errors made by students when designing FAs through an exploratory case study.
For the case study, Computer Science students from the University of South
Africa were asked to complete five questions where the student had to draw
the finite automaton according to the instruction (given in plain English). The
questions were set such that the difficulty would increase with each question. To
remove the factor of time pressure (such as in an exam situation), the questions
were sent out during a less busy time of the year and students were given a month
to complete them. The paper then makes comments on the responses received
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(the paper notes that in future work, respondents should be asked to explain their
work to avoid misinterpreting the solutions). The general understanding of the
study is that students have a conceptual misunderstanding of the theory. Mainly,
students have difficulty with smaller concepts that lead to extra, unnecessary
states. The paper comments that there may be a misconception with matching
FAs with their corresponding regular expressions and visa versa.

The major contribution of this paper to the project is the concept of having
FAs of varying difficulties. The paper shows that the questions that were deemed
more difficult resulted in fewer correct answers from the respondents. This would
lead one to recognise that REs, too, can be of varying difficulties. This would
be implemented in the game and would thus increase the students’ learning
experience and takeaway.

2.2 Regular Expressions

Regular expressions and the theory behind them are paramount to this project.
They are the main focus of the project and what we will be spending most of our
time on. We note here that we were unable to find works on what makes a regular
expression difficult (i.e., how can we have different game levels of difficulty).
Therefore we looked at examples given in Automata Theory textbooks and used
these as templates for REs of varying difficulties.

A method and a tool developed by Microsoft Research, called Rex,1 is intro-
duced in [24], for symbolically expressing and analysing regular expression con-
straints. The method translates REs into symbolic representations of finite
automata (SFAs). In an SFA, moves are labelled by formulas representing sets
of characters rather than individual characters. An SFA is translated into a
set of (recursive) axioms that describe the acceptance condition for the strings
accepted and build on the representation of strings as a list. This set of axioms
is asserted to the tool for processing. The report revisits several classical algo-
rithms for finite automata and describes the corresponding algorithms for SFAs.
The report evaluates the performance of these algorithms based on Rex. The
report then defines some special case SFAs. The performance of Rex was eval-
uated on a collection of sample REs. For each RE r, the SFA and special case
SFAs were constructed for r using algorithms described in the report. The report
then comments on the experiments concluding that Rex is fast and scalable and
that in most cases, not all the special case SFAs need to be constructed for this
application.

This report and tool contribute to this project in the sense that the theory in
it could be implemented in the game. We could draw automata for the generated
REs as a method of validating the player’s input string and also as a method of
helping the player understand the RE that is given.

As mentioned in Sect. 1, there are many online resources one could use to gain
experience in and knowledge of regular expressions. We have found a number of

1 http://rise4fun.com/Rex.

http://rise4fun.com/Rex
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Fig. 1. Level one of the game [18]

RE-based games and interactive tutorials that we will expand on and analyse,
namely [17–19].

In [18] we can find “a game in which programmers attempt to solve a given
programming problem using as few characters as possible, analogous to the num-
ber of golf shots it takes to reach the goal” [5]. The player is given two sets of
strings and he/she must enter an RE whose language accepts the first set but
rejects the second set (see Fig. 1). The game intelligently scores the player based
on the RE input. The shorter the RE, the higher the score given.

An interactive tutorial, with exercises which increase in difficulty, can be
found in [19]. The user is given a short introduction and explanation of the
concept that should be used to complete the exercise. For the exercise, as with
[18], the user is given a number of strings and the RE that the user inputs must
either accept or reject the string as indicated (see Fig. 2).

A game similar to crosswords, where the clues are REs and the answers on
the grid must match both the horizontal and vertical clues, is described in [17]
(see Fig. 3). There are several levels in the game, the difficulty of which go from
simple one or two character clues to dictionary words to difficult repeating REs.
The game makes use of multiple RE operations in its clues including ˆ,+, ∗, .,
and |.

These games and tutorials are examples of what we want to achieve in our
research, both in practical concept and in particular field of study. While these
are still relevant and helpful to the user in learning about regular expressions,
the game we developed has the added challenge of adjustable difficulty and time
pressure.
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Fig. 2. Lesson two of [19]

Fig. 3. Puzzle one, of level ‘Beginner’, of [17]

2.3 Educational Games

Educational games are a type of serious game with the aim of learning or teaching
concepts through play. These games are not necessarily electronic. Board games
and card games are often used for educational purposes, but due to the rise of
digital technology in modern times, the popularity of electronic and digital games
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has increased, especially with respect to educational games. Educational games
are often confused with serious games. ‘Serious game’ is the umbrella term for
any game that is not purely designed for entertainment purposes. Serious games
include games used by institutions like the military, politics, engineering, man-
agement, as well as education. Educational games have a great potential and the
positive results and effects have been mentioned in news and television. We note
here that while many recent publications on this topic exist [3,11,15,23], they
mainly focus on the components of a game that lead to an effective educational
game rather than the learning outcome of an educational game. Also, these pub-
lications are often literature searches or systematic literature reviews based on
older publications on the topic of educational games. The review [23] recapitu-
lates the learning effects of educational games in order to gain more insight into
the conditions under which a game may be effective for learning. The review used
three components to analyse the results: environment (e.g., content, game type,
game elements), moderating variables (i.e., learner characteristics such as gen-
der, age, socio-economic status), and learning outcomes (e.g., cognitive learning
outcomes, attitude, enjoyment). With regards to environment, the review states
that there is no explicit definition and thus there is no uniformity on what
aspects are crucial to constitute an educational game. The review then presents
its results and concludes that while educational games are an advantage to the
learning of various subject matters, there are many factors and conditions under
which educational games should be used. It is also noted that educational games
cannot be the main source of learning in many cases. The review notes that the
articles often focused on a single domain (e.g., history, mathematics, languages)
and thus could not conclude whether educational games were more successful in
a specific context than others. The review also notes that game elements such as
feedback, interactivity, competition and background music aid in the effects of
the game on the player. With regards to cognitive learning outcomes, the review
finds that the majority of articles reported a better result for participants that
played educational games on post-tests measuring their knowledge in compari-
son to participants playing no games. Results were also positive in science and
mathematics [23].

This review serves as a major contributor to our project. Firstly, it provides
ample confirmation that the game that we have developed will aid in the learning
of regular expressions. Also, the findings in the review were regarded in the design
of the game to improve the effectiveness of it.

2.4 Game Design

The exploration of game design for this project will aid in improving the overall
success of the game. A well designed game will lead the player to a more enjoyable
experience while playing this educational game which may lead to a greater
educational gain.

The Mechanics, Dynamics and Aesthetics (MDA) framework for game [9] is a
formal approach to understanding games; it attempts to bridge the gap between
game design and development, game criticism and technical game research. It
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formalises the consumption of games by breaking them into their distinct com-
ponents and establishing their design counterparts. From the designers’ perspec-
tive, the mechanics give rise to dynamic system behaviour, which in turn leads to
particular aesthetic experiences. Each game pursues multiple aesthetic goals, in
varying degrees. From the players’ perspective, aesthetics set the tone, which is
borne out in observable dynamics and eventually, operable mechanics. Adjusting
the mechanics of a game helps fine-tune the game’s overall dynamics. By apply-
ing changes to the fundamental rules of play, players might remain competitive
and interested for longer periods of time. The article recognises that most peo-
ple idealise Artificial Intelligence components as black-box mechanisms that, in
theory, can be injected into a variety of different projects with relative ease.
Rather, game components cannot be evaluated in a vacuum, aside from their
effects on a system and player experience. The article concludes by stating that
simple changes in the aesthetic requirements of a game will introduce mechan-
ical changes for its AI on many levels, sometimes requiring the development of
entirely new systems for navigation, reasoning, and strategic problem solving.

Although the MDA framework was developed with video games such as
Counter Strike and The Sims in mind, it can be applied to the game that we
have developed. Following these guidelines in creating our game should ensure
a successful educational and gaming experience for the players.

2.5 Motivation

Our research project is relevant to the field of Computer Science education as it
serves to provide an educational game that is expected to improve the teaching
of and stimulate the interest in regular expressions. Through the playing of this
game, the player shall expect to gain a better understanding of regular expression
theory as well as the skill of being able to interpret difficult regular expressions.
When applied to a structured university course, the instructor shall expect to see
an improvement in the students’ understanding of regular expressions, as with
any form of tutorial exercise, and ultimately an increase in students’ marks. Aside
from the impact that Regex Parser II makes on Computer Science education,
the RE generation algorithm developed has many uses outside of the game, for
instance, to be used in setting tests or exams.

3 Research Method

In order to answer the questions set out in Sect. 1, we have done the following:

– Find examples from Formal Languages textbooks and online resources and
classify them by difficulty.

• We found 30 examples: 12 easy, 12 medium and 6 hard.
• We used examples from [8,13,14], as well as the online resources men-

tioned in Subsect. 2.1, namely [17–19].
• Examples that provided an RE were preferred, however, other types of

examples were used and reinterpreted for our purposes (for example,
should the question be posed as a Formal Automata, we converted it
to an RE and used it in our template).
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• For the online resources, these were generally set out in such a way that
the difficulty increases as you proceed, therefore classifying these examples
was straightforward.

• For the textbooks, the authors often flagged questions or exercises that
are particularly difficult. We took this into consideration when classifying
examples.

– Convert the examples into templates.
• The examples were analysed and converted into Java RE syntax.

– Design and develop the game engine.
• This consists of the RE generator, using the RE-string validation from

the Java Matcher class, and the game settings for RE alphabet, difficulty
and timer duration.

• This was done in Java.
– Design and develop the game interface.

• The main interface includes a textbox that displays the generated RE to
the player, a textbox that displays the remaining time, a textbox that
displays all the previously entered answers, an interactive textbox where
the player enters his/her answers and a menu bar for starting a new game
and changing the settings of the game.

• This was done in Java.
– Design and develop game dynamics.

• This includes the scoring design and continuity between levels.

4 Results

4.1 Regular Expression Generation

Templates. For RE generation, examples were taken from the resources stated
in Sect. 3, classified into easy, medium and hard using subjective criteria, and
were converted into templates. The templates were structured as follows:

– The ‘back quote’2 symbol was used to represent the boundaries of the sub-
strings within the template.

– For each substring:
• If the substring was the letter ‘c’ followed by a single digit, it represented

a placeholder for random characters, where the digit was the number of
characters to be used.

• Otherwise, the substring was used as is in the generation of the RE. These
substrings include RE operations, parentheses and whole words.

Note that for our purposes we will be using the notation where + represents the
Kleene-plus (for repetitions), and | represents alternation.

Algorithm. The algorithm for generating REs from a template is shown in
Table 1. The algorithm ensures that each template is only used once in the
session and that a given random character will not be chosen again until all the
other random characters have been chosen.

Examples. Table 2 provides examples of templates and the REs generated from
those templates for an alphabet of {a, b}.
2 http://www.computerhope.com/jargon/b/backquot.htm.

http://www.computerhope.com/jargon/b/backquot.htm
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Table 1. Algorithm for the generation of REs

1: Function genRE(difficulty,Σ{})

2: // initialise variables:

3: pattern ←null; list{} ←all templates of given difficulty; available{} ←
templates that have not been used in this session; Σnew ← Σ.clone();

4: rand ← [0,available.size()–1];

5: REindex ← available[rand];

6: RE ← list[REindex];

7: available ← available.delete(rand);

8: split[] ← RE.split(‘);

9: for all s in split do

10: if s is a placeholder for random characters then

11: for j ← 0 to number of random characters do

12: if |Σnew| = 0 then Σnew ← Σ.clone(); end if

13: rand ←random[0, Σnew.size()–1];

14: pattern ←pattern+Σnew[rand];

15: Σnew ← Σnew.delete(rand);

16: end for

17: else pattern ←pattern+s;

18: end if

19: end for

20: return pattern

21: end Function

Table 2. Templates and REs generated for Σ := {a, b}

Easy

[ˆ‘c3‘]‘c2 [ˆaba]ba

c1‘*|‘c1‘* b*|a*
(‘c1‘|‘c2‘|‘c2‘)‘c1‘* (a|ba|ab)b*

c3‘{2,5}‘c2 abb{2,5}aa

Medium

\w+@\w+\.\w+ \w+@\w+\.\w+

(‘c1‘*‘c1‘*)*‘c3‘(‘c1‘|‘c1‘)* (b*a*)*abb(a|a)*
ˆ[a-f]*$ ˆ[a-f]*$

(c2‘*|‘c2‘*|‘c1‘*‘c1‘)+(‘c1‘*‘c1‘)* (ba*|ab*|b*a)+(b*a)*

Hard

\b(‘c3‘).*\1\b \b(bab).*\1\b

[a-z][\.\?!]\s+[A-Z] [a-z][\.\?!]\s+[A-Z]

[‘c2‘](‘c1‘|‘c1‘)[‘c1‘\s]\1[‘c1‘]+\1 [ab](a|b)[b\s]\1[a]+\1
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4.2 Gameplay

The gameplay is as follows:

– The player starts the game and a level begins.
– An RE is generated for the chosen difficulty (easy by default) and displayed

to the player.
– The player can now enter as many strings as he/she can within the allotted

time (60 s by default).
– The score is based on the number of correct strings entered by the player.

• Repeated answers are allowed and will count towards the score.
• The empty string (λ) is allowed.
• Each correct string is worth one point. Alternate scoring designs are

addressed in Subsect. 5.2.
– Once the timer has run out, the score is displayed to the player and a new

level begins.
– Once the player has completed three levels of the same difficulty, the difficulty

is increased (from easy to medium or from medium to hard).

The player can change the settings for the difficulty, RE alphabet and timer
duration at any time. If this is done, the current level is ended and a new one
begins and all templates become available for RE generation. For a picture of
the main screen of our game see Fig. 4.

Fig. 4. Main screen of Regex Parser II



110 A. Rosenfeld et al.

5 Discussion

5.1 Regular Expression Generation

Originally we intended that the generation of REs would include randomly select-
ing RE operations (e.g. alternation, concatenation, Kleene operators, and the
like). We realised that this may cause generated REs to be invalid and not read-
able by the Java Pattern class. We thus opted to exclude the random selection
of RE operations. In retrospect, it is possible to allow the random selection of
Kleene operators (Kleene star, Kleene question mark,3 Kleene plus) as this would
not break the validity of any generated RE.

5.2 Scoring

We designed the scoring to be such that each correct string entered is worth one
point. Thus the score at the end of the level is the number of correct strings
entered. When designing the scoring, we came across two features that could
be added to the scoring design. The first is string distance measurement or
substring verification between an answer that was just entered versus answers
that were previously entered for the groups of the RE that are under the Kleene
star.4 For example, if the RE is a∗b, ab should receive a higher score than aab
as a is a substring of and shorter than aa (a and aa are the groups of the
string that are under the Kleene star.). This presented many challenges and
was therefore disregarded. The second is fractional points awarded for entering
previously accepted correct answers, however, the player is penalised by using
up time by typing in a repeated answer thus the player should not be penalised
twice.

5.3 Future Work

Expanding on Regex Parser II. There are a number of features and improve-
ments that can still be added to Regex Parser II :

– RE generation (discussed in Sect. 5.1);
– scoring design (discussed in Sect. 5.2);
– improvements to the visuals of the interfaces (colours, fonts, animations, and

the like), to make the game more visually appealing;
– addition of a leaderboard so players can compete against each other;
– allowing players to add their own REs, akin to Regex Parser I [1].
– When developing the game, we assumed that the player has an understanding

of REs and the RE operators. We could also introduce ‘tutorial’ levels with
pop-ups that would teach the player how to complete each level. These levels
would be sequential and pre-defined instead of randomly generated.

3 RE group must be repeated 0 or 1 time(s).
4 http://www.regular-expressions.info/brackets.html.

http://www.regular-expressions.info/brackets.html
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– Further developing the RE generation algorithm to produce REs the structure
of which is randomised, rather than just the symbols and operations.

Future Work (Not in the Scope of this Paper).

– As the focus of this research was on the RE generation algorithm and the
game developed, we did not conduct a study on the effects of Regex Parser
II on students’ marks and enjoyment. We hope to evaluate this research and
its impact on teaching in the future.

– A challenge we faced when executing this research is the classification of REs
into difficulties. We opted to use our own subjective criteria as there is, to our
knowledge, no research on the difficulty of REs. A study on the perceptual
difficulty and difficulty by measurements of string distance (and perhaps a
hybrid) of REs should be done.

6 Conclusion

This paper has described in some detail how Regex Parser II was designed and
implemented, the related works done previously, the method followed to complete
the research, the results of the completed project, and how the research can be
improved upon and expanded. Through this paper, we have shown that this
research is relevant to the fields of Computer Science education and educational
gaming. We designed a developed an algorithm which allowed us to automatically
generate regular expressions that were used in the novel game created to teach
Computer Science students about regular expressions. The game was made to be
configured and suited to each player that may play it through varying difficulties,
Σ alphabet and other aspects of the gameplay itself. We believe the way forward
with this research is conducting studies on the impact that Regex Parser II
has on the teaching of regular expressions, and on how one would be able to
objectively classify the difficulty of regular expressions. We would also like to
expand on the RE generation algorithm to make it more robust, with the hopes
of achieving an algorithm which generates truly random regular expressions.
With this in mind, we call on fellow scientists for collaboration to test our game
in an educational setting and to improve upon what this research has established.
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Abstract. The motivation for the investigation reported on in this
paper relates to objectives with regard to implementation progress made
towards the achievement of the policy goal of the White Paper on e-
Education, the continued validity and relevance of associated Informa-
tion and Communication Technologies (ICT) concepts, and filling gaps
identified in literature. Our study locates ICT, e-education and e-schools
within applicable conceptual and theoretical frameworks. Drawing on
the latest research, we present strategic objectives to structure imple-
mentation of the policy goal. We discuss findings from a sample of 43
respondents from South African schools in order to assess to what extent
they can already be characterized as e-schools.

Keywords: Community engagement · Computer lecturers

1 Introduction

According to [21], Information and Communication Technologies (ICT) are
increasingly playing a significantly meaningful role at local, national and global
levels, where the use of these emerging technologies is affecting everyday life.
ICT generally also affects government policies, as well as worldwide commercial
and economic growth [23]. According to the South African Deputy Minister of
Basic Education, there is “a deep grasp of the urgency, particularly for devel-
oping countries, to bridge the digital divide, to achieve developmental goals and
improve people’s lives” [20]. The Deputy Minister further drew attention to policy
enabling the improvement and support for integrating Information and Commu-
nication Technologies (ICT) into teaching and learning: these are key catalysts
in the process of transforming education systems and public sector schools to
equip their students with 21st century skills [20]. Also in South Africa (as in
many other countries) ICT had a revolutionary effect on the development of the
curriculum and the delivery of school practice [23]. However, many policy makers
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 113–127, 2017.
https://doi.org/10.1007/978-3-319-69670-6_8
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tend to understand ICT as being limited to only computers, satellite and internet
technologies [5]. In that context it was also pointed out that more ‘traditional’
technologies, such as radio and television, also form part of the ICT that can
be used for supporting pedagogical curriculum delivery to improve effective and
efficient teaching and learning practices [1]. Although attention was called to the
fact that policy requirements are local and are laid down by the government of
the particular country for which curricula are developed [12], it was also empha-
sized that an e-education policy specifically plays a key role in the effectiveness
of educational reform [5]. South Africa in particular has already developed its
own structured and focused e-education policy, including strategies for using
ICT to transform school teaching and learning [20]. Although this is currently
the lone e-education policy in South Africa [1], the integration of e-education
into teaching has ascended on the educational agenda in South Africa [24]. The
South African government responded with an e-education policy goal according
to which all South African students “in the General and Further Education and
Training bands will be ICT capable (that is, use ICT confidently and creatively
to help develop the skills and knowledge they need to achieve personal goals and
to be full participants in the global community) by 2013” [3]. Three objectives
have been identified in this regard, with the motivation of the project discussed
in this paper being to make a significant and substantial contribution towards
obtaining these:

1. To what extent had the e-education policy goal been achieved, since its ‘due
date’ (2013) has come and gone?

2. More than ten years have passed since the publication of the aforementioned
White Paper on e-education. With regard to the issue of working in an area
of fast-moving change it was stated that the validity and continued relevance
of assumptions and claims made in such an ‘old’ document in the field of ICT
and e-education may be time-contingent and in need of investigation [10].

3. A ‘continuing paucity’ of the associated research base was mentioned [10].

Therefore, this paper aims at creating a platform for computer lecturers to
become involved in discussions with the objective of filling the gaps in knowledge
identified in the literature.

2 Background

A number of terminological concepts relevant to this paper are often being con-
fused, are used interchangeably and/or no clear distinction is drawn between
certain terms in existing research. It is therefore necessary not only to clarify
what these definitions refer to in education in general, but also to specify the way
in which they shall be understood in this paper. The aforementioned e-education
policy document abstractly and technically defined ICT as “the convergence of
information technology and communication technology” [3]. Such ICT is “the
combination of networks, hardware and software, as well as the means of commu-
nication, collaboration and engagement that enable the processing, management
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and exchange of data, information and knowledge”. ICT as a resource for reorga-
nizing curriculum integration is also embraced [3]. According to [24], e-education
is about “integrating technology into one’s lessons to support and enhance learn-
ing”, echoed by [18] whith objectives to enhance students’ learning experiences.
In accord with the e-education policy of [3], e-education was seen as being about
more than just developing computer literacy and learning the skills needed to use
different ICT [24]. The explanation further highlights tools and communication
aspects, envisioning ICT as communication and collaboration tools for educators
and students as well as for management, that contribute to national develop-
ment. In [3] e-schools are characterized as institutions that have: students who
utilize ICT to enhance learning; qualified and competent leaders using ICT for
planning, management and administration; qualified and competent educators
using ICT to enhance teaching and learning; access to ICT resources support-
ing curriculum delivery; connections to ICT infrastructure; connections to their
communities. According to [1], the years since the advent of a new democracy in
South Africa (1994) has seen the development of dramatic changes throughout
the education and training system as part of the democratization process. The
government intends these changes to redress past inequalities and to provide
access to new learning opportunities [3]. Hence, [16,20] consider it imperative to
understand the contribution that advances in e-education could make towards
demonstrating the unflinching commitment of the South African Government to
education transformation. According to [14], the introduction of ICT into espe-
cially the higher education community has necessitated new approaches, such as
the creation and implementation of supple platforms and tools, being adopted
as an alternate system towards improving the quality of teaching and learning.
However, [19] warned that the implementation of educational technology poli-
cies “is a highly contested domain within the South African Higher Education
landscape”. Although the abstract of [19] indicated that an analysis of the South
African government’s e-policy and the impact thereof on higher education would
be provided, that indication did not materialize. This project will therefore aim
to provide an analysis of the progress being made on the implementation of the
e-education policy in South Africa. The government acknowledged a massive
investment required [3], due to the magnitude of the task of implementing the
e-education policy goal. Along with [1], the government called for a long-term
implementation “strategy that will provide a framework for specific priorities and
actions”, set out in a multi-year programme. The government thus established
the following strategic objectives for using ICT to turn schools into centers of
quality learning and teaching for the 21st century [3].

2.1 ICT Professional Development for Management, Teaching
and Learning

Educators, to be able to adequately respond to changing workplace requirements,
must develop the necessary skills to maximize the usefulness of computers for
education purposes [2]. According to [3] it is therefore of utmost importance
that increased access to ICT for teaching and learning as well as the provision of
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software must go hand-in-hand with adequate professional development of edu-
cators and the actual implementation of e-education. If educators do not provide
e-education, and/or are not trained to effectively handle the challenges of having
ICT in their classrooms, it is highly unlikely that any significant improvements
will be obtained. In [22] it was stated that educators “viewed professional devel-
opment as a broad concept that encompasses their practice, the community and
the teaching profession within a global context”. Hence, all leaders, educators and
administrators in schools should have access to the knowledge, skills and support
needed for creating opportunities to integrate e-education into the curriculum
[20]. However, [22] warned that the process of implementing educational change
to improve the quality of professional practice can be difficult. Higher Education
Institutions (HEI) are therefore encouraged to improve educator training as well
as their participation in other education events concerning education pedagogy
for application in various educational contexts.

2.2 Electronic Content Resource Development and Distribution

According to [15], the school curriculum should be supported by ensuring that
a comprehensive set of effective, engaging and sustained software, electronic
content, resources, tools and information across all grade levels and learning
areas in several South African languages are freely and electronically accessible
for re-use and adaptation. According to [12] such contents should be developed
by societies and organizations which have a vested interest in the particular
discipline. This should allow students, educators, administrators and content
developers to develop a view on providing and structuring learning resources,
resulting in an attempt to contribute effectively to such resources [17].

2.3 Access to ICT Infrastructure

All students, educators, leaders and administrators also need access to educa-
tional technology infrastructure. According to [3], one of the major challenges
for the success of ICT involves institutions being able to allow educators and
students to have increased and regular access to reliable educational technology
infrastructure that is “specifically suited to Africa”. Additionally, accountability
mechanisms have to be put in place for maintaining such infrastructure [5].

2.4 Connectivity

According to [20], a great contribution towards improving the quality of teaching
and learning needs to be made by expanding the access of all educators and
students to Internet connectivity in both primary and secondary schools.

2.5 Community Engagement

In line with the specific theme of this paper, [15] mentioned that e-schools should
work in partnership with families and the wider community in ensuring shared



ICT in Education Community Engagement 117

knowledge about ICT and creating extended opportunities for community mem-
ber e-education and development through ICT. On a note closer to the computer
lecturers audience of our conference (SACLA‘20017), [26] conjectured that ICT
professionals ought to ‘pay back’ for the opportunities they were given, for the
benefits they received, and for general support from society and industry. Accord-
ing to [26], computer lecturers have an obligation to ‘pay forward’ to ensure that
there are replacements for us, to ensure that those being educated for the future
have the ability and opportunity to thrive, and to ensure that the computing
professions set an example in providing opportunities for all who have the ability
to contribute. In particular, volunteering can help to foster such a sense of com-
munity [26]. In [4] those sentiments were echoed officially, whereby community
engagement has been a concept with which the South African higher educa-
tion system has grappled for more than a decade. According to [4], community
engagement is one of three ‘core functions’ of institutions for tertiary education,
along with research and teaching. Accordingly, community engagement has a
direct relationship to academic programmes and research, and therefore forms
part of a learning that engages students in community work as an official part
of their academic programmes.

2.6 Research and Development

Research, evaluation and collaboration represent the best ways for learning and
understanding how to improve practice. To this end, the South African gov-
ernment aims to bring together educators, scientists and the ICT industry in
action-oriented research, to evaluate and develop leading-edge applications for
e-education. Accordingly, [21] implored research and development communities,
as specifically represented by higher education institutions, to support education
departments by sharing the e-education knowledge and research produced at
South African institutions for tertiary education. The government emphasized
that this can be achieved by continuously assessing current practices, and by
exploring new technologies, methodologies and techniques that reliably support
educators and administrators in e-education and e-administration [3]. Research
on e-education should thereby not only be linked to general research on learn-
ing, but also to practice. Since the education rofession has an obligation to
play an important role in generating ideas, testing prototypes and implement-
ing strategies, they—in collaboration with the government and other relevant
stakeholders—will need to formulate a research agenda on e-education [3]. The
objectives set out by [3] provide a strategic framework within which different gov-
ernmental departments, provincial education departments, business and indus-
try, non-profit organizations, higher education institutions, general and further
education and training institutions, local communities and other stakeholders
can collaborate to respond to the challenge of harnessing emerging ICT. This
could be achieved by ensuring that institutions are supported in meeting the
needs and interests of students and communities during the implemention of
new ICT.
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3 Method

A mixed research method was chosen for our study in which both qualitative and
quantitative modes of inquiry or data collection are combined [13], though only
our quantitative data are discussed in this paper. Research of ‘descriptive design’
offers a review of a current phenomenon—in our case: particular schools—by
assessing the features of current circumstances. Quantitative data were mainly
collected using a our own purpose-specific questionnaire; such kind of surveys
are regularly done in educational research. Our questionnaires were distributed
at a community engagement seminar held at our campus; the sample for this
study consisted of all attendants who agreed to take part in the survey. Whether
these respondents are sufficiently ‘representative’ is discussed below. Since no
untoward pressure was applicable regarding participation, we may reasonably
assume the trustworthiness of yielded responses. A case study research design
considers a restricted system (the ‘case’) that uses numerous sources of data
located in its context [25]. In our project, each case is represented by a particular
school, with a collection of persons limited by time and location. Each case is
selected for use as an example of a particular instance. The focus was on several
entities (schools), making this a multi-site study [13]. Research sites in this paper
mainly consisted of schools from a specific education district in the Gauteng
province of South Africa.

4 Findings

4.1 Demographic Details

The composition of our respondents (Table 1) with regard to gender closely
matches the spread obtained by [24] where the survey sample consisted of 48.5%
men and 51.5% women. However, that neither of these two samples are strictly
representative of the general population of educators in South Africa, as these do
not reflect the fact that there are many more female educators in South African
schools than male. Whereas only 43% of the sample population of [24] lived in
township areas,1 almost three quarters our respondents represented such areas
(Table 2). Just more than a quarter of the schools represented in this study were
from urban areas, comparable to those in [24] which had almost a third (31%) of

Table 1. Gender of e-schools’ community engagement respondents

Gender Respondents Percentages

Female 23 53.5%

Male 20 46.5%

1 The term ‘township’ has different meanings in different Enlish-speaking countries.
The specifically South African notion of ‘township’ is reasonably well explained in
https://en.wikipedia.org/wiki/Township (South Africa).

https://en.wikipedia.org/wiki/Township_(South_Africa)
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Table 2. Location of the surveyed schools

Area Schools Percentages

Township 31 72%

Urban 12 28%

Table 3. Types of schools represented by the respondents

Type Schools Percentages

Primary 33 77%

Secondary 7 16%

(other) 3 7%

Table 4. Respondents’ age

Age in years Respondents Percentages

20–29 2 5%

30–39 6 14%

40–49 21 49%

50–59 11 26%

60+ 3 7%

respondents from urban areas. For the district, on which the seminar reported on
in this paper focused, no respondents from rural area schools were represented
in the sample, compared to [24] with a rural area percentage of more than a
quarter (26%).

The sample of [24] had 59% ‘General Education and Training’ (GET) educa-
tors and 41% ‘Further Education and Training’ (FET) educators. Comparably,
more than three quarters of the respondents of our survey were from primary
schools, and almost a fifth from secondary schools (Table 3). Respondents indi-
cating ‘other’ included a representative from the district, as well as one each
from a special school and a combined school.

Just less than half of our respondents fell in the 40–49 years of age category,
followed by just over a quarter in the 50–59 years group (Table 4). For com-
parison: the 30–39 years and 60+ categories accounted for 14% and 7% of the
respondents in [24].

More than a third of our respondents had more than 20 years of teaching
experience (Table 5). The percentages with regard to the number of years of
teaching experience for the intervals between 11–15 years of teaching experience
and 0–5 years were almost the same as those in [24]; the categories 6–10 years
and 16–20 years were comparably evenly distributed.
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Table 5. Respondents’ teaching experience

Experience in years Respondents Percentages

0–5 6 14%

6–10 5 12%

11–15 11 26%

16–20 5 12%

20+ 15 36%

Table 6. Numbers of computers at the surveyed schools

Computers Schools Percentages

0 2 5%

1–10 3 7%

11–20 5 12%

20+ 33 77%

Table 7. Frequency of ICT-integrated lessons

Frequency of lessons with ICT Schools Percentages

More than once per month 19 44%

About once per month 7 16%

Less than once per month 9 21%

Never 8 19%

In what could arguably be considered as illustrative of the situation across
the Gauteng province, more than three quarters of the schools represented by
these respondents have more than 20 computers at their disposal (Table 6).

Findings for the respondents in this paper compared favourably to the find-
ings reported by [24] with regard to ICT-integrated lessons taking place more
than once a month (48.5%) and about once a month (13.5%): see Table 7.
Although the percentage for ‘less than once per month’ in the current study
was considerably higher than the 9.2% of [24], fewer respondents in our study
never used ICT-integrated lessons, compared to the more than a quarter (28.8%)
reported by [24]. Thereby, the frequency of ICT-integrated lessons seems to be
independent of the number of computers a specific school possesses (Table 8).

In line with the findings summarized in Tables 6, 7 and 8, more than half
of our respondents reported that computer laboratories are being used more
than once a month (Table 9). Although more than a quarter of the respondents
indicated that computer laboratories are being used less than once a month,
incidences where computer laboratories are being used about once a month or
never are significantly lower.
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Table 8. Relation between computers and frequency of ICT-integrated lessons

ICT-integrated lessons 0 Comp. 1–10 Comp. 11–20 Comp. 21+ Comp.

More than once per month 1 (13%) 0 1 (13%) 6 (75%)

About once per month 0 1 (11%) 1 (11%) 7 (78%)

Less than once per month 0 1 (14%) 1 (14%) 5 (71%)

Never 1 (5%) 1 (5%) 2 (11%) 15 (79%)

Table 9. Frequency of computer laboratory use

Frequency of computer lab-use Schools Percentages

More than once per month 23 53%

About once per month 3 7%

Less than once per month 12 28%

Never 5 12%

Table 10. Respondents’ professional roles

Role Respondents Percentages

Principal 10 23%

Deputy principal 5 12%

Head of department 9 21%

Educator 16 37%

Administrator 1 2%

(other) 2 5%

The largest segment (more than a third) of the respondents were educators,
with principals and heads of departments making up almost a quarter each
(Table 10). Of the two respondents who selected ‘other’, one specified herself
as an ICT coordinator. Although the other person did not explicitly select the
‘provincial official’ answer option, she indicated informally that she was indeed
from the district office.

4.2 About the Surveyed Institutions Being e-Schools

W.r.t. the surveyed institutions having students who utilise ICT to enhance
learning [6], just less than three quarters of the respondents (71%) ‘agreed’ or
‘strongly agreed’ that students at their institutions responded to ICT-integrated
lessons by helping each other, compared to 91% of the respondents in [24] agree-
ing with a similar statement. Almost two thirds of the respondents agreed or
strongly agreed that students at their institutions responded to ICT-integrated
lessons by producing work that is more creative, with two fifths of them agree-
ing with this statement. More than half of the respondents (55%) agreed that
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students at their institutions responded to ICT-integrated lessons by working
together, compared to 88% of the respondents in [24] agreeing with a similar
statement. In [24], 94% of the respondents agreed with a statement relating to
students at their institutions responding to ICT-integrated lessons by becoming
actively involved—in our study almost three quarters of the respondents (74%)
agreed or strongly agreed with this statement. Respondents’ opinions regarding
student activities at their institutions changing towards increasingly working on
group projects show that almost two thirds of them (60%) agreed or strongly
agreed—very close to the 61% in [24] agreeing with a similar statement. Although
the largest segment of respondents agreed that student activities at their insti-
tutions were changing towards increasingly presenting their work to the class,
two fifths (40%) of the respondents either disagreed or strongly disagreed. In line
with the envisaged progress of e-learning outlined by the government [3], more
than half of the respondents agreed that students at their institutions are learn-
ing about ICT (exploring what can be done with ICT), that students at these
institutions are learning with ICT (using it to supplement normal processes or
resources), and that students at these institutions are learning through the use
of ICT (using it to support new ways of teaching and learning). With regard
to achievement of the e-education policy goal, 50% of our respondents agreed
or strongly agreed, versus 50% disagreeing or strongly disagreeing that their
institutions had ICT-capable students.

W.r.t. these institutions having qualified and competent leaders who use ICT
for planning, management and administration [6], more than half of the respon-
dents agreed that every leader had the means to obtain a personal computer
for personal use, administration and preparation of lessons; institutional lead-
ers have access to in-service training on how to integrate ICT into management
and administration; all institutional leaders integrate ICT into management and
administration; the Department of Education uses ICT seamlessly in planning,
management, communication, monitoring and evaluation; provincial leaders are
trained in educational technology integration to offer support to institutions.
For two items, about on-going support to leaders being provided at different
levels of the system and about every leader having access to basic training in
the use of ICT, the percentage of respondents who agreed versus disagreed with
each of these statements were equal. Finally, although 46% of the respondents
agreed or strongly agreed with the item relating to a set of case studies and
examples being available to leaders on how to integrate ICT into management,
teaching and learning, the largest segment of the respondents disagreed with this
statement.

W.r.t. the surveyed institutions having qualified and competent educators who
use ICT to enhance teaching and learning [6], more than half of all respondents
agreed that these institutions had a dedicated educator to manage the facility
and to champion the use of ICT in these institutions, while almost two thirds of
the respondents (64%) agreed or strongly agreed that every educator has access
to basic training in the use of ICT, and that educators have access to in-service
training on how to integrate ICT into teaching and learning (59%). More than
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half of the respondents disagreed that technology incentives for institutions and
educators to use ICT are installed through the ‘Most Improved Schools Awards’
programme and other schemes, that all educators integrate ICT into the cur-
riculum, and that all educators are ICT-capable. Almost half of the respondents
disagreed that every educator has the means to obtain a personal computer for
personal use, administration and preparation of lessons, while just slightly less
disagreed that educators have access to ICT technical support training, that
all educators are trained in basic ICT integration into teaching and learning,
and that a set of case studies and examples is available to educators on how to
integrate ICT into management, teaching and learning.

W.r.t. these institutions having access to ICT resources that support curricu-
lum delivery [8], more than half of the respondents agreed that these institutions
are using educational content that was developed according to set national norms
and standards, and that these institutions have access to educational content on
the educational portal ‘Thutong’, while exactly 50% of the respondents agreed
that ‘Thutong’ provides access to resources in all learning areas in the GET phase
and all subjects in the FET phase. Just less than half of the respondents agreed
that their institutions use educational software of high quality, while slightly
less agreed that these institutions have access to an updated database of evalu-
ated content resources and are able to select content for their usage. Two-thirds
of the respondents disagreed that educators are producing digital content of
high quality and making it available to other educators, while the same number
of respondents disagreed that their institutions have access to digital libraries.
Just more than half of all respondents disagreed that their institutions use the
educational portal to communicate, collaborate and access content, while just
less than half of the respondents disagreed that the province is collaborating
and pooling ICT resources where appropriate. Although the largest segment
of respondents disagreed that their institutions use the educational portal for
teaching and learning in an outcome-based education fashion, almost the same
number of respondents agreed with this statement.

W.r.t. the surveyed institutions having connections to ICT infrastructure [8],
more than half of our respondents agreed that their institutions use electronic
means to communicate with provincial offices, that these institutions have a
computer and software for administrative purposes, and that they have legal
software and also use it. Just less than half of the respondents agreed that
their institutions have access to a networked computer facility for teaching and
learning that is safe, effective, designed to facilitate ICT integration into teaching
and learning, and is in working condition, that these institutions have access to
a networked computer facility for teaching and learning, and that their ICT
facilities are safe. Although just over two fifths of the respondents agreed that
facilities are being used effectively integrate ICT into teaching and learning,
and that ICT facilities are safe, effective, suited for integration into teaching
and learning, and also in good working condition, almost the same numbers
of respondents disagreed with those two statements. Almost two-thirds of the
respondents disagreed that their institutions have access to an ‘e-rate’, i.e.: a
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discounted connectivity rate specifically for GET and FET institutions according
to [3]. Although just more than two fifths of the respondents disagreed that their
institutions are connected to the educational network, that networks are safe and
that information security is monitored, again almost the numbers of respondents
agreed with those two statements.

W.r.t. these institutions connecting with their communities [8], the majority
of respondents disagreed; almost two-thirds of all respondents disagreed that
their institutions serve as a venue for business advisory services or training
for community-based small computer and repair businesses, that local small-
medium- and micro enterprises (SMME) have been developed and trained to
provide technical support to those institutions, or that SMME provide technical
support to them. More than half of all respondents disagreed that their communi-
ties are integrally involved in these institutions or that communities have access
to the schools’ computer equipment and services in the after-hours. Finally, just
less than half of all respondents indicated that community involvement supports
their institutions to sustain their ICT facilities.

5 Conclusions and Outlook

Pre-university schools world-wide are exposed to rapid ‘digitalization’ [11,27],
whereby schools in developing countries have (understandably) not yet achieved
the same level of ICT usage as in developed ones. The motivation of the project
described in this paper is therefore to make a significant and substantial contri-
bution towards achieving three national objectives, which have been expressed
in the South African e-education policy goal, as well as a number of associated
matters. A summary of our findings in this regard includes the following points:

Concerning the first objective, i.e.: achievement of the e-Education policy
goal, there was no consistent agreement among our respondents about their
institutions having students who are ICT-capable.

W.r.t. the second objective, i.e.: validity and continued relevance of some of
the assumptions and claims made in the White Paper on e-Education, we can
provide the following results: The majority of our respondents agreed with 90%
of the survey statements relating to students using ICT to enhance their learning;
for five of those statements 50% or more respondents agreed. The implications
of these results for teaching and learning at tertiary level are positive: computer
lecturers can expect increasingly ICT-capable students in their classes, and it is
therefore recommended that computer lecturers consider this in their teaching
at tertiary level. More than half of the respondents agreed with 5/8 survey
statements about their institutions having qualified and competent leaders that
can use ICT for planning, management and administration purposes. For two
statements, concerning on-going support to leaders being provided at different
levels of the system, and every leader having access to basic training in the
use of e-Learning, the percentages of respondents who agreed versus disagreed
with each of those survey statements were the same. Finally, although a total
of 46% of the respondents agreed or strongly agreed with the item relating to a
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set of case studies and examples being available to leaders on how to integrate
ICT into management, teaching and e-Learning, the largest sub-group of our
respondents disagreed with that statement. For eight of the survey statements
concerning these institutions having ICT infrastructure and connectivity, the
majority of respondents agreed, with three of those representing more than half
of the respondents. Although the majority of the respondents therefore only
disagreed with only three of those survey statements, one of the latter, relating
to these institutions having access to an ‘e-rate’, represent almost two thirds of
all respondents.

W.r.t. the third objective, the publication of this paper is justified in con-
tributing some new and original insights to our field of study. In similar and
closely related contexts, [6] portrayed students wanting to be exposed to ICT
to keep their education relevant, [7] reported on a limited data set relating to a
community engagement project around ICT in education for growing innovative
e-schools in the 21st century, and [9] presented results relating to students, edu-
cators and leaders at e-schools in South Africa. Alongside [8], the merit of our
study presented in this paper, and its relevance to the SACLA‘2017 conference,
is also justified w.r.t. the frequent changes of ICT facilities and usage in the
education environment which educators have to contend with again and again.
Although members of the audience attending the presentation of this paper at
SACLA‘2017 seemed to be impressed, they did not respond significantly in terms
of substantive comments. Some conference participants, however, asked whether
we would be planning any follow-up evaluations, in light of the interactions we
have had with educators during the previous 18 months. It was finally suggested
that we might conduct a similar survey with our first-year students at university,
to gauge their experiences during their pre-university school years in terms of the
implementation of the governmental policy: Do the university students have the
same impression of what is or was happening to them? Obtaining their answers
might put things into a new light, possibly in contrast the answers provided by
the respondents of the survey described in this paper.
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Abstract. The demand for graduates with big data and data warehous-
ing skills far exceeds the supply of students graduating with these skills.
This paper addresses this problem by means of a pilot study in which
big data topics were integrated into a classical data warehouse course
at postgraduate level. Courses like this could be helpful in supporting
hands-on learning experience with big data warehousing.
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1 Introduction

Traditionally, data warehouses were designed to store and process structured
data. Structured data tend to be organized in entities such as XML docu-
ments or relational database tables. With the advent of ‘big data’, modern data
warehouses need to accommodate new datasets, which could include webpages,
spreadsheets, social media and sensor logs, to name a few. These new large
datasets are not structured by nature, but tend to be more semi-structured,
such as a spreadsheet, or unstructured with clickstreams or log files. Industry
has emphasized the importance of incorporating these new types of datasets into
existing data warehouses using emerging big data technologies [3,21]. The inte-
gration and expansion of data warehousing platforms with big data technologies
have received some attention in literature [3,42,47]. However, this integration
and expansion also offers many other challenges. One such challenge is to ensure
that universities educate enough graduates with sufficient big data and data
warehousing skills. Recent research indicate that the current demand for gradu-
ates with expertise in big data and analytics far exceeds the supply of such gradu-
ates [37]. In [43,52] it was argued that inadequate staffing or skills, in terms of big
data, are hampering organizations to diversify the platform types of their data
warehouses. It is therefore imperative that data warehousing and/or business
intelligence graduates must acquire specific skills, such as big data warehousing
skills, to be ready for industry [2]. Additionally, [55] expressed the need for more
big data education and suggest that universities should augment existing data
warehousing and business intelligence concepts with big data, big data topics and
learning objectives. In South Africa, the number of universities offering courses
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 128–143, 2017.
https://doi.org/10.1007/978-3-319-69670-6_9
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incorporating big data is limited [28,36]. Some work has been done to address
the challenge by incorporating big data technologies with existing database cur-
ricula [33,34,44]. However, more research is needed in terms of incorporating big
data technologies with data warehousing curricula to prepare the next generation
workforce [27]. The purpose of this paper is to explore the feasibility of augment-
ing an existing data warehouse module with emerging big data technologies. The
main contributions of this paper are to:

– identify important big data concepts and technologies relevant to data ware-
housing, and provide guidelines on when to use them;

– provide guidelines in terms of integrating big data technologies into an exist-
ing data warehousing course module;

– describe the learning resources that can be used to enable ‘hands-on’
experience.

A pilot study was done to assess the feasibility of integrating big data technolo-
gies into a data warehousing module. The results of the exploratory study are
also presented.

2 Method

This research is of an exploratory nature and conducted a pilot study. The objec-
tive was to assess the feasibility of incorporating emerging big data technologies
into an existing Data Warehousing postgraduate module. The module is part of
a Bachelor’s Honours degree in Computer Information Systems at a university
in South Africa.1 The Honours degree was at the time of writing this paper
presented as either full-time or part-time with combined contact sessions after
office-hours. The data warehousing module has a study credit weight of 120 h per
semester and was presented over a 12-week period. In total 13 students enrolled
for the module. In the final week, the students were asked to complete a student
satisfaction survey. Data analysis was conducted on the survey and the success
of incorporating big data into the module was assessed.

3 Data Warehousing

A data warehouse is an example of a data-driven decision support system that
stores and analyses structured data in a relational format [39]. In [20] a data
warehouse is defined as a collection of data that, in support of management’s
decision making-process, is subject-oriented, integrated, time variant and non-
volatile. On the other hand, [24] defines a data warehouse as a collection of tightly

1 For readers from outside South Africa: the South African ‘honours’ degree is an
extension of the classical ‘B.Sc.’ degree which enables a student to commence with
Master-studies thereafter. While already considered ‘postgraduate’ in South Africa,
the ‘honours’ degree in South Africa is reasonably well comparable to the final study-
year in the (longer) U.S.American ‘B.Sc.’ curriculum.
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integrated data marts that are based on a dimensional model. In order to clearly
understand the conceptual difference between a data warehouse and traditional
operational information systems, a clear distinction needs to be made. Opera-
tional systems are online transaction processing (OLTP) systems that are used
for the day-to-day operations of an organization. In other words, OLTP systems
are designed to store and put data into the database. Data warehousing, on the
other hand, are specially designed decision-support systems that focus on pro-
viding strategic information from a database [38]. Designing the data model and
loading this data model with structured data from source systems are consid-
ered the two main issues in developing a data warehouse. In terms of designing a
data model, the two most popular database design approaches are the traditional
approach using entity-relationship modelling [20], and the alternative approach,
known as ‘dimensional modelling’ [24]. The traditional approach makes use of
entity-relationship diagrams and normalization techniques and are often used
for the database design in OLTP systems [20]. The dimensional modelling app-
roach makes use of star schemas to represent a multidimensional model and
consists of fact and dimension tables [24]. This approach is very appropriate for
decision support systems where efficiency in querying and loading of data are
important [7]. Once a data model has been designed, the model must be loaded
with data from operational information systems. To perform this function opti-
mally, a data warehouse needs a stable and flexible technology platform to store
and process the data. Relational database management systems (RDBMS) with
Structured Query Language (SQL)-based analytics are considered the most pop-
ular platforms for this function. These relational systems are used to manage the
process of extracting data and integrating it into either the normalized schemas
or dimensional models. This process is often referred to as ‘Extraction, Trans-
formation and Loading’, or ETL, and is an integral part of the data staging
component of a data warehouse [23]. The main functions of ETL generally con-
sist of a set of activities and tasks that will be performed to ensure that the
data is cleaned, changed, combined, converted, deduplicated and prepared for
storage and analysis in the data warehouse [38]. It is not uncommon to see data
warehousing project teams spending as much as 70–80% of development time
and effort on ETL [53]. For the purpose of this study, dimensional modelling was
chosen as the preferred data model design paradigm since the entity-relationship
model often have difficult navigation paths, is hard for users to understand [38]
and is not well-suited for high volume queries [26]. A successful data warehouse
project also requires a data warehouse architecture. Its purpose is to seamlessly
integrate the dimensional model and data staging that will allow user applica-
tion tools (such as an Online Analytical Programming reporting tool) to query
the underlying data model. Since the module employed dimensional modelling
as design paradigm, the Data-Mart Bus or ‘Bus’ architecture [24] approach was
adopted for the proposed module. In this approach, the data warehouse will be
developed adopting a bottom-up approach that begins at selecting a core busi-
ness process, analyzing the requirements, designing a dimensional model, and
finally, loading the model using ETL functions.
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4 Big Data

‘Big data’ generally refers to a huge collection of data that is either semi-
or unstructured, growing at a rapid speed, too large for traditional RDBMS,
and hence requires a new type of database technology [41,50]. Moreover, [13]
describes big data as “high-volume, high-velocity and high-variety information
assets that demand innovation information processing technologies to enhance
insight and decision making”. The purpose of the following section is to provide
a brief overview into the reasons behind this new requirement. This will be fol-
lowed by a brief discussion on key emerging information processing technologies
used in modern day big data systems.

4.1 Issues with Relational Database Systems and Big Data

One of the most important goals of big data systems is to provide a stable
and scalable environment for storing, analyzing and mining big datasets [18].
This provides interesting challenges for any data storage system since structured
data is generally repeatedly queried using an RDBMS, while semi-structured and
unstructured data are generally handled on an ad hoc basis, or sometimes once a
month as a batch [18]. Also, a flexible infrastructure that is scalable for queries
and easy to use should be put in place. However, it is widely acknowledged
that traditional RDBMS and SQL are not suited or flexible enough to cope
with the variety and size of big data sets in terms of data storage and querying
[22,29]. The reason for this limitation is that a relational database is based
on pre-defined schemas, which means that storing the data needs to adhere to
ACID (atomicity, consistency, isolation, and durability) compliancy in terms of
transaction management [6,29]. In other words, an RDBMS is best suited to
query and update small chunks of structured data [54]. Also, an RDBMS can
only scale with very expensive hardware and not with commodity hardware,
such as a cluster [18]. Both these factors (heterogeneity and scalability) mean
that traditional RDBMSs are inadequate to manage the growing data volumes
often associated with more modern day applications such as sensor networks
and e-commerce platforms [18,29]. In an effort to overcome these limitations,
distributed file systems [14,17], NoSQL databases [6], MapReduce [11], YARN
[51] and Hadoop [54] have emerged as information processing technologies for
storage and management of big data sets. Each of these technologies will now
be introduced briefly.

4.2 Distributed File Systems

The file system forms the basis of data storage within the data management
framework of a big data system [18]. Google was one of the first large internet
companies to design and develop a distributed file system, called Google File
System or GFS [14]. Other distributed file systems include Microsoft’s Cosmos
and Facebook’s Haystack [9]. At the time of writing of this paper, the Hadoop
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Distributed File System (HDFS) is seen as the most popular open source deriv-
ative of GFS and is known for its ability to run on a cluster of inexpensive
personal computers [15,42].

4.3 NoSQL

Databases, together with distributed file systems, are used for data storage in
a big data system [18]. NoSQL (Not Only SQL) database systems are currently
viewed as the preferred database technology to process large volumes of data that
are in varied formats [45]. NoSQL databases can broadly be classified into four
categories: key-values, column-oriented, document databases and graph data-
bases [18]. Key-value databases store the data in schema-less or key-value pairs.
Column-oriented databases store and process data by columns instead of rows,
as is the case with relational database systems. Document databases store docu-
ments that contain a certain format, for example XML or JSON. Finally, graph
databases store graph-like data that consists of nodes and edges.

4.4 MapReduce and YARN

MapReduce was originally developed by Google to assist with web searches on
web documents [11]. These days, MapReduce is used as a processing model
to manage and process big data sets [45,50,54]. It is important to note that
MapReduce is not a programming language and was developed to be used by
programmers, not by business users [45]. Instead, MapReduce is a programming
model that enables parallelism and distributed computing on a computer clus-
ter [18]. This programming model uses the distributed file system to store and
process the data, making it an ideal environment to batch process big datasets
with MapReduce applications. These applications can be developed using either
C, Java, Ruby and Python [52,54]. YARN, or Yet Another Resource Negotiator,
is considered an improvement on the original MapReduce programming model.
YARN offers greater stability, higher efficiency and enables a large number of
different frameworks to share a cluster by providing a layer between the HDFS
and MapReduce [51].

4.5 Apache Hadoop

Apache Hadoop is a big data framework that consists of several open-source soft-
ware components and is modeled on Google’s MapReduce [30,42]. This frame-
work provides scalable and distributed computing on clusters of inexpensive
servers. The main purpose of this framework is to provide an ecosystem [12]
to process, store and analyze big volumes of structured, semi-structured and
unstructured data [45,50]. A typical Hadoop ecosystem will include a host of
other technologies as well, such as a NoSQL database (HBase), a data warehous-
ing system (Hive), a platform to manipulate the data (Pig), a tool to efficiently
transfer bulk data (Sqoop) and MapReduce/YARN as a resource management
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tool. This set of technologies complement each other and should not be viewed
as separate components. For example, MapReduce and HDFS run on the same
cluster nodes, which therefore allows tasks to be scheduled on the nodes in which
data are already stored.

4.6 Apache Hive

Developing MapReduce programmes can be quite challenging and as the process-
ing becomes more complex, the complexity is reflected in the code. For this
reason, developers commonly consider a higher-level programming model and
language [54]. Since the MapReduce framework is an ideal environment to
process batch data, it has also become a popular platform for data warehouses
to process their batch-data during the extraction, transformation and loading
(ETL) process. Apache Hive is considered the preferred data warehouse archi-
tecture for a Hadoop system since it provides a higher-level programming model
and language. HiveQL, a SQL-like declarative language, was developed for Hive
to allow programmers to work on a higher abstraction level instead of writing low
level code in C or Java [46]. Programmers with SQL knowledge can now easily
learn to write Hive applications, which are essentially SQL-based applications
[5]. When a Hive application is executed, HiveQL is used to query and analyze
the large datasets stored in the HDFS. Hadoop also internally converts the Hive
queries to MapReduce tasks without the programmer’s intervention [46]. This
allows for high-level programming while maintaining full support for map and
reduce, and presenting a familiar SQL abstraction. Hive also makes provision for
ad hoc queries, aggregation and the ETL of a variety of data formats [31]. It
should be noted that Hive is not a NoSQL database and does not provide large-
scale record-level updates, inserts or deletes. Instead, Hive is suitable for a data

Fig. 1. Big data warehouse architecture, as adopted from [24]



134 E. Kotzé

warehouse application where data is relatively static, does not change rapidly
and fast response times are not required [5]. If a large-scale OLTP is required,
a NoSQL database, such as HBase or Cassandra, should be considered. For the
purpose of this study, Hadoop with HDFS was selected as the big data ecosys-
tem. This ecosystem allowed for the use of Hive (a big data warehouse), instead
of a NoSQL database. The decision was based on the notion that the students
are proficient in SQL and, by using HiveQL, it would reduce the learning curve.
Figure 1 illustrates how the traditional data warehousing architecture and the
big data ecosystem was working together. Due to time constraints, the data
warehouse was not linked with the Hadoop Hive ecosystem for querying pur-
poses. Sqoop, a tool designed to facilitate bulk data transfers between Apache
Hadoop and a relational database, was also not implemented.

5 Learning Objectives

One of the most important aspects in developing computing curricula is to orga-
nize the theoretical concepts and application of technology into well-defined
learning units. In [8] the need to integrate the concept of ‘learning by doing’
using ‘hands-on’ projects was emphasized, since big data analytics requires trail-
and-error and experimentation. To introduce the postgraduate students to this,
the following core learning units are proposed:

Data Warehousing: In this learning unit, the students shall be introduced to
data warehousing principles, dimensional modelling and ETL. Students shall
construct a data warehousing solution using structured data and an RDBMS
such as Microsoft SQL Server 2014.

Big Data: In this unit, students shall be introduced to fundamental concepts
regarding big data, which includes data variety, volume and velocity. Students
shall use a big data warehouse to load and query semi-structured data. Big
data technologies shall include Apache Hadoop, HDFS, MapReduce and Hive.

In terms of core learning outcomes (LOi), students should be able to:

– distinguish/understand data warehousing development methodologies (LO1);
– understand the difference between OLTP and OLAP, multidimensional mod-

eling, star schema, data marts, normalization of dimensions and snowflaked
schemas (LO2);

– utilize and evaluate techniques and methods for extracting, transformation
and loading data (LO3);

– understand the fundamentals of big data and how it related to data ware-
housing (LO4);

– apply knowledge by creating a data warehouse, loading it with semi-structu-
red data and processing it with big data technologies (MapReduce) to meet
business requirements (LO5).
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5.1 ACM/IEEE Curriculum Conformance

Although the IT 2008 Curriculum Guideline [32], the IS 2010 Curriculum Guide-
line [48] and the IEEE and ACM Computing Curricula 2013 Guideline [1] do
not have a dedicated section for Data Warehousing on its own, relevant com-
ponents could still be mapped to. The Data Warehousing module described in
this paper maps to two components listed in the Information Management (IM)
section of the IEEE and ACM Computing Curricula 2013 Guideline [1]. Specific
areas covered include: IM/Data Modeling and IM/Distributed Databases. The
module also maps to the IM/Data Modeling section of the IT 2008 Curriculum
Guideline [32]. Finally, the module also maps to the 2010.2 Data and Information
Management section of the IS 2010 Curriculum Guideline [48].

5.2 Data Warehousing Learning Resources

Enabling students to work on an actual data warehouse is seen as one of the best
ways to introduce them to data warehousing [25]. A SQL Server 2014 instance
was set up on an internal departmental server and the students were granted
access. Students were also provided with a developer copy of SQL Server 2014,
which they could install on their personal computers for practice purposes. All
students had access to Microsoft Development Network (MSDN), where they
could download manuals and white papers on building a data warehouse using
Microsoft SQL Server Integration Services (SSIS). They were provided with sam-
ple datasets, including the popular ‘AdventureWorks2014’ database.

5.3 Big Data Learning Resources

A popular approach in teaching big data is to provide the students with a MapRe-
duce framework to be used for hands-on, in-class exercises or project assignments
[54]. It should be noted that a MapReduce framework would typically need a
computer cluster. This could be challenging for some institutions that do not
have a computer cluster available for teaching purposes. One approach is to
use a pseudo-distributed installation of Hadoop, which allows a single node to
perform operations using Hadoop MapReduce and HDFS [15]. This approach
requires significant installation and configuring effort that could be challenging
to a student who has not yet been exposed to such technology. Hence, a virtual
machine (VM) with the following required components were configured:

1. Linux operating system (Linux Mint 17.2);
2. Hadoop 2.7.2 pseudo-distributed mode (including HDFS and YARN);
3. Java 7 and Eclipse;
4. Hive 1.2.1;
5. sample datasets.

It was decided not to use commercially available VMs, such as Hortonworks [16],
Cloudera [10], MapR [35] and IBM [19], but rather follow a hands-on approach
using open-source software to keep abreast of new developments. Finally, an
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in-house computer cluster described in [4] was configured for Hadoop 2.7.2 and
Hive 1.2.1 to be used during the big data practical assessment. In order to
facilitate the process of gaining hands-on experience on Apache Hadoop, students
could re-use a MapReduce template (WordCount.java) that performed a basic
word count. Large text files were then created by combining several text files
from Project Gutenberg [40]. The students used these text files while gaining
hands-on experience with HDFS and MapReduce, and completing their practical
assignment at the same time. To give the students a better understanding of
Hadoop Hive, they were provided with the Lahman Baseball Sample Database2

to work with. This database is available in a comma-delimited version on the
internet. The Batting and Master data sources were used to populate a schema
in Hive. Students were then asked to develop HiveQL queries such as:

– show the number of runs per country;
– indicate which player scored the most runs;
– list the top 10 players.

5.4 Achieving Learning Objectives

In order to achieve the learning objectives explained earlier, the module was
divided into two terms. In the first term, the focus was on managing structured
or relational data. Students were introduced to big data in the second term. In
order to lay a solid foundation, the first few lectures introduced the Kimball life
cycle methodology and theoretical components of designing a data warehouse,
which included project management, business requirements gathering and infor-
mation packages. The objective of these lectures was to cover the architectural
component of data warehouse design and implementation. Thereafter, students
were introduced to the infrastructure component of data warehousing, which
included hardware such as computer clusters.

The theory and design of data warehouse appliances were also covered as this
is fast becoming a popular platform to implement a data warehouse. These topics
concluded the lecture-based learning model for the first term, as the teaching
mode then switched to a work session-based learning model for the remainder
of the first term. The reason for switching from a lecture-based learning model
to a work session-based learning model was to allow the students to gain hands-
on experience. The work sessions commenced with a theoretical introduction of
dimension modelling and ETL concepts. It is well known that these two phases
cover approximately up to 70% of a data warehousing project. The students
find dimensional modelling very challenging since their undergraduate database
module solely focused on normalization of data. For a data warehouse project,
they need to ‘unlearn’ some of those concepts and denormalize a data model.
Students were provided with two case studies on dimensional modelling and
some sample data. In-class discussions were held where the students evaluated
all possible theoretical solutions to the case studies. In [49] it was suggested that
students should also learn to integrate technologies, applications and data and
2 http://www.seanlahman.com/baseball-archive/statistics/.

http://www.seanlahman.com/baseball-archive/statistics/.
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observe how disparate parts are brought together. To introduce the students
to this concept, it was demonstrated to them how several ETL components
and functions in SSIS and Visual Studio 2014 could be useful in solving the
technological application of the case studies.

The studentswere also required to complete three practical assignments in class
to demonstrate their understanding of ETL. Guidance was provided only during
these work sessions, while the students familiarized themselves with ETL using
SSIS and Visual Studio 2014. Once the work sessions were completed, the students
had to submit a practical data warehouse project consisting of three milestones
that had to be completed within a period of 6 weeks. In order to simulate a real-
world data warehouse project, students were provided with two sample databases
and a spreadsheet together with business questions. The first milestone was the
information package, where they had to indicate the dimensions, categories, hier-
archies and measures, as well as the table name and column of each attribute or
measure. In case of semi- or fully additive measures, the calculation had to be pro-
vided. The second milestone was the dimensional model, and the final milestone
was an ETL solution that they had to develop using SSIS and Visual Studio 2014.
No guidance was provided to the students during any of the milestones. It was
envisaged that the experience gained during the work sessions should have pro-
vided the students with sufficient knowledge to complete the project. The author
is of the opinion that the use of the SQL Server 2014, as well as the described
in-class activities during the work sessions, played a critical part in consolidating
their understanding of data warehouse methodologies (LO1), dimensional model-
ing (LO2), ETL techniques and methods (LO3) and gaining hands-on experience
with designing and implementing a data warehouse (LO5).

In the second term of the module, the students were introduced to semi- and
unstructured data. The students found this to be an uneasy paradigm shift since
their undergraduate training solely focused on relational or structured data. Big
data technologies such as Apache Hadoop, MapReduce, HDFS and Hive were
introduced and demonstrated. The demonstration of these technologies gradu-
ally exposed the students to the idea that modern data warehouses should also
accommodate semi-or unstructured data. A pre-configured VM with a pseudo-
distributed installation of Apache Hadoop was made available to the students.
Furthermore, a guideline outlining the installation and configuration was also
made available to accommodate students who wanted to know more (for exam-
ple, how to reconfigure the VM themselves). The students were provided with
sample data, which included several text documents.

Part of the practical assignment was the loading of semi-structured data into
a Hive data warehouse and developing several HiveQL queries. The practical
assignment also required the students to replicate their findings on the depart-
mental Hadoop cluster. As a result, the students used the VM as an exper-
imental sandbox to gain hands-on experience. Once the students were ready,
they were assigned a two-hour period on the departmental cluster to complete
the assignment. The rationale behind this approach was to provide the students
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with not only Hadoop hands-on experience, but also with real-world experience
of working on a computer cluster.

The author is of the opinion that the use of the VM with Hadoop (including
HDFS and YARN) and Hive, as well as the described in-class activities, have
been valuable components with regard to increasing the students’ understanding
of big data (LO4), as well as allowing them to gain hands-on experience with
big data warehousing technologies (LO5). Furthermore, by being provided with
a ready-made VM, the students could focus on implementing and experiment-
ing with MapReduce and Hive applications instead of tedious installation and
configuration tasks.

6 Assessment and Results

The first and the second term were each concluded with a formal two-hour
theoretical assessment. The marks for the two tests were aggregated into a single
theoretical mark, (see Fig. 2). The average mark was 51%, which indicated that
the students had trouble in mastering all the necessary theoretical concepts as
outlined in the learning outcomes.

As mentioned above, the students had to submit practical assignments. On
average, the students scored 51.0% for the Hadoop Assignment, 72.4% for the
Dimensional Model assignment, and 50.6% for the ETL assignment (Fig. 3).

Both the Hadoop and ETL assignments required an element of development,
while the dimensional model assignment focused on database design. More than
61% (n = 8) of the students scored above 80% for the dimensional model, which
indicated that they conceptually mastered data warehouse design. However,
almost 53% (n = 7) of the class scored below 50% for the Hadoop assignment
and the ETL assignment. In order to understand the apparent low marks for
the Hadoop assignment, the students were requested to complete a student sat-
isfaction survey. The questions made use of a Likert scale (from 1 = ‘strongly

Fig. 2. Marks for theoretical assignments
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Fig. 3. Marks for practical assignments

agree’ to 5 = ‘strongly disagree’) and collected data on demographics, lecturer
and content engagement. Since this was a small class, all 13 students completed
the survey. Some of the results were not promising; the scores are presented next.

With regard to the question “The workload in this module was manageable”,
only 15.4% of the students agreed (strongly or agree) that the workload was
manageable. The reasons provided include “improper time management on my
part”, “the module pace was too fast”, “course content is too much”, and “the
hadoop content was very foreign and took long time to understand”. It is possible
that the Hadoop environment, which is Linux-based, could be quite challenging
to the students who were mostly working in a Microsoft Windows environment
during their undergraduate training. Furthermore, the Hive interface is com-
mand line-based and a very foreign environment to students who completed
most of their software development using the Visual Studio Integrated Develop-
ment Environment (IDE). Students also indicated, during the two-hour session
on the computer cluster that they did not practice enough on the sandbox VM
that was provided to them, and hence ran out of time to replicate their find-
ings. The survey also indicated that the students were uncomfortable with the
operating system configuration differences of the VM and cluster. For example,
students had to login into the cluster, resulting in a directory structure that
was different between the two environments. They also had to deal with file
permissions, which is not necessary within a Microsoft Windows environment.
This finding was confirmed when investigating the log files on the cluster. It is
therefore suggested that students should have extensive experience with a script-
ing language (for example Bash) if they want to explore big data technologies
such as Hadoop, HDFS and Hive. This is primarily because interacting with
Hadoop, HDFS and Hive is done by executing command line instructions within
a Linux Operating System environment. An argument could be made that an
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application using a Graphical User Interface (GUI) should instead be provided
to the students for HiveQL interaction. However, the author was of the opinion
that it would not provide the students with a real-world computer cluster envi-
ronment, which predominately use command-line scripts for configuration and
management.

With regard to the question “The learning material helped me learn”, 76.9%
indicated they were unsure if the learning material helped them to learn, while
only 23.1% agreed that it helped them. A more positive result was found towards
the question “are you satisfied with the digital resources available for this mod-
ule”, where 46.2% agreed while 46.2% were unsure. In the open-ended questions,
where students were asked “what aspects of this module helped you learn”, the
students gave positive feedback, e.g.: “the in-class labs helped”, “the technologies
used and provided examples”, “practical work tasks and assignments”, “assign-
ments”, and “extra reading material provided”. This finding supports the need
to integrate the concept of ‘learning by doing’ using hands-on projects, since big
data learning requires trial-and-error [8].

7 Conclusion

Modern data warehouses require the processing of structured, semi- or unstruc-
tured data warehouses. Recent research has reported the need for graduates with
expertise in both big data and analytics or data warehousing. It has also been
reported that universities should consider enriching existing data warehousing
and business intelligence modules with big data concepts. The aim of this paper
was to evaluate the feasibility of integrating emerging big data technologies into
an existing data warehousing postgraduate module. A pilot study approach was
followed and the module was evaluated at the end of the semester. Students indi-
cated that they experienced difficultly in familiarizing themselves with the new
big data computing environment and a different programming framework at the
same time. However, even though the students struggled with the cognitive chal-
lenge, 10 of the 13 students passed the module successfully. Future research could
focus on methods to reduce the cognitive load and follow a different pedagogical
approach. This could include using only a virtual-machine pseudo-distributed
installation of Apache Hadoop/Hive and abandoning the exposure to a real-
world cluster. From the pilot study findings it also emerged that the students
were not necessarily familiar with a scripting language. In the future, the module
could be amended to make use of a GUI for Hadoop and Hive instead of the
command-line. It is also recommended that the module be amended to include
the usage of Sqoop to facilitate the transferring of bulk data between the Apache
Hadoop ecosystem and the SQL Server data warehouse. Furthermore, provision
could be made to create a link between the Hadoop Hive database and the SQL
Server data warehouse. This would allow the students to query both environ-
ments in an integrated manner and build business intelligence artefacts such as
dashboards or scorecards. The study has shown that it is important to expose
data warehousing postgraduate students to emerging big data technologies.
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The paper contributes by increasing our understanding of teaching big data
and data warehousing. Firstly, the paper provided a brief overview of current
data warehousing practices and emerging big data information processing tech-
nologies relevant to data warehousing. Secondly, the paper presented a practical
approach to incorporate these technologies in a data warehousing module for
postgraduate students by means of virtual machines, sample project and course
resources. Thirdly, findings from the pilot study suggest that care should be
taken to avoid cognitive overload of combining the theoretical concepts of data
warehousing and big data within the same academic module.

Acknowledgements. Thanks to Ian van der Linde for having configured the cluster
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their valuable comments and suggestions that have improved the quality of this paper.
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Abstract. This paper presents the first step in exploring the match
between IT managers’ expectations of functional creativity within an
information system (IS), and the functional creativity of the information
systems developed by final-year undergraduate IS students. The Cre-
ative Product Assessment Model (CPAM) is used as a means to elicit
the expectations that IT managers in various IT industry sectors have of
functional creativity within information systems. Final-year IS student
projects are evaluated for functional creativity by the same IT managers.
Though IT managers value functional creativity in an information sys-
tem, there are other creativity aspects considered even more valuable.
These include the skills to design, as well as the end-user experience.

Keywords: Information systems · Functional creativity · Innovation ·
CPAM · IS students

1 Introduction

The Information Systems (IS) field requires the finding of practical solutions to
complex problems. Creativity skills are generally acknowledged as an important
prerequisite for solving complex problems [12,43]. In fact, creativity is included
as a foundational skill in the IS2010 curriculum [39]. However, [36] pointed out a
lack of research on creativity in IS, while [36] provides a valuable research frame-
work which delineates the non-trivial matter of operationalizing the concept ‘cre-
ativity’. Yet, despite this, creativity in IS still seems to be under-researched. As
a result there is a limited formal knowledge base to draw from, and the term
‘creativity’ is often applied loosely and subjectively without a clear understand-
ing of what is meant by it, and, from an educational context, what is required or
expected from the students. In a previous study we investigated what is being
done at eleven South African universities to develop the creative ability of under-
graduate IS students [40]. We found that domain knowledge is regarded as more
important for developing creative ability than creativity techniques, and that the
nature of the problems presented to students is regarded as important for devel-
oping creative ability. Lecturers mentioned the importance of the problems being
‘real-world’ and authentic. The final-year ‘capstone’ project was singled out by
respondents as a way to expose students to such problems, since it provides an
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 147–161, 2017.
https://doi.org/10.1007/978-3-319-69670-6_10
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ideal environment for solving real-life problems in a creative way [40]. All the
universities that participated in our study provided such learning environments
for IS students in one or the other way. The assumption is therefore that South
African IS students are well prepared to be creative problem solvers when enter-
ing industry and hence universities produce graduates that can meet industry’s
needs. This paper focuses on investigating the plausibility of that assumption.
We therefore need to ask the question: Do universities really deliver students
with creativity skills that meet the expectations of the industry? In our attempt
to address this question, we approached the problem in two phases:

1. Determining industry’s expectations about creativity in the IT workplace;
2. Determining whether IS graduates meet these expectations.

Although the focus of this paper is on Phase 1, Phase 2 requires the evaluation of
creativity. Industry members will have to use an evaluation framework according
to which they evaluate aspects of creativity of IS students. We therefore decided
to select a creativity evaluation framework as starting point for Phase 1.

This led us to the non-trivial matter of evaluating creativity. ‘Creativity’ can
be defined in terms of ‘the four P ’, namely: Person, Process, Product and Press
(environment) [33]. Stated in terms of the four P , creativity is the “interac-
tion among aptitude, process, and environment by which an individual or group
produces a perceptible product that is both novel and useful as defined within
a social context” [30]. How can this multi-faceted phenomenon be evaluated?
Various instruments and approaches are known for assessing creativity. In an
attempt to make sense of this assortment of approaches, [16] classified criteria
for creativity evaluation into ten categories: tests of divergent thinking, attitude
and interest inventories, personality inventories, biographical inventories, teacher
nominations, peer nominations, supervisor rating, eminence, self-reported cre-
ative activities, as well as achievements and judgement of products. Most of
the creativity evaluation mechanisms involve judgment from other people such
as experts or peers [16]. In IS, most of the research on the evaluation of cre-
ativity focuses on the judgment of the creative product. In [25,36] the only
creativity evaluation studies identified were those focusing on ideas or systems
(both IS ‘products’). There are good reasons for evaluating the creative product
rather than the other aspects of creativity. The product is something tangible
which reveals something of the creativity of its creator (who is more elusive to
evaluate): “Unambiguously creative products are constructed by unambiguously
creative persons” [20]. Some researchers believe that the evaluation of creative
products should be the starting point for research on creativity and that this
is perhaps the best way of evaluating creativity [4,18,22]. Still, research on the
assessment of the creative IS product is scarce. There are “surprisingly few stud-
ies aimed at assessing the creativity of products in the sense of tangible, scientific
or technological products” [10]. During 1998–2011, only 6% of creativity and IS-
related research focused on the creative product [25]. The tangible nature of the
product, as well as the lack of research on its evaluation in IS, influenced our
decision to choose a framework focused on the evaluation of the creativity of the
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information systems (an IS product). The CPAM [4] was chosen for this purpose.
Similar to [20] we believe that the creativity of the product reflects the creative
ability of those that developed it.

Thus, the aim of our study was to explore the expectations of IT indus-
try experts regarding the creativity of information systems. Representatives of
four sectors within the IT industry were interviewed and the findings are pre-
sented. The Banking, Insurance, Telecoms and Software Development sectors
were included in our study. In Phase 2 (not in the scope of this paper), IT
industry experts shall evaluate the functional creativity of final year IS students’
information systems. We believe that the findings will bring universities closer
to a meaningful integration of creativity enhancing skills into the IS curriculum.

2 Literature

2.1 Functional Creativity and Information Systems

While the concept of ‘novelty’ is a necessary element of creativity in the domain
of arts and æsthetic products, it does not necessarily play the same role when
creativity is examined in a technological setting or when an engineering product
is scrutinized [4,10]: here the creative idea or product must also be useful [2,8,10].
Accordingly, [26] defined creativity as the ability to produce both novel and
useful ideas, or ideas that can be implemented practically to solve a meaningful
and unique problem. In [9] the notions of ‘novel’ and ‘useful’ creativity were
combined to into the notion of ‘functional creativity’. Functional creativity of a
product can be assessed when the observer or user of the product is aware of the
initial problem so that the product can be appreciated as a functional creative
solution, in other words: its usefulness can be assessed. This notion of functional
creativity is applied to information systems as follows. An information system
is a functional creative product that originates from a creative idea developed
in response to a problem. The idea develops through a process of design and
development in a specific social context, which is then expressed in a product that
is both original and useful to industry. Products such as information systems,
that perform tasks or solve problems, relate to a type of useful creativity or
creativity with a goal [6,17]. If an information system can meet a customer’s
need, then it is not important whether the system is a completely novel solution
to a problem or an existing system applied in a new manner [7]. In IS, novelty is
concerned with the imaginative recombination of known elements [8]. The design
and development of a functional creative product relies on the application of
existing knowledge and skills in new ways to accomplish goals [37].

2.2 Evaluation Frameworks for Functional Creativity in IS Products

Related work on the evaluation of products in IS covers more than only the
evaluation of information systems. Examples include studies that analysed the
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impact of creativity support systems or decision support systems on individual
creativity [13,24], the assessment of creative IS ideas [11,21], and even the assess-
ment of novel and useful software UML designs [14]. Some studies focus solely
on one aspect of the creative information system, such as ‘elegance’ [23,35] or
‘usability’ [15].

One of the first frameworks to measure creativity in information systems was
introduced in [7]. The framework measured the ‘utility’ and ‘novelty’ criteria of
a software product on a scale of ‘low’, ‘medium’, and ‘high’. This framework was
used by a panel of judges to assess six innovative software products to determine
the products’ contribution towards novelty (e.g., new technology, algorithms,
etc.), economy (to increase return on investment, customer retention, retaining
a market niche, etc.) [7]. The framework provides a starting point to look for cre-
ativity components in a software product. However, the focus of this framework
is more on the creative product after its implementation, (whereas our eventual
goal is to evaluate students’ information systems design before the implementa-
tion phase). Over time a few rating scales have been developed to assess creativity
in products, for example: the Creative Product Inventory scale [38], the Consen-
sual Assessment Technique (CAT) [3], and the Creative Solution Diagnosis Scale
(CSDS) to systematically assess the functional creative elements in engineering
products [10].

The Creative Product Assessment Model (CPAM) is a comprehensive theo-
retical model used for the assessment of product creativity in general. This model
is based on thirty years of empirical research and describes creativity in terms
of ‘novelty’, ‘resolution’, and ‘style’ [4]. It can be considered as state-of-the-art
[32]. Table 1 provides an overview of its component. The first component, novelty,
refers to the newness of a product [4]. However, the idea or product does not have
to be completely new to be novel. Sometimes a small change in an existing prod-
uct can give a new fresh look and desirability to a product which in return also
boosts its value. According to the framework, novelty includes the ‘surprising’
aspect as well as the ‘original’ aspect. A product might be highly original, but if
the associated surprisingness is too high it might upset some users. The balance
between these two factors needs to be considered for novelty to be appreciated
by the end-user. ‘Resolution’ refers to the functionality of the working product
[4]. Resolution contains the following four aspects: ‘logical’, ‘useful’, ‘valuable’,
and ‘understandable’. A new coffee machine (for example) can be very novel or
original in design, but there is no value or usefulness in such a product if the
end-user cannot grasp how to operate it. Usually a product originates from a
problem that needs a solution. If the product’s solution is not ‘logical’ or ‘under-
standable’ to the end-user, it affects the overall creativity and appreciation of
the product. For example, a coffee machine is expected to follow certain conven-
tions on how it receives instructions and dispenses coffee; otherwise it will not
seem like a logical solution.1 Also, if the user needs to read extensive user man-
uals before using the product, then it affects the product’s understandability.
The ‘style’ of a product refers to how well the product is presented. It speaks

1 In other words, the coffee machine must have the status of a device [41].



Information Systems as Creative Products 151

Table 1. The CPAM according to [4,5]

Component Description Aspects

Novelty The degree of newness in the
product in terms of the
number and extent of new
materials, new concepts and
new processes included

Surprising: The product presents unaccepted
or unanticipated information to the user,
listener or viewer
Original: The product is unusual or
infrequently seen in a universe of products
made by people with similar experience and
training

Resolution The degree to which the
product fits or meets the
problematic situation

Logical: The product or solution follows the
acceptable and understood rules of the
discipline
Useful: The product has practical applications
Valuable: The product is judged worthy
because it fills a financial, physical, social or
psychological need
Understandable: The product is
communicated in a communicative,
self-disclosing way, which is ’user-friendly’

Style The degree to which the
product combines unlike
elements into a refined,
developed and coherent
whole, statement or unit,
(how well the solution is
presented to the world)

Organic: The product has a harmonious sense
of wholeness or completeness to it. All the
parts ‘work well’ together
Well-crafted: The product has been worked
and reworked with care to develop it to its
highest possible level for this point in time,
(quality)
Elegant: The product shows a solution that is
expressed in a refined, understated way,
(simplicity)

about the product’s ‘personality’ in relation to other products of its type, rather
than how stylish it is. Style is understood in terms of three aspects: ‘organic’,
‘well-crafted’, and ‘elegant’. The organic aspect of a product is concerned with
the balance and harmony that exist among all its different parts [4]. It is all
about a ‘natural flow’ in its appearance. The well-crafted aspect of the product
is about how well each part of the product has been polished to yield a fine,
finished result. The elegance of a product is all about the pleasure it brings to
its end-user. It might be the colour of the product, how well it is packaged, or
even just the ambience that a product creates while being beheld or used. Table 2
indicates how the CPAM compares with other creativity assessment techniques,
in terms of focus as well as adoption measured in #citations (GoogleScholar, at
the time when we wrote this paper). A number of rating scales and theoretical
models are thus available to assess the creativity of a product, of which some
are appropriate for technical products. Of these, the CPAM is the most widely
adopted. Hence we selected the CPAM for the purpose of our paper.



152 A. Kruger et al.

Table 2. Summary of various creativity assessment techniques

Method [Ref.] #Cit Criteria Comments

Creative product
inventory

[38] 17 Generation,
Reformulation,
Originality,
Relevance,
Hedonics,
Complexity,
Condensation

Used for chemical products

Consen-sual
assessment
technique (CAT)

[1] 3 Not based on any
theory of
creativity. Judges
use an agreed-upon
consensual rating
to assess products

Used for any creative product (e.g.
poems, paintings, stories). No
objective measurement; products
are compared to each other

Creative product
assessment model
(CPAM)

[4] 179 Novelty,
Resolution,
Style

Products can be judged by expert
and non-expert judges on a
55-item, bipolar adjective Liker
scale. Tool collects information
about consumer perception of
existing products or services, or
product concepts or protoyptes.
Judges rate a product in three
dimensions with high accuracy and
consistence among various
products of same type

Creative solution
diagnosis scale
(CSDS)

[10] 86 Relevance,
Effectiveness,
Novelty, Elegance,
Genesis

Products can be judged by expert
and non-expert judges on a
30-item, 5-point Likert scale to
indicate the degree to which the
CSDS item applies to the given
product. Developed to measure
functional creativity in engineered
products, such as mouse traps,
hands-free mobile phone holders
etc.

3 Method

This section considers the approach used to answer the main research question of
this paper, namely: What are the expectations of industry experts regarding the
functional creativity of information systems? To this end, data were collected
by semi-structured and open-ended interviews with several IT industry experts.
The answers obtained from the experts were then interpreted [29,42].

3.1 Data Collection

Data were collected through interviews with IT industry experts selected from
four IT industry sectors where IS graduates often start their careers, namely:
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Banking, Insurance, Software Development, and Telecommunications. It was ini-
tially presumed that the IT sectors may differ in their approaches to software
development as well as their perceptions of creativity. Hence, a few prominent
companies in each sector were identified, and their IT managers (or equivalent
roles) were contacted for participation in our study. A requirement for inclusion
was that the IT manager must have had more than five years experience as
a manager in the specific sector and more than 10 years experience in the IS
development field. It was assumed that the chosen IT managers would generally
have expert knowledge in systems design and development for their industry
sector, as well as knowledge about the company’s viewpoints and strategies of
software development. Of the experts who were contacted (and who met our
requirements), nine were available to participate: four people from the Soft-
ware Development sector, three from the Insurance field, one from Banking,
and one from Telecommunications.2 Apparently these industrial sectors were
not equally represented, and the number of participants was too small to make
sector-specific conclusions. Hence, the sectors that the respondents belonged to
were captured during data collection and carried through to the data analysis
merely for the sake of curiosity (to see from which sector a comment originated).
Semi-structured face-to-face interviews were conducted with each IT manager
separately, to individually determine their perceptions and expectations of ‘func-
tional creativity’ in information systems. The CPAM was provided to each of
the interviewees before the interviews commenced, so that they could familiarise
themselves with our method. Interview questions were based on the CPAM. All
interviews were recorded and transcribed, whereby the following questions stood
in the centre of our interest:

Q1. Is it important for an information system to be functionally creative? (moti-
vate your answer).

Q2. How important or valid is each of the CPAM component in your industry?
For example: how would you rate or weigh novelty, resolution and style
according to their relevance for you?

Q3. Is there anything that you would like to add or omit from the CPAM?
Q4. Are there other elements in an information system (software product) that

you value higher than functional creativity?

3.2 Data Analysis

The interview answers were analysed and coded to identify any themes that
relate to the perceived importance of functional creativity in information systems
(Q1), comments and critique on the components of the CPAM (Q2), and other
aspects [28] considered more important than functional creativity of information
systems (Q3–4). Though the CPAM guided the analysis, themes unrelated to
the CPAM also emerged. The written summaries were sent afterwards to each
interviewee to confirm that they all agreed with the analysis [19]. This double-
check helped to ‘contain’ any possible interpretation bias on our side.
2 The mandatory procedures of gaining consent and protecting identities were fol-

lowed; ‘ethical clearance’ was obtained.
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4 Findings

The expectations about functional creativity in information systems have been
discussed as described above. Below follows a discussion of the responses for
each interview question. The sectors that respondents belong to are indicated
for interest sake only. Apart from Q2, sector specific analyses are not provided
(due to the small number of respondents per sector).

W.r.t. Q1, all IT managers responded that creativity is important in informa-
tion systems development. One respondent mentioned the increasing importance
of a creative system: “Traditionally it was not important. The problem now is
that you have customers who are beyond the point where they are not completely
‘stupid’ about the systems they want. They know what there is and they know
what they can use. They do not want a system that is the same as a competitor’s.
They want something unique to their environment. Thus, creativity in IS today
is very important”. However, another IT manager (Insurance sector) mentioned
that sometimes creativity in information systems can have negative implications.
This respondent mentioned that although a creative information systems is use-
ful for innovation and moving forward, it can also be ‘scary’ if it becomes the
standard in the organisation, and management starts to expect that same level
of functional creativity in all information systems. The respondent believed that
such a standard becomes very difficult to maintain because functional creativity
is “special and rare”. These remarks from IT managers come close to some of
the concerns already expressed in 1992.

W.r.t. Q2, Table 3 provides a summary of the responses. During the interviews
the respondents were requested to prioritise each CPAM component (novelty,
resolution and style) as ‘1’ (highest), ‘2’, or ‘3’ (lowest) for their specific indus-
trial sector. A percentage weight was provided by each respondent for a finer
indication of each CPAM component’s importance (whith novelty% + resolu-
tion% + style% = 100%).

The responses are shown per industry sector. While there are not enough
data to attach value to the variations between industrial sectors, it is inter-
esting to note the consensus between the respondents of the different sectors:
all respondents agreed that ‘resolution’ has the overwhelmingly highest prior-
ity (up to 80%), with ‘style’ second and ‘novelty’ third. This result corresponds
with previous research findings [2,4,8,9] concerning the importance of the ‘reso-
lution’ component in functional creativity which is generally most highly valued
among IT industry experts; novelty is the lowest when IS-related products are
considered.

The interviewed managers all agreed that on most IS projects the systems
are already in place and that analysts basically follow a recipe to create the
next version of a systems solution. It is only on rare occasions that there is
the opportunity to be really creative and to invent a truly novel product. Most
interviewees agreed that whenever they have the opportunity to bring novelty
into the product, their first priority is to be original rather than surprising.
This result also corresponds with previous research [4], which stated that the
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Table 3. Importance rating assigned to CPAM components by interviewees

Component Industry

Telecom Banking Insurance Software
eng.

#Respond

1 1 3 4

Novelty: Priority
importance

3 (low)

5%

3 (low)

5%

3 (low)
5%–10%

3 (low)

5%–10%

Resolution: Priority
importance

1 (high)

80%

1 (high)

80%

1 (high)
75%–80%

1 (high)

50%–80%

Style: Priority
importance

2 (medium)

15%

2 (medium)

15%

2 (medium)

15%

2 (medium)

15%–45%

surprising aspect of any creative product can shock people or consumers of the
product so that they would rather avoid it.3

The ‘style’ element (15%) was rated by all respondents as second-most impor-
tant, after resolution. Style was said to relate to the end-user in a visual way and
to create the ‘first impression’ about an information system. A respondent from
the Software Development sector stated that style is what sells an information
system to the end-users even if they discover at a later stage that the resolution
of the system is lacking or not of the required standard.

W.r.t. Q3, there were no IT managers who indicated that they wanted to remove
components from the CPAM. In fact, when the interviewees were presented
with the CPAM, some of them were pleasantly surprised and found this model
very interesting because they had not considered creativity in this way before.
Interviewees from the Software Development sector, however, mentioned some
aspects which might be considered for further elaboration of the CPAM:

User Experience (for both customer and developer): Two interviewees
mentioned that user experience should be added to CPAM as a sub-
component of ‘style’, or should perhaps even constitute a new category.

System Integration: One interviewee mentioned that CPAM lacks a compo-
nent for ‘integration’. The interviewee said that if a newly developed informa-
tion systems cannot be integrated with other existing information systems,
then it impacts functional creativity negatively.

Affordability and profitability: If a system is not affordable for the client
and profitable for the organisation, then being creative is irrelevant.

W.r.t. Q4, all interviewed IT managers indicated that while functional creativity
in an information systems is important, there are other aspects or elements
that are of equivalent value or even more valuable than a functional creative
system. These other aspects range from the people and development process
3 In engineering, mandatory standards also play an important role.
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Table 4. Important aspects other than functional creativity in IS

Aspect Examples

Process Agile methodology, system maintenance, change
management, requirements gathering process

People Attitude of IS personnel, expert skills and
knowledge, overcoming obstacles, resourcefulness,
people who value quality

Environment
(press)

Management style should foster creativity, freedom
and trust, contemplation, time to think

aspects of the system to the environment in which the creative information
systems are being developed. They can be categorised into the remaining of the
aforementioned ‘4P’ of creativity. Table 4 summarises our findings.

W.r.t. People, the aspect that the Banking sector interviewee valued most
important was the IS employees who need to develop the system. These employ-
ees needed to value quality: if a person values quality within everything they do,
then it will transcend to everything else they do; including developing creative
information systems. He added that ‘happy’ employees create more creative end
products. Respondents from the Insurance sector appeared to share the views
of the IT manager from the Banking sector. They mentioned the importance
of attitude of IS personnel. IS personnel’s lack of positive attitude towards any
challenge or project can stand in the way of developing a creative system. The
interviewee from the Telecommunications sector mentioned the importance of
staff’s resourcefulness: “How well does an engineer or software developer use
what he has at hand to solve a problem? For me, that is resourcefulness — how
he uses the building blocks around him to the best of his ability. This leads to the
elegance of a solution. You can either build a solution that costs a lot because you
buy new components, or you can deliver a solution that makes use of what you
already have within the company and deliver it under budget. This is a more ele-
gant and efficient solution”. Interviewees from the Software Development sector
mentioned the importance of the skills and knowledge (both business and tech-
nical) of employees. It was stated that the challenge is not the development of a
good creative information system, but rather the recruitment of good quality IS
experts: if the right experts can be recruited, they will design the creative system
that is required. All in all, the following people-related traits were mentioned as
important: people who value quality, attitude of IS personnel, resourcefulness of
staff, as well as skills and knowledge.

W.r.t. Process, the importance of the system development process was
mentioned by interviewees from the Insurance as well as the Software Develop-
ment sectors. There are different ‘philosophies’ and methodologies in informa-
tion system development. These include ‘Waterfall’ (such as embedded in the
SDLC) and ‘Agile’ (such as Extreme Programming and Scrum). According to
the interviewees’ responses the choice in process, SDLC versus Agile, plays a



Information Systems as Creative Products 157

large role in the system being successful or unsuccessful. An iterative design
process or agile methodology contributes towards a successful creative system
that serves the needs and expectations of the end-user(s). An interviewee from
the Software Development sector was of the opinion that a company cannot
develop creative systems by continuously using the SDLC process. According to
an interviewee from the Insurance sector, change management processes should
not be neglected. Change management helps to prepare the system users for
the novelty aspect of the system. If this process is not in place, then system
users easily reject the entire information system. The crucial role played by the
requirements gathering process was also mentioned by a respondent from the
Insurance sector. He said that the problem statement for the product develop-
ment should be thoroughly and regularly interrogated rather than only accepted
to perform the required actions; see [31] for comparison. Without critical ques-
tions there cannot be a good quality creative product. The respondent further
stated that IS personnel quickly develop a ‘tunnel vision’ about product devel-
opment because they do not ask enough questions. This finding re-confirms the
established knowledge [27,31,34] that the requirements engineering phase is the
most critical phase in any Systems Development Life Cycle (SDLC). An inter-
viewee from the Insurance sector added the aspect of system maintenance: If
a creative information system is not well maintained after implementation, it
becomes useless; then creativity means nothing and has no value for the organi-
sation. All in all, the following process aspects were mentioned to be important:
the system development process, change management, requirements gathering,
and system maintenance.

W.r.t. Environment (Press), the importance of the environment for the
development of a creative product was only mentioned by one respondent from
the Software Development sector. It was stated that if a manager cannot help
the IS employees to be productive and give them the trust and freedom they
need, systems analysts will not perform as expected, and trust is broken. Several
interviewees (from the Software Development, Telecommunications and Banking
sectors) mentioned the importance of reflecting and taking time to think about
the problem to be solved. According to them it is important to have sufficient
time in order to be creative: it is difficult to invent a creative product or solution
if there is no time to deeply think or ‘day-dream’ about it; see [33] for comparison.
The consensus view in our interviews is that a good functional creative product
implies that ample time was invested in understanding the problem and planning
the system.

5 Discussion

We determined that IT industry respondents from all sectors valued functional
creativity in information systems, which re-confirmed previously established
findings [8]. All respondents valued novelty, resolution and style as the three
main components of functional creativity, with resolution being the most impor-
tant. We found that with tight budgets and timeframes the resolution aspect
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(logical, useful, valuable, understandable) becomes the most important one in
the functional creativity framework. Style and novelty are accordingly regarded
as ‘nice to-have’. These results correlate with the literature [8,9].

A surprising finding of our study was that the IT industry respondents valued
other creativity factors or elements more so than a functionally creative infor-
mation system. Before the data was collected it was presumed that of the ‘4P’
of creativity (Person, Process, Product, Press) the functionally creative infor-
mation systems were the most valuable. The product, being the tangible result
of the creative process, is what brings the financial boost or competitive advan-
tage. However, the other three ‘P’ were found to be just as important, and in
some cases even more important, than the functionally creative product itself,
according to industry. For example, people aspects that were mentioned to be
important are the traits of the person who develops the product, such as a love
for quality and a can-do attitude, understanding the problem statement and
reflecting on this problem before embarking on inventing the product solution.
Process aspects mentioned as important included the user experience of the final
creative information system, the maintenance and management aspects of the
information systems when introducing it to the end-user, as well as the process
and methodology used to develop the creative information system. A process
aspect emphasised by respondents from all IT sectors was their belief that an
agile methodology allows for better creativity in a creative information system
than the typical SDLC methodology.

6 Conclusion

Creativity is a multi-dimensional concept which makes its operationalization
and measurement a non-trivial matter. As IS educators we believe that the
topic is important enough to be investigated, and started a number of such
investigations. The topic of creativity in IS is in need of more research. The
aim of this study was to investigate the expectations of industry regarding the
functional creativity of an information system as IS product. The literature
review recapitulated the evaluation of creativity in IS. Functional creativity was
introduced as an appropriate measure, since it focuses on a tangible artefact
and considers novelty as well as usefulness. In addition, functional creativity
also alludes to the creativity of the developer behind the information system. In
a search for instruments to evaluate functional creativity in IS, the CPAM [4]
was selected with its components of novelty, resolution and style.

Information was retrieved from interviews with nine professionals out of four
different sectors in the IT industry to understand their expectations of functional
creativity in information systems, and also to determine whether there were other
aspects more important to them than functional creativity. Our participants from
the IT industry valued good, functional creative information systems according
to the CPAM [4]. However, the interviews also revealed that it is not good
enough to only examine functional creativity when a typical information system
product is analysed. The respondents explained that they are keenly appreciative
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of behind-the-scenes work. Industry professionals want to know more about the
traits of the person who went through a process within a specific setting to
develop the functional creative information systems. This shows that it is difficult
to isolate the creative product from a creative process and from the creative
person who developed it. It was also mentioned that user-experience and product
maintenance after implementation affect the value and appreciation of a creative
product.

A limitation of our study is that it involved only nine representatives from
the IT industry. No doubt the involvement of more experts would have revealed
more or even contradictory statements. One implication of this study (w.r.t.
its subsequent phase) is the limitation of evaluating information systems (in
our case: ‘capstone projects’ of IS students) that are not actually implemented.
From the interviews it is clear that the evaluation of the functional creativity
of such systems is incomplete and will not give the full picture. This might
imply adding aspects from existing creativity assessment instruments focusing
on the creativity of individuals and/or groups. Future work should thus include
representation from more IT industry sectors, as well as more representatives
(IT managers) from each IT sector, to ascertain whether there are differences in
their expectations and perceptions of functional creativity in IS.

Our paper makes a number of contributions. It contributes towards an under-
standing of what the IT industry expects and appreciates about functional cre-
ativity in information systems; as far as we know this is the first time that the
CPAM is used in an interpretive study in IS. Our paper makes suggestions for
expanding the CPAM to increase its relevance for application in IS. We also
contribute to a better understanding for both industry and universities of what
is expected from IS students. This may subsequently lead to further fostering
creativity in IS education. Consequently we recommended that universities that
offer IS degrees evaluate their curricula to ensure that efforts are made to pre-
pare the students better for the reality of the IT industry. If it is true that the IT
industry appreciates other factors more than the creative end-product, then uni-
versities should help students to cultivate the necessary qualities. For example: is
there enough focus within the curriculum to develop the necessary design skills
to help students better understand the user experience of a creative information
system? Does the information systems design methodology allow for sufficient
life cycle iterations to help the students to focus early on potential errors and to
incorporate new ideas with client feedback [31]? Perhaps more companies need
to get involved on a practical level with student projects at academic institu-
tions to help students to prepare themselves better for their future careers as
inventors of creative system solutions. Despite the shortcomings in evaluating
the creativity of systems that are not yet in their implementation phase (e.g., IS
student’s ‘capstone projects’), we believe that the subsequent phase of our study
will reveal whether some of our suggestions for teaching are already practiced
by IS educators. This, and additional suggestions, will hopefully transpire from
the evaluation by industry members of the creativity of the capstone projects of
IS students; (forthcoming).
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Abstract. Higher education institutions provide the IT industry with
professionals who are good problem solvers and self-directed life-long
learners with a firm theoretical knowledge base. To achieve this, project-
based learning is included in the curriculum. Data and requirements are
supplied by an industry partner to 4th-year students in business intel-
ligence. The aim of the collaboration is to develop the students to the
best of their ability, while also generating benefits to the faculty members
and the industry partner. The goal of this paper is to develop guidelines
for using industry data for business intelligence students. The guidelines
shall support the interests of the students in terms of real-world experi-
ence, faculty members in terms academic results, and industry partners
in terms of information protection.

Keywords: Business intelligence · Critical systems thinking · Computer
science education · Project-based learning · Industry involvement

Preliminary Remark
Large amounts of detailed interview responses, which cannot all be reproduced
in this paper due to page space limits, were collected in this study. Readers
interested in obtaining further details may contact the author via the address of
above.

1 Introduction

The aim of this paper, which continues a sequence of previous work [14,15,27,
33,35], is to create guidelines for projects to be used by business intelligence
(BI) students, based on a critical reflection on project-based learning, and per-
ceptions of stakeholders. The reflection is guided by critical systems thinking,
which is a strand of systems thinking to understand a problem in context of
a larger perspective [1]. Critical systems thinking is ‘critical’ in the sense that
systems thinking is supported by the metaphysical assumptions stemming from
the School of Frankfurt’s critical social theory [19]. It aims to identify underlying
assumptions that guide actions in order to understand different perspectives of
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 162–174, 2017.
https://doi.org/10.1007/978-3-319-69670-6_11
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stakeholders in order to achieve emancipation [34]. It is used in this paper to
identify the different perspectives on project-based learning, and to understand
different perspectives of various stakeholders regarding the use of industry data
in BI student projects. The development of a set of guidelines for student projects
in BI strives to achieve the emancipative goals of critical systems thinking.

4th-year education (‘honours’ level) in South Africa aims at developing stu-
dents into ‘life-long learners’ and at providing students with ‘integrated knowl-
edge’ of their chosen discipline.1 These aims promote self-directed learning which
is supported by project-based learning where students take control of their learn-
ing environment by completing a realistic project to learn the concepts required
to complete the project [16].

BI is a growing field in the information technology (IT) industry worldwide
and also in South Africa. BI is a generic term referring to the strategic use of
information available to organisations in support of business [22]. The informa-
tion available in an organisation is typically stored in a data warehouse [17].

Project-based learning for 4th-year IT students requires well-designed and
sufficiently realistic projects. However, various stakeholders, including the faculty
members, industry partners, and students have different expectations of the
role of the industry to provide data and specifications for those projects. The
above-mentioned guidelines are developed after a critical review of project-based
learning and BI (including data warehousing) literature. Some initial guidelines
are then enhanced on the basis of experiences from a current student project
in BI where unanticipated difficulties occurred. Further reflection improves the
guidelines derived from literature. An interpretive study critically reflected on
the assumptions and expectations of industry and faculty members regarding
the use of industry data for student projects. The results informed the further
development of those guidelines.

The remainder of this paper is structured as follows. A short overview of
critical systems thinking is given in Sect. 2. Basic principles of project-based
learning are briefly recapitulated in Sect. 3. The required educational outcomes
for 4th-year BI students are sketched in Sect. 4. Previous experiences are sketched
Sect. 5. New findings from a stakeholder survey are outlined in Sect. 6, followed
by reflections in Sect. 7 and conclusions in Sect. 8.

2 Background: Critical Systems Thinking

Critical systems thinking is used in this paper to reflect on different stakeholder
perspectives of project-based learning. The subsequent recapitulation of critical
systems thinking begins with a brief introduction to systems thinking, followed
by critical systems thinking, and, finally, critical systems heuristics.

1 For readers from outside South Africa: the South African ‘honours’ degree is an
extension of the classical ‘B.Sc.’ degree which enables a student to commence with
Master-studies thereafter. While already considered ‘postgraduate’ in South Africa,
the ‘honours’ degree in South Africa is reasonably well comparable to the final study-
year in the (longer) U.S.American ‘B.Sc.’ curriculum.
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Systems thinking strives to understand problems in their wider contexts by
viewing a situation as a set of related components [1]. Over time, different strands
of systems thinking developed about how systems are perceived [6,7]. Critical
system thinkers argue that hard systems thinkers are not able to model all
complexities in the problem environment [19]. From an ontological perspective,
critical systems thinkers view reality as socially constructed and subject to power
imbalance [19]. From this perspective, [20] identified five commitments of criti-
cal systems thinking: critical awareness (critical self-reflection); social awareness
(wider perspective); methodological pluralism (openness to methods from differ-
ent paradigms); theoretical pluralism (fostering of understanding of assumptions
guiding theories); and ‘emancipation’ which is achieved where participants can
reach the maximum of their own potential [19].

Critical systems heuristics (CSH) [34] provides a method to reflect on assump-
tions from different perspectives [19]. CSH also provides structure to investi-
gations into the assumptions of different stakeholders’ perspectives in a given
problem situation. The characteristics of a ‘system’ are described in [8]:

– Total system objectives: measurable, key features of the system that may not
be compromised;

– Environment: phenomena that influence the operation of the system which
cannot be controlled by the system itself;

– Resources: anything required by the system to reach the stated objective;
– Components: independently describable sub-systems that work together to

reach the total system’s objective.
– Management: Coordination of sub-systems’ use of available resources within

the constraints resulting from the environment in order to reach the total
system’s objective.

In developing CSH, [34] extended these characteristics of [8], whereby 12 ques-
tions must be asked to identify a stakeholder’s assumptions—in other words:
a specific conditioned view of the problem environment. Thereby the first 8
questions consider the ‘involved’, i.e.: those who are part of the process of inves-
tigation, and the remaining questions consider the ‘affected’, i.e.: those who are
influenced by the decisions of experts who are not themselves part of the process.
Students, for example, are affected by collaboration between faculty members
and the industry without being part of the initial setup.

For this paper, the CSH questions in the normative mode (‘ought to’) were
used in conjunction with principles of project-based learning and the stated
module-outcomes to develop interview questions to understand the views of the
stakeholders on the use of industry data for BI student projects.

3 Background: Project-Based Learning

The principles of project-based learning (PBL) align with [11] on ‘learning by
doing’. The application of PBL puts the learner into the centre of the learning
process [12]. In this paper we support the definition of PBL by [2,16]: PBL is
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a method where the solution of a problem is involved; problem-solving is initi-
ated by students and requires a variety of activities; the result is an accomplished
project; it involves working over a longer period of time; the role of the teacher is
that of a ‘facilitator’. Key to PBL is ‘reflection in action and on action’ [3,10,31].
Reflective practice is a cycle that typical starts with an experience with unan-
ticipated problematic consequences, followed by a reflection on or abstraction
of the events, which leads to a reconceptualization (new strategy), and finally
experimentation [29]. In the reflection stage, the reflective practitioner tries to
understand the problematic events. If learners still cannot understand their expe-
rience they are motivated to extend their knowledge [29]. The learners’ reflective
skills are thus developed [3].

Literature on PBL (also in combination with ‘organisational learning’) is
abundant—for a few examples see [3,11,21,30,31]—and the concept of PBL
with all its advantages and disadvantaged can be considered as generally well-
known. However, sustainable learning and new organisational knowledge are not
automatic consequences of doing projects in an organisation, because short term
pressure can prevent the required cycle of reflective practice [21]. This is not
only a danger in a commercial organisational setting but also in an academic
environment where we want to use PBL for our BI module. For PBL in higher
education (especially in our ‘digital age’) see [4,5]. Moreover, if we agree with [9]
that a facilitator in higher education should design the problem to be solved in
PBL in such a way that all the desired academic outcomes are achieved, then it
becomes difficult to involve the industry (outside academia) and industrial data
in such projects.

4 Background: Business Intelligence

BI is an umbrella term for all activities in an organisation aimed at making better
strategic decisions based on available information [23]. Business-relevant data
from different internal and external sources are combined in data warehouses to
support various end-user applications [23] in management, marketing, sales, etc.
Traditionally there are two different approaches for data warehouse design: the
data-driven approach [18] and the requirements-driven approach [23]. The data-
driven approach simply aims to store all of an organisation’s data in one central
store. In the requirements-driven approach, organisational needs are formulated
on the basis of key performance indicators (KPI) such as to make the additional
value of a BI system (or data warehouse) for its organisation measurable [22].
Several techniques are known for the implementation of the various types of data
warehouses in BI systems [22–24,28].

The BI 4th-year module discussed in this paper has a strong focus on data
warehousing as it forms part of an honours degree programme in which students
can enrol for modules in artificial intelligence, decision support systems, project
management, and computer security; for comparison see [26]. Advanced database
management is a prerequisite. In this BI module, the students shall gain
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– good understanding of the elements of the BI lifecycle [23];
– good data modelling skills in current modelling techniques;
– practical experience in developing a data warehouse [24].

A project is the module’s main vehicle for learning whereby students cooper-
ate in pairs guided by a lecturer as ‘facilitator’. In [33] the need for additional
industry partners was identified. To make such industry involvement academi-
cally feasible, a number of conditions must be met: see Table 1.

Table 1. Guidelines from literature for good industry data for BI students

# Guideline Motivation and BI/DW/PBL concepts

1 The requirements must be strategic in
nature and not answerable from one
OLTP system

Students struggle to distinguish
between OLTP and BI decisions

2 The provider of the data together
with the facilitator should be able to
compile a list of specific requirements
from the data

Specific requirements are easier to
assess consistently amongst the
different collaboration teams in the
class group

3 More than one OLTP data set should
be integrated

Data integration; data quality; overall
understanding of BI/DW in relation
to OLTP

4 Data quality problems must be
present but limited

Students’ time management; data
quality correction; data stewardship

5 The given data set should be more
than a million transactional records
but less than 5 million

Students should experience the
problems of larger data sets but do
not have the infrastructure to handle
too many records

6 The industry represented by the data
should be known to the students

Prevent too much effort in the
understanding of the data compared
to the understanding of the BI
learning concepts

7 Opportunities should be created for
students to share their knowledge

The collaborative nature and
reflection on new knowledge facilitates
deep learning

5 Experiences from a Previous BI Student Project

For a previous BI student project a data set about electricity consumption of
supermarkets was provided by a local company. Available weather data were used
as a second data set to facilitate the retrieval of correlations between weather and
electricity consumption. Another external data source, containing fixed values
for emission statistics, was also provided. Thus equipped the students were told:

– Create a list of supermarkets where the consumption of a specified division
in relation to the total consumption has a deviation of more than 10% from
the average.
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Table 2. Evaluation of data provided by the industry to BI students

# Issue, with reference to Table 1

1 This requirement is debatable, but since requirements focused on trends and
comparison with averages it can be argued the requirements are strategic rather
than operational. Different source data were required to support query output,
which gave it a BI rather than OLTP nature

2 Industry partner and facilitator were able to compile a set of requirements

3 Temperature and emissions data was combined with energy consumption data

4 The grain of the temperature data was different (hourly) compared to the
half-hourly consumption data, which enabled integration programming

5 The given data set was more than a million records and supplied data per
supermarket per line, thus the students had to create more data lines to
facilitate atomic fact table modelling

6 The university has a moral responsibility to extend the frame of reference of
students to include energy consumption. Students had difficulty at first with the
units of the measurements but were able to use it eventually

7 The given data set enabled student reflection and collaboration

– Create a list of supermarkets and calendar dates where the relative con-
sumption in a division, influenced by the temperature, is unexpectedly high;
(propose parameter values).

– Create your own realistic requirement from the data and produce the result.

Soon after the beginning of this project the course’s facilitator became aware of
some shortcomings in the data provided for PBL. The identified issues are listed
in Table 2 wherein the guideline numbers # refer back to Table 1.

In this educational scenario, the main shortcoming was the lack of descrip-
tive data—the data set provided only contained numbers from consumption
measuring devices. Dimension design in dimensional data modelling is guided
by the answers to the ‘W’ questions: when, where, why, who, and what? In the
student project described here, the provided data only supported ‘where’ and
‘when’ (and, perhaps, ‘what’, depending on the ‘grain’ of the facts table design).
Thus the grain of the fact table also turned out to be problematic, i.e.: not well
aligned with the table design guidelines of [22]. Consequently the students had
to be advised to work with the the atomic fact table grain (in order to facilitate
learning), although it is not an advisable solution. Yet another problem was that
the additional data sets (temperature and emissions constants) only impacted
the fact table and not the dimension tables. Students were not confronted with
realistic changes in the dimensional data (slowly changing dimensions) which is
a key concept in dimensional modelling. Last but not least: Data vault modelling
entails the removal of descriptive data into satellite tables; however, since there
were almost no descriptive data provided, this scenario could not serve to teach
the students the basic concepts of data vault modelling. Consequently, another
dataset had to be used. Alas, the students were frustrated by the additional



168 R. Goede

work thus required. Although the additional work facilitated learning, the stu-
dents would have preferred the simpler implementation of the ‘per store’ grain.
From this experience it seems clear that the specific nature of the data has an
impact on the students’ learning experience.

Under the impression of those educational experiences, three additional guide-
lines (#8–#10) were stipulated: see Table 3. Because this amendment of the
guidelines cannot be implemented without the cooperation of the data-providing
industry partners, their opinions had to be taken into account: see below.

Table 3. Refined guidelines after the previous PBL experience

# Additional guideline Motivation and BI/DW/PBL concepts

8 The given data set should contain a
good variety of descriptive textual
fields and numeric fields associated
with events

Rich dimensional- and data vault
models

9 A second set of event (transaction)
data that requires changes to initial
dimensional data should be available

Dimensional design concepts of slowly
changing dimensions. Implementation
of differences between dimensional-
and data vault modelling

10 The integration of different sources
must be on dimension-level

Deduplication and attribute
transformations such as the
formatting of name fields from
different sources that must be
integrated

6 Stakeholder Perspectives from Interviews

Information gathering and analysis were guided by the principles for interpretive
case studies in information systems [25]. Further methodological considerations
[13,32] were taken into account as well. The interview participants represented
three roles in this problem context: educators, alumni with several years of expe-
rience in the BI industry, BI and IT managers as possible providers of industry
data. In total, eleven practitioners (P1–P11) participated. The main activity of
P1–P3 is lecturing BI modules in higher education, whereby P2 and P3 also have
BI industry experience. P1 is an expert in educational models in IT higher edu-
cation. P4 and P8–P11 are experienced IT/BI practitioners with data-oriented
professional roles. P5–P7 are alumni of the NWU with knowledge of our cur-
riculum. All interviewees provided their answers to a questionnaire in writing. In
accordance with the above-mentioned theories of CHS and PBL (see literature),
questions were posed to the experts about the following thirteen points:

1. your role in the BI industry, and number of years therein;
2. your opinion about how the use of industry data will benefit the BI students;
3. your opinion about whether BI students are disadvantaged when they using

industry data;
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4. what BI aspects should be covered by the data and the requirements, and
how does this influence the nature of the data;

5. your opinion about whether the use of industry data will benefit BI faculty
members;

6. your opinion about whether BI faculty members are disadvantaged when
their students use industry data;

7. your opinion about how the use of industry data may benefit the industry
partner;

8. your opinion about whether industry partners are disadvantaged by provid-
ing BI students with industry data;

9. what should be the extent of industry involvement w.r.t.: student support
(understanding of data and requirements), setting the scope of the envisaged
project solution, industrial guest-lectures, project valuation;

10. measureable outcomes you hope your involvement will yield;
11. what limits your involvement;
12. what are your intellectual property protection or privacy concerns when

providing BI students with industry data;
13. any other matters not already mentioned above.

The responses obtained from the interviewees about those topics and questions
were analysed in relation to other responses given by the same participant, as
well as other participants’ responses for a specific question, with the aim of
understanding different perspectives of different stakeholders.

The analysis of the answers revealed that the use of industry data in a well-
planned BI student project will yield many benefits to the BI students (Questions
2), faculty members (Question 5), and to the industry partners (Question 7). The
critical systems perspective made it clear that people in the same role can have
different perspectives; this became especially evident when the responses of the
first three participants were compared. P1 regarded the industry practitioner as
a partner who can share the workload and who should take responsibility of own
issues (not answering the industry focus section of the questionnaire even after a
verbal conversation on the components of the questions). P2 with BI experience
was sensitive about the privacy aspects of the industry and was willing to spend
more time on data preparation. P3, also with industry experience, was very
concerned about the privacy issues and suggested that the industry partner
ought to remain anonymous to the students. This can indeed have an impact
on the previously identified success factors (such as recruitment) of industrial-
academic collaborations.

After the analysis of the participants’ responses,2 new guidelines for the use of
industry data and requirements in students’ BI projects were identified. These
guidelines, listed in Table 4, were all informed by the received responses after
their careful consideration in accordance with the above-mentioned methodolog-
ical framework of CSH.

2 For further details see the ‘Preliminary Remarks’ on the title page of this paper.
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After further critical comparisons these new guidelines from Table 4 were
then, finally, integrated with the already existing guidelines from Tables 1 and 3,
in order to obtain a ‘comprehensive’ set of guidelines for future student projects
in BI.

Table 4. New guidelines, informed by the interviewees’ responses

# New guideline Motivation

1 The chosen data set must have a
strong real-world character which is
not destroyed by the removal of
sensitive data

The most stated benefit to the
students is real-world exposure and
the nature of the data should reflect
this

2 The chosen industry should provide
students with transferrable knowledge

Students should be exposed to
industry data that will assist them in
other organisations as well

3 Students should be able to achieve
new insights in business process
activities by analysing the data
without jeopardising the competitive
advantage of the organisation which
supplied the data

It is understandable that sensitive
data should be removed from the
data. However, doing so should not
remove all trends from the data. This
guideline supports the BI rather than
DW component of the module

4 The chosen data set should require a
reasonable amount of ETL work on a
large data sets from different sources

The ETL process is known to take
up to 80% of all DW efforts

5 The chosen data set should expose the
students to the entire lifecycle process
starting from requirements collection,
ending with end-user applications

A requirements-driven project process
is desirable, with requirements
supplied be industry

6 Care should be taken to preserve the
confidentially aspects in the data

All respondents refer to the possible
misuse of data from the organisation
and the risks involved. Legal issues
must also be considered

7 Where possible the industry partner
should present the requirements to the
students in context of the business
process and be part of the final
evaluation of the students’ work in
partnership with the lecturer

Although the majority of the
participants are in favour of the stated
guideline, some restrictions may occur
in which case the lecturer should
represent the industry partner

8 An upfront agreement is required that
describes how the intellectual
properties of new insights provided by
students or faculty members are
handled

It is possible that students or faculty
members make discoveries in the
industry data set and present those
during project evaluation to the
industry partner
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7 Integrated Guidelines from Different Perspectives

After the above-mentioned integration of the data usage guidelines from various
sources, the final set of 12 guidelines is outlined as follows. These guidelines are
divided into three groups, focussing on the context of the data, the technical
requirements, and the interests of the industry partner respectively.

Guidelines w.r.t. the Context of the Data:

– The chosen data set must have a strong real-world character which is not
destroyed by the removal of sensitive data.

– The chosen industry should provide students with transferrable knowledge
within their frame of reference.

– The requirements must be strategic in nature and not answerable from one
OLTP system.

– Students should be able to achieve new insights in business process activities
by analysing the data without jeopardising the competitive advantage of the
organisation which supplied the data.

– The chosen data set should require a reasonable amount of ETL work on a
large data sets from different sources; sources should facilitate integration of
dimension records.

– Opportunities should be created for students to share their knowledge.

Guidelines w.r.t. the Data Set’s Technical Characteristics:

– The given data set should contain a good variety of descriptive textual fields
and numeric fields associated with events.

– A second set of event (transaction) data that requires changes to initial dimen-
sional data should be available.

– The chosen data set should expose the students to the entire lifecycle process
starting from requirements collection, ending with end-user applications.

Guidelines w.r.t. the Interests of the Industry Partner:

– Care should be taken to preserve the confidentially aspects in the data.
– Where possible, the industry partner should present the requirements to the

students in context of the business process and be part of the final evaluation
of the students work in partnership with the lecturer.

– An upfront agreement is require that describes how the intellectual properties
(IP) of new insights provided by students or faculty members are handled.

From a critical systems thinking perspective, care was taken to incorporate the
interests of the students, faculty members, and industry partners. The first group
of guidelines aims to give the student long-term benefits in terms of enhanced
understanding of the industry, business processes, and performance measures.
The second group of technical guidelines aims to enable the facilitator to guide
the students to achieve all stated learning outcomes of the BI module. The
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limitations of data not adhering to these guidelines were mentioned above in
Sect. 5. The third group of guidelines shall ensure that the relationship with the
industry partner is well managed and that unintended consequences are limited.
Guideline #9, in particular, assumes that it might be possible for an industry
partner to remain anonymous.

8 Conclusions

In continuation of previous work [14,15,27,33,35] the aim of this paper was to
develop guidelines for using industry data for BI student projects from a critical
systems perspective. Guidelines were developed from different stakeholder view-
points. Although the complete list of guidelines may appear to be idealistic, it
may also serve to identify shortcomings in available data sets. Available datasets
can be evaluated in terms of these guidelines in order for facilitators to antici-
pate difficulties and to augment the data to solve the anticipated problems. If it
proves difficult to obtain a data set that adheres to the proposed guidelines, or if
the data set cannot be extended in accordance to the guidelines, an alternative
strategy is proposed. In such cases a facilitator can create a simulated set of
data as major instructional tool into which industry data sets (not adhering to
all the guidelines) may be then incorporated in order to achieve the benefits of
using industry data without jeopardizing the module outcomes. The explicit use
of critical systems thinking has several benefits:

– The importance of emancipation for all involved and affected was noted;
– The sensitivity towards assumptions, promoted by critical systems thinking,

enables us to distinguish different perspectives of PBL and to highlight the
role of reflection in deep learning;

– CSH gave structure to the interviews and identified aspects to investigate;
– CSH motivated the data analysis to better understand the holistic perspective

of each of the participants, irrespective if their roles.
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26. Kotzé, E.: Augmenting a Data Warehousing Curriculum with Emerging Big Data
Technologies. This volume: CCIS 730, (2017)
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Abstract. Academic programmes at South African Higher Education
Institutions have predominantly educated students in managing and stor-
ing data using relational database technology. However, this is no longer
sufficient. South Africa as a country will need to educate more students to
manage and process structured, semi-structured and unstructured data.
The main purpose of this study was to examine the status of data sci-
entists, a role typically associated with managing these new data sets,
in South Africa. The study examined the skills, knowledge and qualifi-
cations these data scientists require to do their daily tasks, and offers
suggestions that ought to be considered when designing a curriculum for
an academic programme in data science.

Keywords: Big data · Data science · Curriculum · Professional skills

1 Introduction

Humans have generated electronic data ever since the first digital computer was
invented. As technology improved, so did our capacity to generate data. Today,
new technologies enable humans to generate data at an unprecedented volume
and speed. It is estimated that we create 2.5 quintillion bytes of data daily [22],
and that the digital world will grow to a total of 40 zettabytes by 2020 [13]. As
technology becomes more affordable, more humans are using mobile computing,
social networks and cloud computing, resulting in data arriving not only in larger
volumes, but also in unprecedented ways, which include variety and velocity [36].
Volume, variety and velocity (‘the three V’), are synonymous with the term ‘big
data’ [3] and are compelling organizations to take a fresh look their ability to
transform their data into competitive insights [31] and to use it for strategic
planning [16].

Competitive insights cannot be created by machines, but rather by humans
with deep analytical skills. Data scientists are typically known to possess these
kinds of analytical skills to interrogate and analyze big data [43]. However, data
scientists, a relatively new occupation [9], are still in short supply worldwide [33].
In South Africa, big data technologies have not been widely adopted [37], but
some businesses, however, are beginning to pay attention to big data and will
require the use of data scientists to extrapolate value from their data [23,42].
Higher Education institutions will play a critical role in providing the new set
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 175–191, 2017.
https://doi.org/10.1007/978-3-319-69670-6_12
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of skills by delivering formal educational programmes in informatics, advanced
analytics, information and data science [42]. However, undergraduate database
system curricula, to a large extent, still focus on relational database technol-
ogy [1,28]. In South Africa, only one qualification could be found on the South
African Qualifications Authority (SAQA) database of an undergraduate degree
in big data or data science [44,45]. Furthermore, to our knowledge, only two
South African tertiary institution offers a fulltime Master degree in data science
or big data [39,47]. With the rising demand for data scientists, this is inadequate
for a developing country such as South Africa, and more tertiary institutions
need to offer an undergraduate degree in data science. Although some work has
been done investigating big data and data science education in South Africa
[29,32,34], more investigations are still needed.

The purpose of this paper is therefore threefold: to provide an overview on
the current status of data scientists in South Africa; to identify the technology,
skills and knowledge they require to perform their daily tasks [28], and to make
suggestions for an undergraduate degree that a tertiary institution can offer to
students who seek the analytical skills required to interrogate and analyze big
datasets.

2 Big Data

While ‘big data’ is still a somewhat loosely defined and fuzzy concept in both
the scientific [16] and the commercial [48] realm, most experts agree that the
three fundamental characteristics of big data are the three V’s: volume, variety
and velocity [3,5,8,30,31]. In order to be considered a big data environment, at
least one of these three characteristics must be present to a very large extent.
This environment will also exceed the capabilities of most relational database
management systems in terms of storing and analyzing the data for decision
support purposes [27,52]. In this paper we will adhere to the well-known ‘big
data’ definition by [30]. Though volume, variety and velocity are most often
regarded as the typical characteristics of big data, alternative characteristics
include veracity [24,51], verification [3], validation [3] and value [51].

Data volume in big data systems are characterized by large amounts of
data that is generated continuously by different sources, including sensor logs,
machine logs and click-stream data [30]. Not only is the data volume very large
(measured in exabytes), it also require unique and advanced storage and man-
agement technologies [5]. In big data, variety refers to the heterogeneity of data
types where the data is represented in diverse structured, semi-structured and
unstructured forms [3,5,7,24]. Data velocity refers to the high speed at which
data is created, accumulated and processed [36], and the time frame in which it
must be acted upon [24,26]. Data veracity is often associated with the biases,
noise and abnormality in data [7,38,54], as well as the level of trust in the col-
lection, extraction, cleaning and processing of data from various data sources
[51]. Data verification refers to the processes followed to ensure that the data
conforms to a set of specifications [3] while data validation refers to scrutinizing
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the data to ensure data is accurate and correct with regard to its intended use
[38]. Finally, data value refers to useful information that is extracted from big
data sets [25] and the ability to generate insights and benefits for an organization
[7,51]. Types of value creation include improved performance, replacing human
decision making with machine learning algorithms, and improving business per-
formance [51].

Big data technologies have emerged in an effort to overcome the limitations
that modern relational databases have. These limitations include that relational
databases are based on pre-defined schemas, which means that storing the data
needs to adhere to ACID (atomicity, consistency, isolation, and durability) com-
pliancy in terms of transaction management [30,53]. Due to space limitation in
this paper, a full discussion of big data technologies is omitted here; see [21]
for a comprehensive overview. Here it is only important to note that big data
technologies predominately focus on distributed file systems [14,20], NoSQL [4],
MapReduce [10], YARN [50], Hadoop [53] and Spark [55]. Hive [46], an open-
source data warehouse, is the predominant big data technology used for big data
analytics.

3 Data Science

The term ‘science’ in data science implies experience gained through systematic
study by building and organizing knowledge in the form of testable explanations
and predictions [12]. Data science therefore implies a focus involving data, statis-
tics and the analysis of data [12]. Data science ‘leverages’ big data technologies
[36] to analyze rapidly growing data, which has become more heterogeneous and
unstructured [12] with increased volume and variety. Analysis must be done on
the combination of those two types of data, which requires integration, interpre-
tation, and the ability to make sense of the data. However, data science is more
than statistics and data analysis; it also involves implementing algorithms that
automatically process data to provide predictions and actions [17].

There are numerous views of what a data scientist actually is, what the
responsibilities of a data scientist are, and what skills the data scientist needs. In
this paper the concepts of ‘vertical’ and ‘horizontal’ data scientists are adopted.
A vertical data scientist has deep technical knowledge in a narrow field, while a
horizontal data scientist is a blend of a business analyst, statistician, computer
scientist and domain expert [17]. Data scientists are generally high-ranking pro-
fessionals and key players in an organization [9]. They are also multidisciplinary
thinkers who use many techniques to create analytic models to meet business
objectives [36] and visualize their findings [8]. Data scientists require an inte-
grated skill set of statistics, databases and other related areas [12] to create
value in solving business problems such as the ‘what if’ scenarios [36]. What sets
data scientists apart from other data workers, including data analysts, is their
ability to create meaning behind the data that leads to business decisions [15].

Possession of traditional business intelligence (BI) and data warehousing
(DW) skills does not imply that a BI/DW practitioner is already a data sci-
entist, since traditional BI is declarative and does not necessarily require any
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comprehensive domain understanding [36]. A data scientist is also not a data-
base administrator (DBA), nor a data engineer, nor a data analyst. Data sci-
ence involves implementing algorithms that process data automatically, which
requires computer programming skills, as well as mathematical and statistical
knowledge over terabytes of data [17,36]. Finally, data scientists are not exclu-
sively tied to big data projects, but will use big data technologies to explore the
increased scope and depth of data being generated these days [3,22]. From the
literature it appears the essential requirements regarding education, knowledge
and skills for a data scientist are:

– advanced degree in computer science, computational science (scientific com-
puting), or network-oriented social sciences [8];

– education across disciplines with domain knowledge [15,49];
– algorithms and software knowledge [2,11,18];
– problem solving skills [2,11];
– upgraded data management skills [2,8];
– computer programming, mathematics and statistics [2,8,9,11,35];
– machine learning [2,12,18,35,49];
– data or information retrieval [2,35];
– distributed computing [35,49];
– statistical model building and assessment knowledge [11,18];
– data warehousing, business intelligence and data mining [35];
– skill to visualize large data sets (computer graphics) [11,18,35,36,41,49];
– data munging of large data sets or streams [2,18,19,35,41];
– ability to communicate effectively with decision-makers [2,11,13,49];
– appreciation for social, ethical and legal issues [2,11].

4 Existing Big Data and/or Data Science Curricula

Since the focus of this paper is on undergraduate studies in data science, exist-
ing curricula for postgraduate programmes in data science will here be ignored.
According to [2,6], big data and analytics training related to data science is
viable at the undergraduate level. A foundation for data science programmes
and recommends a skill set required for big data analytics is provided in [35].
In [11] it was pointed out that the key competencies for an undergraduate data
science programme should be: analytical thinking (computational and statisti-
cal), mathematical foundations, model building and assessment, algorithms and
software foundation, data curation, as well as knowledge transference includ-
ing communication and responsibility. The need for a project-based capstone
module, to provide the students with an opportunity to synthesize the concepts
learned throughout the module, was also highlighted in [2,11]. Table 1 sum-
marizes [2,6,11] and highlights recommended topics for preparing students to
become productive data scientists.
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Table 1. Literature summary of knowledge and skills required in data science

Theme Topics according to [11] Topics according to [2,6]

Statistics Exploratory data analysis Statistical methods

Estimation and testing Regression and correlation

Simulation and resampling Statistical learning

Statistical models and selection Machine learning

Statistical learning

Machine learning

Mathematics Mathematical structures Logic and counting

Linear modeling Discrete structures

Optimization Linear algebra

Multivariate thinking Modeling and simulation

Probabilistic thinking, modeling

Software and algorithms Algorithm design Computer programming

Programming concepts Data structures and algorithms

Data structures Advanced algorithms

Tools and environments Artificial intelligence

Scaling of big data Information retrieval

Data curation Database and data management

Data munging (data preparation)

NoSQL

Databases (design, storage, query,

modeling), Large data sets,

streams (design, access, clean,

analyze, aggregate, organize,

visualize)

Knowledge transfer Technical writing Oral and written communication

Public speaking, Ethics Social, ethical and legal issues

5 Method

According to [9] the well-known ‘LinkedIn’ web site could be a useful resource to
search for data scientists. It was indeed used to construct a convenient sampling
frame of employed data scientists in South Africa since the population of data
scientists is still relatively small. A total of 127 data scientists from South Africa
were identified via LinkedIn where the individual job title contained the phrase
‘data scientist’ and the location matched ‘South Africa’. The search included
current and previous job titles of an individual. Only 81 of the identified poten-
tial participants’ could actually be contacted for participation. A questionnaire
was used for data collection which consisted of three main parts. Part 1 col-
lected demographic information while Part 2 collected information about the
participants’ traditional and big data management practices. Part 3 collected
information about their daily tasks and responsibilities, qualifications, knowl-
edge and skills, and, finally, how they would describe a data scientist. Parts 2–3
of the questionnaire used free-text fields to allow for any possible response.

Then, QSR International’s NVivo 11 software [40] was used for the qualita-
tive data analysis. Word frequency queries were conducted on the open-ended
questions related to analytical tools and big data tools. Since the number of key-
words was relatively small, the query was set to search for words of same (exact)
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meaning. Similar word frequency queries were done on the ‘type of business’
question, ‘type of tasks with analytical tools’, ‘type of tasks with big data tools’,
‘information usage’, ‘daily tasks and responsibilities’, qualifications, knowledge,
technical skills, soft skills, and personality. Those queries were set to search for
synonyms as well as semantic similarities (thesaurus). Thereby, strings of words
were also reduced to single word codes. NVivo weighted the frequency of the
words relative to the total number of words counted. Common concepts were
thus extracted from each question’s answers with open coding.

6 Results

6.1 Demographic Information

Out of 81 invited participants 23 completed the survey. Table 2 shows the respon-
dents’ industry profiles. The largest number of respondents (n = 11, 48%) were
between 31 and 40 years, 30% (n = 7) were between 23 and 30 years old, and
21% (n = 5) were older than 40 years. This suggests that on average, the respon-
dents of the survey were still early to mid-career professionals. The majority of
the respondents (n = 13, 56%) had less than 2 years of experience as data scien-
tists at their current organizations, whereas 21.7% (n = 5) had more than 4 at
their current organization. Sixty-one percent (n = 14) had less than 4 years total
experience as a data scientist, irrespective of their current employment duration.
Only 17% (n = 4) of the respondents had more than 8 years total experience
as a data scientist. In terms of the number of employees in the organizations,
the largest group of the respondents (n = 10, 43.7%) indicated that their orga-
nization employed more than 2000 employees. A total of 81% (n = 9) of the
10 results reported have more than 50 IT employees in the organization. These
results suggest that the organizations, where the data scientists are employed,
are large. The respondents were also questioned on the data size of their current
organizations, and if they perceive their organization to be big-data-enabled.
The majority of the respondents (n = 12, 52%) considered their organization as
big-data-enabled, with 9 of those indicating that the total data size of their orga-
nization (which includes structured and unstructured data) was between 1 TB

Table 2. Survey respondents categorized by industry type

Industry type Frequency Percentage

Multiple industries 6 26.1%

Finance & banking 5 21.7%

Information technology 4 17.4%

Government 2 8.7%

Retail 1 4.3%

Other 5 21.7%
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and 1024 TB. Of the remainder, 8 respondents considered their organization par-
tially big-data-enabled. Only one respondent reported a total data size of more
than 1 PB. This finding suggests that, on average, even though the data scien-
tists viewed their organization as big-data-enabled, the volumes they reported
did not correspond with the exabytes of data currently associated as ‘big data’
according to [5]. This suggests that there is still a disagreement on the volume
that constitutes a big dataset.

6.2 Analytical Tools and Tasks

The respondents were also asked to elaborate on the type of analytical tools they
use in the execution of their daily tasks. The results are shown in Table 3. In
some instances, organizations used more than one analytical tool and these are
all included in the presentation of information in all further tables. These results
indicate that SAS, R, Python and SQL were most frequently used as analytical
tools. All four of these analytical tools have scripting capabilities, which suggests
that the tools are probably used to query and process data. SAS, R and SQL also
need structure, which suggests that they are used on structured data, typically
stored in a data warehouse environment. An interesting finding was that both
Python (n = 7) and SQL (n = 6) were preferred in the 31–40 age group, while
SAS (n = 6) and R (n = 5) were preferred in the 25–30 age group. Python
and SQL are both considered programming languages, while R and SAS are
software packages for statistical analysis of data. From the findings, the older
groups were more involved in programming activities and less in data analysis.
One might have expected this to be the other way around, with the 31–40 group
more involved in data analysis, using their industry and domain experience;
however this was not the case in this survey. The respondents were also asked
to elaborate on the type of tasks they do using analytical tools. The majority of
the respondents indicated that they used analytical tools for modelling (n = 10)
and prediction (n = 10), whilst only five respondents indicated that they used
analytical tools for data visualization.

Table 3. Analytical tools per age group

Tool Age 25–30 (n = 7) Age 31–40 (n = 11) Age 41+ (n = 5) (Total)

R 5 7 4 16

SAS 6 2 2 10

Python 1 7 - 8

SQL 1 6 1 8

Excel 3 3 - 6

Microsoft - 2 4 6

Java - 1 2 3

SPSS 2 1 - 3
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Table 4. Big data tools per age group

Tool Age 25–30 (n = 7) Age 31–40 (n = 11) Age 41+ (n = 5) (Total)

Hadoop 1 6 1 8

Spark - 7 1 8

SQL 1 5 - 6

Elasticsearch 1 2 1 4

Hive 1 2 1 4

Pig - 3 1 4

R - 2 2 4

SAS 3 1 - 4

DB - 3 - 3

HBase - 2 - 2

6.3 Big Data Tools and Tasks

The respondents were also asked to list and describe the big data tools they used.
The results are summarized in Table 4. In some instances, organizations used
more than one big data tool and these are all included in the tables below. Here,
Hadoop, Spark, Hive, Pig and R were most frequently used as big data tools.
Apache Spark is seen as an alternative to Apache Hadoop, and it was interesting
to note that in four cases the respondents were using both. Nine respondents
indicated they used SQL, R or SAS; eight respondents were not using any other
big data technologies whilst only one respondent was using genuine big data
technology. This suggests that they may be involved in analyzing structured data
as opposed to the semi- or unstructured data typically associated with Apache
Hadoop or Apache Spark big data technologies. The respondents were also asked
to elaborate on the type of tasks they do using big data tools. The majority
(n = 9) indicated that they used big data tools for Extraction, Transformation
and Loading (ETL) tasks.1 This finding was surprising and suggests that the
‘data scientists’ were actually involved with the data scrubbing and preparation
activities usually associated with business intelligence and data warehousing
professionals. Only one respondent used big data tools for data visualization
and inferential statistics, and another for predictive modelling.

6.4 Type of Business Questions

The respondents were asked to elaborate on the type of business questions they
would need to answer by using the big data and analytical tools at their disposal.
The NVivo query returned 365 words (176 unique); the set was grouped into

1 Example answers included: “transforming and shifting data”, “processing of large
volumes of data (ETL/data pipeline)”, “data preparation for statistical models”, as
well as “data warehousing, reporting, ETL development”.
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Table 5. Business domains in which the experts are answerable

Keyword Frequency Weighted %

Customer 18 5.42%

Data 11 3.31%

Marketing 8 2.41%

Prediction 8 2.41%

Product 7 1.76%

Go 7 1.28%

Analysis 6 1.81%

Modelling 6 1.81%

Expect 6 1.31%

Churn 5 1.51%

synonyms. Weighted percentage values (frequency of the word relative to the
total words counted) were used to filter the results: see Table 5. In order to
gain a better understanding, each answer was further analyzed for key concepts.
Marketing analytics, including targeted marketing, customer segmentation and
customer churn were evident with the majority (n = 11) of respondents. Building
models and predicting behavioral patterns such as payment default or product
purchases where the other main theme. These findings suggest that the typical
business question would be focused on customers’ behavior, which customers are
likely to churn, or the effect of a marketing offer on the market.

6.5 Information Usage

One of the survey questions asked the respondents to explain what the extracted
information was used for and what their daily tasks and responsibilities entailed
using this information. The NVivo query on information usage returned 224
words (114 unique) and for tasks and responsibilities 379 words (164 unique).
Both sets were grouped into synonyms. The keyword ‘data’ was used in conjunc-
tion with cleaning, modelling, analysis and presentation: see Table 6. A deeper
investigation revealed that information was predominately used for customer
lifecycle management (n = 6) and to support decision-making (n = 7). One
respondent indicated that the ultimate goal was to “integrate models into the
business process to automatically identify new cases”. In terms of tasks and
responsibilities, modelling (n = 12), development (n = 12), reporting (n = 9)
and business (including engaging) (n = 9) were most evident in the results.
Only one respondent indicated that he was responsible for managing a team of
analysts, specialist and data engineers. All the other respondents used their tech-
nical abilities in either cleaning or loading data, building models, or integrating
various technologies with each other. It was interesting to note that modelling
played an important role in both questions.
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Table 6. Information usage and tasks

Keyword Information usage Tasks and responsibilities

Data 11 (5.29%) 29 (8.29%)

Making 10 (3.77%) -

Customer 9 (4.09%) -

Operational 9 (3.12%) -

Business (Engaging) 8 (3.37%) 9 (2.29%)

Modelling 8 (3.85%) 12 (3.43%)

Decisions 7 (3.37%) -

Management 7 (3.12%) -

Reporting 6 (2.16%) 9 (2.57%)

Development - 12 (2.81%)

Analysis - 7 (2.00%)

Responsibilities - 6 (1.57%)

Building - 6 (1.43%)

Cleaning - 5 (1.43%)

Presentation - 5 (1.29%)

6.6 Qualifications and Knowledge

The respondents were asked to elaborate on the type of qualifications and knowl-
edge required to do their daily tasks. The NVivo query for qualifications returned
351 words (174 unique), and for knowledge 236 words (96 unique). Both sets
were grouped into synonyms: see Tables 7 and 8. For Table 7, the word Applied
included ‘employment’, ‘implement’, ‘practical’ and ‘using’ as similar words,
whereby the term Applied Mathematics only occurred once. Learning referred to
‘knowledge’ as well as the ability to learn and to study, while Good included the
similar words of ‘just’, ‘practical’, ‘right’ and ‘skills’. Further analysis revealed
that the majority of the respondents (n = 16) considered ‘a degree’ as the
minimum qualification. Of these, seven respondents indicated that a postgradu-
ate degree ought to be the minimum qualification. One respondent indicated no
degree would be needed. In this context, Knowledge included ‘learn’ or ‘learning’
as similar words, and Business included ‘engaging’ and ‘engagement’. Further
analysis indicated a strong preference for machine learning (n = 7) and deep
business or industry domain knowledge (n = 12). The majority (n = 15) indi-
cated the importance of statistics, and also mathematics (n = 9). Programming
(n = 8) was somewhat important, database management knowledge (n = 5) to
a lesser degree. Only three respondents mentioned ‘critical thinking’ as crucial
for their daily tasks. The results indicated that the respondents were competent
in statistics, mathematics and programming, but at the same time needed deep
domain knowledge about the business and how to apply their knowledge to inte-
grate end-to-end solutions. This result is consistent with the above-mentioned
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Table 7. Qualifications required

Keyword Frequency Weighted %

Mathematics 16 4.55%

Applied 14 3.79%

Science 13 3.41%

Learning 10 1.96%

Statistics 10 2.84%

Degree 8 2.13%

Data 7 1.99%

Good 7 1.23%

Table 8. Knowledge required

Keyword Frequency Weighted %

Statistics 15 6.30%

Business 10 4.20%

Mathematics 9 3.78%

Programming 8 3.36%

Databases 5 2.10%

curriculum guidelines [11] according to which the theoretical foundations of data
science education should be primarily statistics, mathematics, and computer
science.

6.7 Soft Skills

The respondents were asked to elaborate on the type of ‘soft skills’ required
to do their daily tasks. The NVivo query for soft skills returned 259 words
(122 unique)—again grouped into synonyms—as shown in Table 9. A deeper
investigation into the respondents’ answers revealed that the ability to present
their findings (n = 12) in a ‘story-telling’ form (n = 5) was important. This
included data visualization (picture) and communicating findings to a client
in an ‘interesting’ manner. Furthermore, a data scientist must have the ability
to listen and reason with a client as well as to present complicated concepts
in a tractable way. Only three respondents indicated that the data scientist
should be a ‘team player’. Also this result is consistent with the above-mentioned
curriculum guidelines [11], including includes oral, written, and visual modes of
communication.
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Table 9. Soft skills required

Keyword Frequency Weighted %

Presentation 15 6.09%

Skills 12 4.62%

Understanding 10 2.80%

Business 6 2.52%

Story 6 2.52%

Client 6 2.52%

Communication 5 2.10%

Picture 5 1.89%

6.8 Personality

Finally, the respondents were asked to elaborate on the type of ‘personality’
required to be a data scientist. The NVivo query for personality returned 194
words (110 unique)—again grouped into synonyms—as shown in Table 10. Good
in this context included ‘just’ and ‘respectful’ as similar words and was used in
conjunction with communication or interpersonal skills. Work included ‘make’
and ‘solve’ as similar words. Learning included ‘knowing’ and ‘determined’,
whilst Persistent included ‘continuous’ and ‘perseverance’. A deeper investiga-
tion into the results revealed that a data scientist should be inquisitive (n = 6),
thrive on new challenges, and be persistent in solving a problem. This includes
being curious and open to experimenting with new ideas, but at the same time
staying focused and paying attention to details. Good communication and inter-
personal skills (n = 5) were also mentioned, however to a lesser degree.

Table 10. Personality required

Keyword Frequency Weighted %

Good 8 4.14%

Work 8 4.14%

Inquisitive 6 3.31%

Learning 5 1.75%

Persistent 5 2.76%

Focused 4 1.93%

7 Discussion and Recommendations

The results of the survey suggest that a data scientist in South Africa is an early
to mid-career professional working in a large organization (>2000 employees).
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These data scientists have a wide variety of knowledge and skills and not all
are necessarily experts in any one specific area. Concerning the minimum level
of skills, knowledge and qualification, this study confirms that a data scientist
should possess at least a bachelor degree to be employed, though a postgraduate
qualification is strongly recommended. Some theoretical knowledge and skills in
mathematics, statistics and computer science will be required if somebody wants
to work as a data scientist. Consequently the following curriculum suggestions
are made to fulfil these requirements:

– Knowledge of statistics is vital. Statistics could include: statistical tests, data
distributions, maximum likelihood estimators, p-values, as well as insight and
understanding to apply the appropriate statistical techniques on sets of data.
The statistics must be presented in a way that will assist management and
other stakeholders to make the best decisions possible, including predictions
to create possible solutions to current problems.

– Knowledge of mathematics is strongly recommended, too. The curriculum
could include linear algebra or matrix computations and multivariate calculus,
since these theories are applied to create techniques for data processing. Many
techniques are already built into some available packages and libraries of
programming languages.

– Computer programming on a suitable level is a minimum requirement.
Machine learning is strongly recommended to be included in the programming
curriculum. Big data technologies like Apache Hadoop, Apache Spark and
Hadoop Hive in conjunction with programming languages such as Python,
Pig, R and Scala should be strongly considered.

– Computer programming should also include some lectures in data munging,
which cannot be done without knowledge of regular expression and rela-
tional and/or distributed databases. Data munging (curation) should also
include knowledge about data preparation and data management throughout
an entire problem-solving process. This includes preparing data for use with
statistical methods and models (commonly referred to as ETL in data ware-
housing [28]). Working knowledge of the business-relevant Structured Query
Language (SQL) is also important.

– Algorithm optimization is important as well, since companies strive for the
best possible solutions in all respects. In addition to algorithm design, soft-
ware engineering is also recommended, whereby a theoretical background
ought to be obtained together with practical implementations.

– Data analysis and data exploration are essential skills for a productive data
scientist. Knowledge of an analytical tool such as SAS, SPSS or Excel is
strongly recommended, because data scientists will need to apply their critical
thinking abilities in solving business problems either by programming new
machine learning solutions, or by using already existing business intelligence
or data mining tools, or a combination of both.

– The ability to communicate effectively with decision-makers and to visualize
large datasets are important skills as well. Furthermore, a data scientist must
be competent in ‘story-telling’; using data visualization tools such as Tableau
or Gephi should be considered as part of their curriculum.
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– Being able to work in a team will be required in any company. Interpersonal
skills must therefore be learned, practiced and applied. This should include
scenario training of how a data scientist should interact with other team mem-
bers, such as managers, engineers or even data capturers. It is also important
that they are able to identify the important aspects when starting a project
on new data, how it must be handled and how to define a clear vision of what
the outcome should be, (e.g.: the continuation of specific advertisements).

8 Conclusion

The purpose of this paper was threefold: to provide an overview of the current
status of data scientists in South Africa; to identify the technology, skills and
knowledge they require to do their daily tasks; and to offer suggestions for an
academic programme that a tertiary institution can offer to students who seek
to develop the necessary analytical skills required to interrogate and analyze big
datasets. The results obtained indicate that a data scientist must a wide range
of skills and knowledge w.r.t. different aspects of data processing and data man-
agement. According to the findings a data scientist should not be an expert in a
single area, but rather have wider expertise in several areas. Soft skills are also
important. A data scientist must have the ability to visualize analysis results,
while at the same time having an inquisitive personality and continuously look
out for new challenges and answers. The findings also suggest that a data sci-
entist should be a dynamic and creative thinker. Because individuals with all
of those skills are rare, interdisciplinary teams of database specialists, program-
mers, mathematicians and statisticians must work together in an organization’s
big data department. The study has some limitations that offer future research
possibilities. A major limitation was the small sample size (n = 23) together with
the fact that the respondents were conveniently sampled only via the ‘LinkedIn’
platform. Hence, the results from this study cannot be generalized, though they
offer some ‘qualitative’ insight into the daily tasks and responsibilities of data
scientists in South Africa. Their needs in terms of training and skills are high-
lighted, which could be used by Higher Education institutions inside and outside
South Africa to come up with practically relevant data science curricula.
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Abstract. Students graduating from Computer Science (CS) and Infor-
mation Systems (IS) departments face the question whether to go into
the industry or whether to continue at university with postgraduate stud-
ies. The IT industry is currently experiencing a severe skill shortage, and
recruitment agencies and recruitment websites are advertising posts for
more than 10′000 IT job vacancies in South Africa. Academics, at the
same time, encourage capable graduates to continue with their studies at
university. This paper focuses on CS and IS graduates and postgraduates’
(alumni) perceptions and their surveyed opinions regarding the decision
to work in industry or complete post-graduate studies. Our advice, on
the basis of our survey, could assist academic CS/IS departments in pro-
viding better guidance to students completing their B.Sc. studies from
the perspective of graduates who already work in the IT industry.

Keywords: Industry career · Postgraduate studies · Alumni
perceptions

1 Introduction

Academic departments at Higher Education Institutions (HEIs) are increasingly
engaging with various external stakeholders. These include alumni, employers,
professional accreditation bodies, and the like. Stakeholder engagement ensures
closer university and alumni/industry collaboration and liaison. Stakeholder
feedback obtained in various forms, specifically on academic matters, career
choices and perceptions relating to working in industry or completing postgrad-
uate studies is increasingly being analysed by academic departments. Academic
departments have used surveys, mailing lists, web sites and social media, such
as Facebook and LinkedIn, to maintain contact and acquire information specif-
ically from graduates (alumni) working in industry [6,8,24]. Maintaining con-
tact with alumni and obtaining feedback from alumni on academic programme
quality have become an important activity at Computer Science (CS), Informa-
tion Systems (IS) and Information Technology (IT) departments at HEIs [15].
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 192–205, 2017.
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Alumni further provide an important perspective and valuable source of advice
on academic matters, career choices and guidance for currently registered stu-
dents. Presuming that they formally fulfill the entry requirements (in terms of
marks or grades) for a possible continuation of their studies at the next higher
academic level, students in CS, IS and other related IT fields face the question
during their final undergraduate year: shall I leave the university to work in the
industry, shall I continue with postgraduate studies, or shall I attempt a combina-
tion of both in a part-time mode of postgraduate studies as a student-employee?
Presently, ‘Indeed’1 is advertising about 17′000 IT jobs, and ‘Careers24’2 more
than 9′000 in South Africa. ‘CareerJunction’3 has consistently reported over the
past years that the greatest demand for recruitment is in the IT sector. Compa-
nies recruiting students on campus generally indicate that students should enter
the ‘real world’ as soon as possible and gain industry experience. A number
of companies are further offering excellent graduate and postgraduate students
starting salaries plus benefits. Recruitment agencies and industry representatives
recruiting graduates generally indicate that students should consider working in
industry as they would gain on-the-job training and get the relevant industry
skills. Academics, on the other hand, encourage capable students to complete
postgraduate studies. Completing postgraduate studies can have various advan-
tages, such as higher starting salaries, greater exposure to different study fields
in IT, improved conceptual thinking skills and assistance with promotions later
in the students’ IT careers. Postgraduate students are further exposed to the
research process, which can assist them with academic writing, working with
new technologies and obtaining various business skills. However, academia is
competing with industry [9] as well as with the financial realities of students
who need to start earning a living and who have limited funding to pay for
postgraduate studies. Meanwhile, a number of ICT departments at HEIs have
established closer collaboration with industry. Industry Advisory Boards have
been established at the academic institutions in order to address the industry
ICT graduate skills requirements and establish closer collaboration [5].

This paper provides new insights regarding graduate and postgraduate
alumni perceptions on the value of postgraduate studies. Our results highlight
the importance of alumni feedback and the advantages of completing postgrad-
uate studies. In the subsequent sections we explain our method (Sect. 2), review
the literature (Sect. 3), present our findings (Sect. 4), and conclude our discussion
with some possibilities for future work (Sect. 5).

2 Research Problem and Survey Design

Industry is presently experiencing an IT skills shortage. In March 2017 alone,
‘CareerJunction’ advertised 2′872 IT jobs, including 1′901 Developer jobs, 1′292

1 https://www.indeed.co.za/IT-jobs.
2 http://www.careers24.com.
3 http://www.careerjunction.co.za.
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Information Specialist jobs, 611 Computer Science jobs, 169 Business Intelli-
gence jobs, 864 jobs requiring a B.Sc. degree, 473 IT Analysts, and 242 Business
Analysts. At the same time, academics are generally advising capable under-
graduate students to complete postgraduate studies [6]. Thereby, departments
of CS, IS and IT generally do not use the information provided by alumni to
evaluate the alumni’s perceptions of completing postgraduate studies.

The problem investigated in this paper is based on the realisation that alumni
have different perceptions, which do not always match with academic opinions,
of going to work in industry versus completing postgraduate studies first. Aca-
demic departments, thus, should ‘learn’ the views of alumni on completing a
CS/IS Master degree or completing an IT-related MBA qualification. The Nel-
son Mandela University (NMU)’s Department of Computing Sciences offers CS
and IS programmes. Students can complete an undergraduate programme, such
as a B.Sc. in Computer Science, or a B.Com. in Information Systems. In our
study, this group is referred to as ‘graduates’ with a completed 3-year qualifi-
cation. ‘Postgraduate’ alumni are here understood as graduates who have com-
pleted either a B.Com. Honours,4 B.Sc. Honours, M.Com., M.Sc., or a Ph.D.
degree in Computer Science and Information Systems at NMU. This exploratory
study focused on the perceptions of graduate and postgraduate alumni from the
Department of Computing Sciences at NMU.

Research Question: What are the CS/IS alumni perceptions of postgraduate
studies?

An alumni questionnaire was compiled using a number of already existing alumni
questionnaires from similar studies [2,6,17,24]. In order to determine personal
perceptions and honest information, it was decided to keep the survey anony-
mous. The NMU alumni questionnaire consists of the following sections.

– Degree details: highest CS or IS degree, date of graduation;
– Five open-ended questions relating to industry and postgraduate studies:

1. Why should (or should not) a CS/IS graduate do an Honours degree in
CS/IS?

2. Are there reasons why an Honours student should stay on for another 1–2
years and complete a CS/IS Master degree?

3. Would you advise a postgraduate student to do the M.Sc. in CS/IS or
the MBA?

4. When should a Masters degree student consider doing a Ph.D.?
5. Industry versus postgraduate studies: What advice would you give to a

3rd-year student?

4 For readers from outside South Africa: the South African ‘honours’ degree is an
extension of the classical ‘B.Sc.’ degree which enables a student to commence with
Master-studies thereafter. While already considered ‘postgraduate’ in South Africa,
the ‘honours’ degree in South Africa is reasonably well comparable to the final study-
year in the (longer) U.S. American ‘B.Sc.’ curriculum.
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A number of faculty members in the Department of Computing Sciences and
the NMU Business School evaluated the questionnaire and suggested changes
and improvements. A pilot study was conducted among three alumni working
at NMU to validate the questionnaire initially. The questionnaire was captured
using the NMU on-line survey tool. The next step was to contact alumni who
were working in industry. Social networks are increasingly being used and a large
number of graduates are on social networks such as Facebook or LinkedIn. The
first call for participation was distributed via Facebook (n = 1800), LinkedIn,
and the Department’s alumni e-mail address list (n = 600). The snowball sam-
pling technique was applied, requesting participants to forward the same survey
request to further possible respondents. A total of 114 alumni completed the
survey over a three-week period after three requests for participation. The qual-
itative results were thematically analysed using AtlasTi.

3 CS and IS Alumni Perceptions on Postgraduate Studies

Alumni surveys conducted by the Department of Computing Sciences at NMU
assessed whether graduates believe that the academic programme adequately
prepared them for their IT careers [6]; for comparison see [17]. The surveys
focused on undergraduate experience and employment, and indicated that sur-
veying alumni is an effective method of gathering information regarding their
perceptions of job preparation, employment, skills development and programme
effectiveness. Academic CS/IS departments must continuously monitor the
employability of their graduates in order to evaluate the effectiveness of their
academic programme offerings. Alumni employment rates and job position list-
ings are useful indicators of the quality of a department’s programme offerings.
The information could be used for attracting prospective students and collabo-
ration with industry.

On-line surveys are nowadays the most popular method of obtaining relevant
information from alumni [2]. The surveys focus on obtaining information regard-
ing programme quality and relevance, employability of the graduates, as well as
alumnis’ departmental and university experiences. Alumni addresses are typi-
cally obtained from a university’s alumni office, departmental Facebook pages,
or LinkedIn. Bulk e-mails are sent to the alumni requesting them to complete
the surveys [2,17]. Requests are also posted publicly onto social media sites like
Facebook and LinkedIn. Various departments have established alumni ‘groups’
on Facebook or LinkedIn to maintain contact with ICT graduates, to track grad-
uate destinations, and to engage with graduates in the industry [25].

Few studies focused on decisions which students face regarding accepting a
position in industry or completing postgraduate studies. The majority of studies
focused on general alumni surveys [2,8,17,19]. The advantages of completing
postgraduate studies are important factors which influence the employability of
students [6]. An important question graduating 3rd-year CS/IS students ask is:
Why should I aim for a postgraduate Computer Science or Information Systems
qualification? Later in their IT careers, alumni may be faced with the question:
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Fig. 1. Taxonomy of knowledge according to [12]

Should I do the M.Sc. or the MBA degree? Some studies have focused on the
value of the MBA degree in comparison against the M.Sc. degree [1,3,26].

The competencies entrenched in postgraduate science and engineering edu-
cation are a key factor contributing to technological competitiveness and eco-
nomic growth [10,18]. A critical shortage of these skill was often noticed and
reported in policy reports and ‘White Papers’ across various countries [5]. Recog-
nisably, postgraduate qualifications improve career mobility and are noted as an
important labour source for recruiters [13,15,19]. A postgraduate qualification
offers individuals a source of highly portable skills, with a deep competency and
developing an international network of professional contacts [18]. Additionally,
employers demand postgraduate qualifications when hiring employees who own
highly transferable skills for specialised and/or senior positions [11,13]. Post-
graduate qualifications are becoming ‘benchmarks of excellence’ for employers
because of the exposure to advanced knowledge and competencies. The com-
petencies derived from postgraduate studies promote the value of students for
employers looking to recruit and retain high-flying staff [18].

According to [12], the taxonomy of knowledge in the organisational con-
text is described as the ‘know-what’ (understanding of processes and proce-
dures), ‘know-how’ (deep understanding of best practices and methodologies),
and ‘know-why’. We expand on this taxonomy by identifying a postgraduate’s
ability to synthesise the former two descriptions. In [12] their synthesis into the
‘know-why’ is based on the ability to comprehend phenomena and to justify
sustainable, applicable solutions; see Fig. 1.

Postgraduate qualifications are an advantage for the acquisition of more
specialised jobs and streamline the recruitment process in the early selection
stage [21]. Postgraduate studies create a distinct competitive advantage over
other candidates, provide in-depth knowledge for specialised disciplines, and
develop important transferable skills. Arguably, pursuing a postgraduate qual-
ification displays an individual’s personal cognitive abilities, characterised by:
self-determination, achievement and a strong internal locus of control.

A postgraduate qualification also offers a platform for international career
mobility through the portability of the skills set, which supports the assertion
of the demand for skilled migrants in developed countries [27]. The opportu-
nity existing from international exposure highlights benefits, namely: cultural
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capital, economic capital and social capital [27]. Social capital is the professional
networks gained abroad; cultural capital refers to education, language and cul-
tural knowledge, while economic capital refers to the monetary value that is a
convertible commodity [27]. The diversity of attributes of a CS postgraduation
qualification is apparently linked to the basic economics of demand and supply.
The demand for this critical skill is high and asserted as a driver of technologi-
cal competitiveness, notwithstanding the demand from employers for specialised
and transferable skills [20,21].

3.1 Interplay of Industry and Postgraduate Studies

Industry leaders assert that the competencies derived from postgraduate stud-
ies are more valued in specific career categories. In the category of science, the
Organisation of Economic Cooperation and Development (OECD) confirms that
the demand for scientists and engineers with deep competencies and transfer-
able skills is a matter of importance [20]. Arguably, the extent of the skills and
competencies entrenched in the sciences and engineering emphasises the ideal of
undertaking a postgraduate qualification [21].

Scientific and engineering occupations are key factors contributing to
national, technological competitiveness and economic growth [10]. In light of
this, the new economy requires competitiveness. Knowledge and intangible assets
drive competitiveness [16,28]. The value of postgraduate studies in science and
engineering develops a distinct competitive advantage and guarantees specialised
and senior positions across employers due to the scarcity of these skills [20,21,28].
According to [4], knowledge resources reveal themselves in the form of technol-
ogy, competencies and capabilities. Competence and capability are assets which
promote organisational, technical and strategic skills to achieve a high level
of performance and competitive advantage [4,16,28]. The human capital the-
ory states that a correlation exists between education and productivity. Human
Resources within organisations develop perceptions about employability based
on the level of education, and this determines hiring decisions [22]. Thereby, an
advanced qualification is a pre-condition for more specialised jobs and interna-
tional career mobility [10,20,21,27].

The onset of globalisation has provoked organisations to work in complex
environments with high degrees of risk. In light of this, specialised skills man-
ifest competencies to reduce risk and ensure brand protection [28]. Therefore,
the depth of knowledge and understanding embedded in postgraduate qualifica-
tions, through the interplay with government and private institutions, offers a
specialisation sought-after across the world.

According to [20], especially the Ph.D. qualification serves as an exclusive
education credential characterised by social prestige. The social prestige attached
to the Ph.D. may prove a distinct competitive advantage that dictates a value
proposition, which in turn announces an intangible resource that reinforces cred-
ibility. The literature indicates that students who leave academia to join private
institutions fill senior management positions, where the value of knowledge is
entrenched in the Ph.D. degree [20,21]. The suppositions of [20,21] explain that a
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Ph.D. is at the centre of acquiring and developing new knowledge and correlates
to a highly competent workforce with competencies necessary for knowledge-
intensive environments; for the engineering disciplines see [10].

3.2 Advantages and Benefits of a Postgraduate Degree

Postgraduates possess academic knowledge and practical competencies in a
domain of expertise [28]. The impact of advanced knowledge is regarded as eco-
nomic capital as academic courses meet the requirements of professional bodies
[21]. As economic pressures from globalisation increase, so does the nature of
postgraduate education evolve to compete internationally and emerge as a com-
petitive advantage for those undertaking it [21,27]. The benefits of undertaking
postgraduate studies create opportunities to deliver knowledge to industries try-
ing to expand within their sector [21]. New knowledge explicates practical impli-
cations to industries and this emphasises that a mutually inclusive relationship
exists [12]. According to [21] the knowledge economy is a key driver of innovation
and change which ignites economic power. The relationship between universities
and the private sector has increased and shows that the value of postgradu-
ate research is a remedy to identify gaps within private institutions. Thereby,
postgraduate studies develop the mind through the transfer and exchange of
knowledge [21]. Moreover, a postgraduate qualification is a specialisation capa-
ble of identifying and addressing problems not previously encountered [16,28].
This leads to competitive advantages for the individuals owning the degree and
promotes a complex skillset [4]. In complex environments, organisations face
challenges and require highly talented skills to ensure protection of their brand
to reduce risk from the external business environment [28].

The value inherent in postgraduate studies is the ‘know-why’ of processes and
procedures relevant for an organisation to thrive [12,21]. This culminates as a
stock of knowledge that will flow, transfer and intensify knowledge transactions.
Knowledge stock as a concept is maximised through a collection of expertise and
creative problem solving capabilities [23]. Significantly, postgraduate education
has the advantage of offering deeper understanding, precision of information and
the ability to extract root-causes of real-world dilemmas [12]. This identifies a
postgraduate qualification as a taxonomy of competitive knowledge [27].

The importance of industry interaction, and the fact that students are aware
that their ultimate goal would be employment after their studies, was highlighted
in [5]. An important aspect of postgraduate studies was captured in a question
related to how postgraduate studies prepared alumni for their careers. In addi-
tion to positive feedback regarding the academic foundation provided by certain
modules and the training in technical skills, emphasis was placed on the soft
skills acquired during postgraduate studies. These include:

– the ability to work independently, being self-motivated and taking responsi-
bility for oneself;

– managing one’s own time in order to meet different deadlines under pressure;
– the ability to explore unfamiliar topics when needing to solve a problem;
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– the ability to think and to use logic to solve problems;
– the ability to communicate effectively through written reports and oral pre-

sentations.

Although not specifically asked in [6], a general theme that came through was the
value (or otherwise) of doing further postgraduate studies, specifically M.Sc. and
Ph.D. The obvious tension here is between being employed after the Honours
degree and working on a career as well as earning an income, compared to
staying on as a student for a further 2–5 years. The general consensus in [6]
was that not much initial benefit seems to be gained in industry from having
such degrees. On the other hand, many graduates highlighted the value of these
qualifications 10–15 years later in their careers. They stated that such graduates
are better positioned in companies at that stage. Similar findings were reported
in [14]. This trend seems to be more prevalent in developed countries [10,14].
One respondent indicated that a Ph.D. degree has benefits when its holder is
involved with negotiations with international companies.

In an earlier alumni study in our Department of Computing Sciences on
the topic of higher education and international mobility [7] it was found that
respondents who graduated in the past 8 years are still mainly residing in South
Africa, with only 9% residing in other countries. By contrast, 32% of the respon-
dents who graduated before 2008 live now outside South Africa [7]. Moreover,
the respondents were also asked to tell any additional degrees completed after
their graduation from our Department of Computer Sciences. The results showed
that only a small number of the respondents (15%) completed another qualifica-
tion. Thereby the most popular second degree chosen was the Master of Business
Administration (MBA); those respondents all moved into management positions
at IT organisations [7].

4 Alumni Postgraduate Survey Results

Our Alumni Postgraduate Perceptions survey was completed by 114 NMU CS
and IS alumni working in the ICT industry. A total of 390 viewed the sur-
vey, 213 started the survey and 114 completed the survey, i.e.: a 54% com-
pletion rate. The response distribution was from 23 countries: South Africa
(62%), USA (7%, including California, Colorado, Florida, Georgia, Indiana,
Minnesota, Nebraska, Washington), Great Britain (7%), Canada (2%), Conti-
nental Europe (3%, including Italy, Germany, Netherlands, Norway), Australia
and New Zealand (3%); in 11% the locations were not disclosed. Standard bio-
graphical data (like gender and race) were not included in the survey. Out of
the 114 respondents, 111 indicated their highest qualification. The distribution:
B.Com. and B.Sc.: n = 24 (22%), Honours: n = 58 (52%), M.Sc.: n = 22 (20%),
and Ph.D.: n = 7 (6%); see Fig. 2.

4.1 Reasons For or Against the Honours Degree in CS/IS

The results from the thematic analysis of our first question indicated a positive
response to completing postgraduate Honours degree. The respondents indicated
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Fig. 2. Number of graduates and postgraduates in our survey

that completing an Honours degree provides better job opportunities (5%), pro-
vides in-depth knowledge of specific subject areas (14%), distinguishes the holder
in the market place (13%), and is important for overseas job opportunities (10%).
Negative comments relating to this question mainly focused on finance and high-
lighted the importance of relevant industry experience (9%).

Those graduates (n = 24) who decided to go and work in industry and did
not complete any postgraduate qualification indicated that doing an Honours
degree offers better job opportunities, faster growth in the market, obtaining
more specialised skill sets and the broadening and deepening of IT knowledge.
They did recommend that graduates working in industry should consider con-
ducting postgraduate studies in part-time mode. The graduates who chose to
work in industry indicated that they decided to go into industry due to financial
circumstances and that industry provided experience which is more relevant to
them. Five graduates who completed their studies after 2007 highlighted the
importance of finances and that they went to work due to family expectations.

The Honours alumni (n = 58) highlighted the broader and more in-depth
knowledge gained (17%), the importance of overseas job opportunities (14%)
and that an Honours degree prepares the student for a more specific career path
(12%). The Master degree and Ph.D. respondents (n = 29) highlighted the fact
that an Honours degree provides the holder with better job opportunities (10%),
distinguishes the holder in the market place (48%), broadens and provides in-
depth knowledge (52%) and is important for overseas job opportunities (38%).

4.2 Reasons For or Against the M.Sc. Degree in CS/IS

The overall response to this question (with n = 111) was that the advanced
degree provides better job opportunities, allows a student to specialise in a
specific field, results in higher salaries, that it is important for overseas job
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opportunities and that it prepares a student for managerial positions. On the
negative side, regarding the completion of the M.Sc. degree, the respondents indi-
cated that one could become over-qualified, that one should rather gain industry
experience (15%), and that one should better study it in part-time.

The Honours degree alumni (n = 58, 58%) mentioned better job opportuni-
ties, broadening their knowledge, higher salaries and overseas job opportunities.
However, 10 Honours alumni indicated that students should rather gain industry
experience and only choose to do the Master degree if their wish was to become
an academic. The Master degree alumni (n = 22, 20%) stated the advantages
of a Master degree as higher salaries, importance for managerial positions and
employability. It was also highlighted that a Master student must choose a rel-
evant research topic. The Ph.D. alumni (n = 7, 6%) mentioned the importance
of completing the M.Sc. degree because it provided overseas job opportunities,
made graduates more employable, improved analytical and writing skills and
promoted greater independence.

4.3 M.Sc. in CS/IS versus MBA

A total of 109 respondents answered the question relating to the completion of
a CS/IS Masters degree versus the MBA: see Table 1. The majority indicated
not to do either (n = 40, 36%), whereas n = 20 (18%) indicated the M.Sc.
degree, n = 18 (16%) indicated the MBA, and n = 31 (28%) stated that it
depended on where one were in one’s career and whether somebody wanted
to move into management (MBA) or stay technology-focused (M.Sc. degree).
The graduate alumni (n = 24) indicated it depended on the situation (42%,
n = 10); 4 (17%) recommended the MBA, 1 (4%) the M.Sc. degree, and 8
(33%) indicated not to do either. The Honours alumni (n = 58, 52%) indicated
it depended on the situation (n = 12, 21%); 9 (15%) recommended the MBA,
13 (22%) recommended the M.Sc. degree, and 22 (40%) indicated not to do
either. The M.Sc. and Ph.D. alumni (n = 29, 26%) indicated it depended on the
situation (n = 9, 31%); 5 (17%) recommended the MBA, 6 (20%) recommended
the M.Sc. degree, and 10 (34%) indicated not to do either. The majority of the
respondents highlighted the value of completing an appropriate master-degree,
keeping in mind one’s personal future career advancement.

Table 1. Alumni recommendations: M.Sc. versus MBA degree

Respondents/recommend → “M.Sc.” “MBA” “it depends” “neither”

All: n = 111 18% 16% 28% 36%

Graduates: n = 24 4% 17% 42% 33%

Honours: n = 58 22% 15% 21% 40%

M.Sc. and Ph.D.: n = 29 20% 17% 31% 24%
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4.4 When Should the Ph.D. Degree be Considered

The overall opinion of the alumni respondents indicated that completing the
Ph.D. degree makes the holder an expert in a specific field of study. The group
indicated that one must do a Ph.D. if one wants to pursue an academic career
(31%) or pursue research (12%); 19% were unsure. The Honours alumni high-
lighted that a Ph.D. is done when a person wants to pursue an academic career
(33%) or research (10%). The Master- and Ph.D.-holding alumni stated that a
Ph.D. degree is suitable for an academic career, or a specialised industry career.
Completing a Ph.D. degree further allows extensive research to be conducted,
but also enables an individual to become an entrepreneur.

4.5 Advice to 3rd-Year Students About Postgraduate Studies
versus Immediate Industry Employment

The entire group of respondents (n = 109) indicated that postgraduate stud-
ies separate individuals in the job market (16%), create better job opportuni-
ties (20%), and, most importantly, improve career opportunities (53%). Going
into industry provides valuable technical experience (8%), is better for one’s
career (9%), and provides a better platform for gaining practical experience and
knowledge (12%). The graduate respondents (n = 24) indicated that completing
postgraduate studies or going into industry depends on somebody’s financial sit-
uation. Of this sub-group, 29% emphasised the importance of finance, repaying
study loans, or the un-affordability of postgraduate studies. They indicated nev-
ertheless that postgraduate studies improve career opportunities and that if one
can obtain a bursary it is the option one should choose. However, they also indi-
cated that industry experience is valuable (33%) and that studying in part-time
is a better option and more financially affordable (29%) if one does not have
a grant or bursary. The advice provided by Honours alumni (n = 58) mainly
focused on the importance of a 4-year qualification when considering overseas
employment opportunities (24%), and that postgraduate studies improve one’s
career opportunities (34%). Three Honours alumni also indicated that complet-
ing postgraduate studies limits one’s time in industry. The advice provided by
Master- and Ph.D.-holding alumni focused on skills demanded by industry and
improved career opportunities by completing postgraduate studies first. They
highlighted the fact that studying part-time while working is very difficult and
that the correct industry experience could be advantageous for a 3rd-year stu-
dent’s career.

5 Conclusions

CS/IS graduates at HEIs are faced with decisions to be made regarding post-
graduate studies and different career opportunities. Industry is experiencing a
vast skills shortage, and recruitment agencies and industry representatives are
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encouraging young graduates to enter the IT job market quickly. Academics
try to encourage young graduates to complete postgraduate studies in order to
enhance their skills, i.e.: to complete at least a 4-year qualification that will allow
them to apply for positions internationally.

CS/IS graduates perceive academics to be biased and that academics encour-
age them to complete a postgraduate qualification only in order to conduct
research and to increase their own postgraduate student numbers. 3rd-year stu-
dents thus do not receive information about going to work in industry or com-
pleting postgraduate studies from their peers and graduates already working in
the industry. Our study focused on this gap, providing valuable information from
alumni, with different postgraduate qualifications, regarding questions faced by
many 3rd-year students.

The results from the thematic analysis of our first question (relating to com-
pleting the Honours degree) indicated a positive response to completing post-
graduate Honours studies. The respondents (n = 111) indicated that the qualifi-
cation provides better job opportunities, provides in-depth knowledge of specific
subject areas, distinguishes the degree-holder in the market place, and is impor-
tant for international job opportunities. On completing a Master degree, the
Honours alumni mentioned that a Master degree provides better job opportuni-
ties, broadens its holder’s knowledge, enables the earning of higher salaries, and
is also important for overseas job opportunities. However, 10 Honours alumni
also indicated that a student should rather gain industry experience and only
choose to pursue a Master degree if wishing to become an academic.

The question relating to completing a CS/IS M.Sc. degree or a MBA provided
interesting feedback. The literature highlighted the importance of both [1,7,26].
The results of our study indicated that alumni must consider their career options
when deciding to complete either a CS/IS M.Sc. degree or the MBA. The advice
provided by alumni was that it depended on somebody’s current career position
and whether one wanted to move into management (MBA) or remain technology-
focused (M.Sc. degree). Our findings support the claim [26] that the MBA is more
advantageous for careers in management.

The advice the different alumni graduates would provide to a 3rd-year stu-
dent raised some interesting points. The advice provided by graduate respon-
dents indicated that completing postgraduate studies or going to industry
depends on somebody’s current financial situation. This respondents empha-
sised the importance of money [9], repaying study loans, or the un-affordability of
postgraduate studies. The advice provided by Honours alumni mainly focused on
the importance of a 4-year qualification when considering international employ-
ment opportunities. The advice provided by Master- and Ph.D.-holding alumni
focused on industry skill demands and improved career opportunities by com-
pleting all postgraduate studies before employment. They emphasised the impor-
tance of completing a 4th-year Honours CS/IS qualification and further indicated
that studying in part-time was very difficult.

Alumni can be a rich source of information about career advice and indus-
try trends. Obtaining input from alumni on the quality and relevance of their
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education can provide a department with valuable information and assist with
continuous improvement and self-evaluation. Alumni surveys can provide infor-
mation relating to academic programme quality and relevance, alumni expe-
riences and specifically employment success. Maintaining contact with alumni
is essential for obtaining information on course relevance and industry require-
ments. Departments are utilising social media platforms such as Facebook and
LinkedIn to establish alumni groups, maintaining contact with graduates and
providing reasonably accurate information about their current place and posi-
tion of employment.

All in all our exploratory study has provided the foundation for continuous
alumni feedback and stakeholder engagement. Valuable opinions and information
regarding career decisions and postgraduate studies were obtained from alumni
working in the industry. The noteworthy findings from alumni participating in
this survey indicated that postgraduate studies ought to be a very important
consideration for graduating students and that capable 3rd-year CS/IS students
should at least complete a 4-year qualification (if they academically meet the
minimum progress requirements). The results of our study indicate that the
financial sustainability of postgraduate studies relies heavily on the availability
of bursaries. Future research may extend this exploratory study to include more
quantitative data and to include more recently graduated alumni.
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Abstract. The purpose of this paper is to establish what correlation
exists between students’ problem solving ability and their academic per-
formance in 1st-year programming courses. The students’ achievement in
the programming courses is specified as the dependent variable and four
programming aptitude tests for logical reasoning, non-verbal reasoning,
numerical reasoning and verbal logic are specified as the independent
variables. The study group consists of 379 students. Our findings show a
correlation between students’ logical reasoning, numerical reasoning and
verbal logic and performance in computer programming modules. The
correlation between students’ non-verbal reasoning and performance in
computer programming modules was, however, not significant.

Keywords: Computer programming · Problem solving · Logical rea-
soning · Numerical reasoning · Verbal logic · Non-verbal reasoning

1 Theoretical Background

In this paper, we firstly explore some theoretical constructs around the notion
of ‘problem-solving’. We particularly invoke Bloom’s revised taxonomy and lit-
erature around critical thinking. We then explore the difficulties that students
typically experience in learning how to problem solve. Finally, we report on a
project during which the correlation between the dimensions of problem-solving
and student performance was calculated. It is difficult to determine what knowl-
edge and skills first year programming students possess prior to their program-
ming course. The main objective of computer programming is to implement
programs that solve computational problems. In [3,10] we can find that problem
solving ability is an indicator of programming performance. Critical thinking,
also referred to as problem solving, reasoning or higher order thinking skills,
can be defined as “disciplined, self-directed thinking which exemplifies the per-
fections of thinking appropriate to a particular mode or domain of thought” [18]
and also as “a process of gathering and evaluating data to make decisions and
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solve problems” [15]. Taxonomies of learning have been implemented worldwide
to describe learning outcomes and assessment standards reflecting what learning
stage a student is at. The original learning taxonomy developed by Bloom and
several of his colleagues in 1956 identifies six levels of thought [2]:

– Knowledge: rote memorization, recognition, or recall of facts;
– Comprehension: understanding what the facts mean;
– Application: correct use of the facts, rules, or ideas;
– Analysis: breaking down information into component parts;
– Synthesis: combination of facts, ideas, or information to make a new whole;
– Evaluation: judging or forming an opinion about the information or situation.

These levels of thought start from the lowest order process to the highest order
process with higher levels building on lower levels [2]. Once a student reaches
the highest level they can be said to have grasped a subject matter. Bloom’s
Taxonomy was revised in 2011 to address the differences between comprehension
and application and to better define the term evaluation. The changes made to
the revised taxonomy are as follows [1]:

– Remember (previously ‘knowledge’);
– Understand (previously ‘comprehension’);
– Apply (previously ‘application’);
– Analyse (previously ‘analysis’);
– Evaluate (previously ‘evaluation’);
– Create (previously ‘synthesis’).

According to [9,12], students learn to write complete computer programs in
their first year of a programming module which falls within the top two levels
of Bloom’s Revised Taxonomy of teaching and learning [1]. These two levels
however, depend on the first four levels before a student is said to be able to
grasp computer programming. For example, in computer programming, ‘learn-
ing syntax’ is the lowest order process [11] and efficiently utilising syntax in
order to ‘produce effective computer programs’ is the highest order process [4].
Accordingly, lecturers expect students to be able to write programs within the
first few weeks of their programming module [6]. These programs may be basic
and get more difficult as the module progresses, however, many students may be
left behind whilst still struggling to find solutions to basic problems. This means
that the difficulty level at which the programming module starts, is already at
too high a level for a novice programmer, which can lead to a lack of moti-
vation and ultimately a student failing the module. Although novice students
may have little experience programming, they do have experience solving prob-
lems in everyday life [19]. Problem solving is a mental process of analysing a
given problem, developing a solution to the problem and presenting the solution
[13]. When students solve problems either independently or in collaboration with
other students they are learning by doing. While learning by doing is synony-
mous with problem solving [13] computer programming as a discipline is also
synonymous with problem solving. However, according to [7], students struggle
to solve problems for the following reasons:
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– Students do not fully understand the problem either because they have not
interpreted the problem statement correctly or they just want to start writing
code.

– Students fail to transfer the knowledge that they have already acquired from
past problems over to new problems.

– Students who take too long to find a solution just give up trying and wait for
the solution to be given to them.

– Many students do not have enough mathematical and logical knowledge.
– Students lack specific programming expertise and struggle to detect simple

syntactical and logical programming errors.

According to [3], more attention should be paid to novice programming students’
problem-solving abilities by encouraging them to practice problem solving, as
learning to solve problems algorithmically contributes to learning to program.
Students need to think about the processes they go through in solving everyday
life problems and look at how to use the same processes to develop algorithms,
for example: “they need to identify things that are familiar to them, divide the
problem into smaller problems and use existing solutions” [5] — the very same
things that [7] identifies as what students struggle with. The purpose of this
paper is to establish what correlational relationship exists between students’
problem solving ability and their academic performance in first-year level pro-
gramming courses.

2 Method

The participants of the study were a group of 186 first year students enrolled
for the National Diploma in Business Information Technology (NDBIT) at the
University of Johannesburg (UJ), and 193 first year students enrolled for the
National Diploma in Information Technology (NDIT) at the Tshwane Univer-
sity of Technology (TUT).1 The research process was preceded by a thorough
literature review.

2.1 Instrumentation

Four programming aptitude tests (which measured a student’s ability to prob-
lem solve) were used with permission from the University of Kent Careers and
Employability Service Department. All tests were completed in a test-like set-
ting with hired venues and appointed invigilators.2 Ten items from each test
were used to reduce the load on students and due to time constraints.
1 Explanation for readers from outside South Africa: the ‘National Diploma’ in

South Africa consists of a vocational 2-year curriculum below the level of a Bachelor
of Science degree.

2 Students were required to complete consent forms stipulating what was expected
from them during the research process. Permission to conduct the research was
sought from the Ethics Committee at the Faculty of Education at the UJ and from
the Research Ethics Committee at the TUT. In all cases, data were collected respon-
sibly and recorded as accurately as possible.
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A B C D E F G H I J K L M N O P Q R S T U V W X Y Z

Question:
What is the missing letter in this series: c c d ? e f g g h

Answer: e

Fig. 1. Logical reasoning test questions

Fig. 2. Non-verbal reasoning test questions: In the first example question the top row
of four boxes make up a series from left to right. You have to decide which of the 5
boxes underneath, marked A to E, will be the next in the sequence. For example in
the first example, the top four boxes have 1, 2, 3, and 4 dots respectively. Obviously,
the next box in the sequence will have 5 dots, which is box D. Answer 1 = D

Logical Reasoning Test. The first programming aptitude test was the logical
reasoning test which involved letter sequences and tested the students’ ability to
think logically and analytically. The test involved looking at a specific sequence
of letters and working out the next letter of the sequence: see the example in
Fig. 1. The average score for the logical reasoning test was 6.7/10.

Non-verbal Reasoning Test. The second programming aptitude test was
the non-verbal reasoning test which determined a student’s ability to under-
stand and analyse visual information and solve problems using visual reasoning
— for example: identifying relationships, similarities and differences between
shapes and patterns, recognizing visual sequences and relationships between
objects, and remembering these. The non-verbal reasoning test enabled students
to analyse and solve complex problems without relying upon or being limited
by language skills. The test involved looking at a specific sequence and working
out the next member of the sequence from the pictures given: see the example
in Fig. 2. The average score for the non-verbal reasoning test was 4.65/10.
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Question:
A taxi driver works 46 weeks of the year and gets an average of 70 customers per week
averaging 4 kilometers each at 90 cents per kilometer. His expenditure is as follows:

Car service/repair/insurance: R1,250,00 per year
Petrol costs: R0.06 per kilometer
Mortgage costs: R250,00 per month
Other expenditure — food, electricity, etc.: R125 per week

What is the total income in Rands of the taxi driver for the whole year?

Answer:
Average fare = 4 × 90c = R3.60
Income per week = 70 fares at R3.60 each = 70 × 3.60 = R252
Income for 46 weeks work = R252 × 46 = R11 592

Fig. 3. Numerical reasoning test questions

Question:
Simon, Cheryl and Dannii are going by train to Pretoria to watch a singing competition.
Cheryl gets the 2.15 pm train.
Simon’s train journey takes 50% longer than Dannii’s.
Simon catches the 3.00 train.
Dannii leaves 20 minutes after Cheryl and arrives at 3.25 pm.

When will Simon arrive?

Answer:
Dannii leaves at 2.35, arrives 3.25, therefore 50m journey.
Simon’s journey takes 75m, therefore arrives at 4.15

Fig. 4. Verbal logic test questions

Numerical Reasoning Test. The third programming aptitude test was the
numerical reasoning test which included mathematical questions: see the example
in Fig. 3. The average score for the numerical reasoning test was 3.24/10.

Verbal Logic Test. The fourth programming aptitude test was the verbal
logic test which included verbal logic puzzles, some of which had a numerical
element. This test, tested the students’ ability to think logically, analytically
and numerically, and also to extract meaning from complex information: see the
example in Fig. 4. The average score for the verbal logic test was 2.79/10.

Programming Examination Results. Data were also collected from the
examination results of the students programming module, Development Soft-
ware 1: UJ — Development Software 1A (DSW01A1) and Development Soft-
ware 1B (DSW01B1) and; TUT — Development Software 1A (DS0171AT) and
Development Software 1B (DS0171BT). Student numbers were used as the key
field to link the data sets. The Development Software 1 (DS1) results were used
as the dependent variable throughout the study.
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3 Data Analysis

The four programming aptitude tests for logical reasoning, non-verbal reasoning,
numerical reasoning and verbal logic were correlated with the DS1 final mark of
the students. The results of the computation are presented in Table 1.

Table 1. Correlation of programming aptitude tests and DS1 mark

Test type Correlations DS1 mark

Logical reasoning test mark Pearson correlation .199

Sig. (2-tailed) .000

N 341

Non-verbal reasoning test mark Pearson correlation .095

Sig. (2-tailed) .078

N 347

Numerical reasoning test mark Pearson correlation .257

Sig. (2-tailed) .000

N 348

Verbal logic test mark Pearson correlation .143

Sig. (2-tailed) .008

N 341

3.1 Logical Reasoning

A Pearson product-moment correlation coefficient was computed to assess the
relationship between the logical reasoning test mark variable and the students’
performance in DS1 variable. Logical reasoning refers to a student’s ability to
think logically and analytically. There was a small, positive correlation between
the two variables, r = .199, n = 341, p = .000. Overall, there was a small, positive
correlation between the non-verbal reasoning test mark and performance in DS1.

3.2 Non-verbal Reasoning Test Mark

A Pearson product-moment correlation coefficient was computed to assess the
relationship between the non-verbal reasoning test mark variable and the stu-
dents’ performance in DS1 variable. Non-verbal reasoning refers to a student’s
ability to understand and analyse visual information and solve problems using
visual reasoning. There was no correlation between the two variables, r = .095,
n = 347, p = .078. The results for this group show an insignificant correlation
between students’ non-verbal reasoning ability and performance in DS1.



Problem Solving as a Predictor of Programming Performance 215

3.3 Numerical Reasoning Test Mark

A Pearson product-moment correlation coefficient was computed to assess the
relationship between the numerical reasoning test mark variable and the stu-
dents’ performance in DS1 variable. The numerical reasoning test included math-
ematical questions. There was a small, positive correlation between the two vari-
ables, r = .257, n = 348, p = .000. Overall, there was a small, positive correlation
between the non-verbal reasoning test mark and performance in DS1.

3.4 Verbal Logic Test Mark

A Pearson product-moment correlation coefficient was computed to assess the
relationship between the verbal logic test mark variable and the students’ per-
formance in DS1 variable. The verbal logic test included logical, analytical and
numerical questions. There was a small, positive correlation between the two
variables, r = .143, n = 341, p = .008. Overall, there was a small, positive
correlation between the verbal logic test mark and performance in DS1.

4 Conclusion

The University of Kent’s Careers and Employability Service Department assesses
student’s computer programming aptitude with tests measuring competencies
such as numerical reasoning, logical reasoning, verbal reasoning and non-verbal
reasoning which are required in computer programming jobs. These tests were
adapted for this study. The findings show that there is a correlation between a
student’s logical reasoning (r = .199, p = .000), numerical reasoning (r = .257,
p = .000) and verbal logic (r = .143, p = .008) and performance in computer
programming modules. This supports findings of earlier studies [8,14,16] telling
us that problem solving ability is a major predictor of performance in program-
ming courses. The correlation between students’ non-verbal reasoning and per-
formance in computer programming modules was, however, not significant. This
could be because the ability to use pictures in thinking is to a large degree a
matter of practice, not aptitude [17]. A similar finding was reported in [14]; in
this study Computer Science 1 (CS1) students were identified as having expe-
rienced difficulties with: decomposing problems, developing sufficient solutions,
and re-using previously seen solutions (even for elementary problems). To this
end they introduced the course Development of Algorithmic Problem-Solving
Skills (DAPSS) to be taken in parallel to studying CS1. The main focus of
DAPSS was to set aside the details of the programming language and concen-
trate on reflective processes, awareness to problem-solving behaviour and devel-
opment of cognitive skills. Results showed that the DAPSS course had a positive
effect on students’ problem-solving skills which in turn improved their program-
ming skills [14]. It is thus recommended that the teaching of problem-solving
skills at the University of Johannesburg (UJ) and the Tshwane University of
Technology (TUT) be introduced as part of the programming module, to pro-
vide opportunities to enhance students’ programming performance and thinking
processes.
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Abstract. This study attempted to isolate seven pre-entry attributes
that were thought to influence the performance of students in the mod-
ule Development Software 1 (programming). The pre-entry attributes
included students’ problem solving ability, socio-economic status, edu-
cational background, performance in school Mathematics, English lan-
guage proficiency, digital literacy and previous programming experience.
We asked to what extent these pre-entry attributes influence our stu-
dents’ performance in computer programming. We found a correlation
between the problem solving, digital literacy and previous programming
experience with performance in programming. No correlation was found
between socio-economic status, educational background, Grade 12 Math-
ematics and English marks with performance in programming.

Keywords: Computer programming · Pre-entry attributes · Student
performance

1 Introduction

The failure rate of students studying to become computer programmers is high
[1,9,12,13,25]. As the high failure rate is a cause for concern, we conducted a sur-
vey among 379 students from two higher education institutions across a variety
of dimensions in order to establish how these dimensions correlate with their per-
formance. In this paper, we focus on the set of pre-existing attributes with which
students enter the programming qualification. Dimensions of the socio-economic
and education background of students have been reported in the literature to
be predictors of students’ success in computer programming courses. If we could
verify that these pre-entry attributes indeed correlate with student performance,
we could then adapt the curriculum and pedagogical approach to account for the
deficits that pre-entry attributes bring. This process is illustrated in Fig. 1. It
needs to be noted that this paper does not address pedagogical interventions or

c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 217–226, 2017.
https://doi.org/10.1007/978-3-319-69670-6_15
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Fig. 1. Pre-entry attributes that may influence a student’s success in programming

curriculum adaptations. Reference to these rationalizes the selection of the pre-
entry attributes. Considering the identified pre-entry attributes of the students,
we formulated seven null hypotheses:

H01: There is no relationship between novice South African programming stu-
dents’ problem solving abilities and their performance in computer program-
ming modules.

H02: There is no relationship between novice South African programming stu-
dents’ socio-economic status and their performance in computer programming
modules.

H03: There is no relationship between novice South African programming stu-
dents’ educational background and their performance in computer program-
ming modules.

H04: There is no relationship between novice South African programming stu-
dents’ performance in school mathematics and their performance in computer
programming modules.

H05: There is no relationship between novice South African programming stu-
dents’ performance in English at school level and their performance in com-
puter programming modules.

H06: There is no relationship between novice South African programming
students’ digital literacy and their performance in computer programming
modules.

H07: There is no relationship between South African programming students’
previous programming experience and their performance in computer pro-
gramming modules.

2 Method

Annually, the University of Johannesburg (UJ) has an intake of 100 students
for the National Diploma in Business Information Technology and the Tshwane
University of Technology (TUT) has an intake of 500 students for the National
Diploma in Information Technology.1 186 students from the UJ (2 cohorts
1 Explanation for readers from outside South Africa: the ‘National Diploma’ in South

Africa consists of a vocational 2-year curriculum below the level of a Bachelor of
Science degree.
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2013/2014) and 193 from the TUT were sampled. Repeating students were
excluded from the data set. The total sample size for the study consisted of
379 students. 51% of the students were from the TUT and 49% from the UJ.

2.1 Demographics of Respondents

The data that were collected during this study yielded the following demographic
description of the respondents. The majority of students were in the age range
of 18 to 21 years of age (84%). Their home language was either Sepedi, isiZulu
or Xitsonga, with only 9% of students being English, which is the language of
instruction at both universities. The sample included 66% male students and 34%
female students. It has been reported in many computer education studies [8,16,
20,30] that female enrolment in computer science is relatively low. The gender
distribution in the sample is thus considered as typical of gender distributions
relating to programming module enrolment elsewhere in the world.

2.2 Instrumentation

Several instruments were used to collect data from the students. Firstly, a set
of four programming aptitude tests was identified and completed in February
2013 and 2014. The purpose of each of these tests was to determine students’
problem solving abilities. Secondly, a ‘Student Profile Questionnaire’ (SPQ) was
developed by us as an instrument to gather data from the respondents on the
various pre-entry attributes (as independent variables) that were evaluated in
this study, namely: (1) problem solving skills, (2) social economic status, (3) edu-
cational background, (4) performance in school Mathematics, (5) performance
in school English, (6) digital literacy, and (7) previous programming experience;
see Fig. 1. The SPQ was completed in November 2013 at the UJ and the TUT
and in February 2014 for the next intake at the UJ. Thirdly, examination results
of 2013 and 2014 students were tabulated.

Programming Aptitude Tests. The programming aptitude tests assessed
competencies such as numerical reasoning, non-verbal reasoning, logical reason-
ing, and verbal logic which are required in technical computing jobs. These tests
were used with permission from the University of Kent Careers and Employabil-
ity Service Department [26]. All tests were completed in a test-like setting with
hired venues and appointed invigilators. Ten items from each test were used to
reduce the load on students and due to time constraints.

Student Profile Questionnaire. The questions contained in the SPQ were
mainly based on a review of the international literature enhanced by studying the
South African context. The review of the international literature yielded seven
pre-entry attributes that have been shown to influence student academic perfor-
mance in computer programming courses. These seven pre-entry attributes were
converted into thirty four questions. These questions were enhanced by uniquely
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Table 1. Variables addressed in the SPQ

Variable Example

Problem solving skills I try to understand problems before I attempt to
solve them. AN = almost never true for me, S =
sometimes true for me, HT = true for me about
half of the time, O = often true for me, AA =
almost always true for me and NA = I cannot
respond to the statement/I do not understand the
statement

Socio-economic status How would you describe the immediate
environment in which you grew up? (i) informal
settlement, (ii) village/rural, (iii) township, (iv)
town, (v) suburb of a city, (vi) inner city

Education background I was encouraged to read a lot to improve my
knowledge. The response options for the items
ranged from SD = strongly disagree, D =
disagree, A = agree, SA = strongly agree, NA =
not applicable

Performance in school
Mathematics

Students were asked to indicate their Grade 12
Mathematics mark

Performance in school
English

My English ability prevents me from performing
well academically. The response options for the
items ranged from SD = strongly disagree, D =
disagree, A = agree, SA = strongly agree, NA =
not applicable

Digital literacy An example of an item is “I used the Web to
make phone calls, e.g. Skype”. AN = almost never
true for me, S = sometimes true for me, HT =
true for me about half of the time, O = often true
for me, AA = almost always true for me, and NA
= I cannot respond to the statement / I do not
understand the statement. This section of the
questionnaire which consisted of 24 questions was
adapted from a survey developed by Kennedy et
al. [18] from the Lingnan University in Hong
Kong. Students were asked to indicate their use of
technology and access to technology in order to
determine how digitally literate they were

Previous programming
experience

How much programming experience did you have
before enrolling at university? (i) I had no
programming experience, (ii) I had some
programming experience, (iii) I had quite a bit of
programming experience, (iv) I had advanced
programming experience
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South African factors selected on the basis of local knowledge and personal expe-
rience gained working in a South African Higher Education Institution (HEI).
During the development of the questionnaire, we attempted to create items to
measure the independent variables using Likert-type items. The SPQ was piloted
with five third-year tutors who were asked to complete the SPQ and comment
on anything that they did not understand. Tutors were also asked whether the
questions were pitched at the correct language level. Their feedback was used to
make adjustments to the SPQ which was then shared with colleagues for com-
ments. The questionnaires were completed during the second semester of 2013
at the UJ and the TUT and the first semester of 2014 at the UJ only. The data
from the SPQ at the UJ were merged with data from the university’s data base
to include data about students’ grade 12 English and Mathematics marks, as
well as demographic data such as their age, gender, and ethnicity (Table 1).

Software Development 1 Exam Results. The examination results of the
students programming module, Software Development 1: UJ—Software Devel-
opment 1A (DSW01A1) and Software Development 1B (DSW01B1), as well as
Tshwane University of Technology—Software Development 1A (DS0171AT) and
Software Development 1B (DS0171BT) were included in the data set. Student
numbers were used as the key field to link the data sets (SPQ, Programming
Aptitude Tests and Software Development 1 Exam Results). The Software Devel-
opment 1 results were used as the dependent variable throughout the study.

3 Discussion of Findings

3.1 Problem Solving

The results revealed some noteworthy findings. There is a correlation between a
student’s logical reasoning (r = .199, p = .000), numerical reasoning (r = .257,
p = .000), verbal logic (r = .143, p = .008), and performance in computer pro-
gramming modules. This supports findings of earlier studies [19,22,23] which
show that problem solving ability is a major predictor of performance in pro-
gramming courses. The correlation between students’ non-verbal reasoning and
performance in computer programming modules was, however, not significant.
This could be because the ability to use pictures in thinking is to a large degree
a matter of practice, not aptitude [24].

3.2 Socio-Economic Status

Very little research could be found on the relationship between a student’s
socio-economic status and computer programming ability. We considered a stu-
dents’ residential area, dwelling, level of education and employment status of
the mother or female caregiver, level of education and employment status of
the father or male caregiver. It could be concluded that, for this sample, there
was no significant correlation between the socio-economic factors mentioned and
students’ performance in programming modules. The full results can be viewed
in Barlow-Jones and van der Westhuizen [5].
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3.3 Educational Background

With regard to students’ educational background, the literature review high-
lighted a lack of facilities, poor educational resources, overcrowded classrooms
and a lack of qualified teachers as being a contributing factor of a learner’s poor
performance. Encouragement in the area of critical thinking at school and criti-
cal thinking at home, teaching received at school, students’ learning, and hours
spent studying were addressed—however, there was no significant correlation
between a student’s educational background and performance in programming
modules.

3.4 Mathematical Ability

Another main pre-entry attribute is mathematical ability. The analysis of the
results suggests that there is no correlation between a student’s Grade 12
mathematics performance and performance in computer programming modules
(r = −.126, p = .079) and South African National Senior Certificate mathemat-
ics performance and performance in computer programming modules (r = .139,
p = .192). This is in contrast to [7,10,14,28] which claimed that performance in
mathematics can predict programming performance. There is a global belief that
the concepts which a student has to comprehend in order to master mathemat-
ics problems are similar to those for computer programming [10]. Mathematics
aptitude is thus often a pre-requisite for acceptance into computer program-
ming courses [11]. We believe that a student’s mathematics ability may correlate
with a student’s performance in computer programming modules, however, in
the context of this study, students’ Grade 12 mathematics marks do not seem
to correlate with their mathematics ability. Interestingly there is a correlation
between a student’s Grade 12 mathematics mark and numerical reasoning test
mark (r = .256, p = .000), Grade 12 mathematics mark and logical reasoning
test mark (r = .109, p = 0.49) as well as Grade 12 mathematical literacy mark
and performance in computer programming modules. The full results can be
seen in [27].

3.5 English Ability

58.7% of students disagreed that their English ability prevented them from per-
forming well academically even though only 9% of students’ first language was
reported as being English. There is no significant evidence to show a relationship
between students’ Grade 12 English marks and their DS1 marks. We believe that
students’ Grade 12 English mark may not be a true reflection of their English
ability. The study did find however that students’ Grade 12 English marks cor-
relate with their numerical reasoning test marks (r = .159, p = .004) as well as
with their verbal logical test marks (r = .125, p = .026). The full results can be
seen in [4].
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3.6 Digital Literacy

42% of the students in our local domain of investigation either used a computer
for the first time at University (26%), or had 1 to 2 years computer experience
(16%) before embarking on their studies. 47% of the students reported that they
did not have access to a computer while growing up. The relationship between
students’ computer experience and their DS1 marks was found to be significant
(r = .155, p = .003) as was the relationship between students’ computer access
and their DS1 marks (r = .149, p = .004). The relationship between students’
basic use of technology and their DS1 marks was also found to be significant
(r = .188, p = .000). Paper [2] revealed that any kind of computer experience,
no matter how basic, is helpful in learning to program.

3.7 Previous Programming Experience

80% of the students had no previous computer programming experience. The
relationship between student’s previous knowledge of programming and their
DS1 marks was significant (r = .186, p = .000) which is in agreement with
[15,17,21,29]. The full results can be seen in [6].

3.8 Summary

Table 2 summarises all the findings described in the foregoing sub-sections.

Table 2. Acceptance (
√

) or rejection (×) of the hypotheses

H01 H02 H03 H04 H05 H06 H07

× √ √ √ √ × ×

4 Limitations

The following limitations of our research were identified:

– The questionnaire was lengthy, and the variables were informed by many
items. It is not unreasonable to assume that the length of the questionnaire
had an adverse effect on the quality of the responses due to respondent fatigue.

– The selection of the variables that represented pre-entry attributes may not
be representative of all possible pre-entry attributes that influence student
performance in programming courses. For example, personal attributes like
self-efficacy, meta-cognitive awareness, or others were not measured.

– The mediating influence of variables post-enrolment on performance in the
programming courses were not accounted for. The extent to which students
may have participated in learning support programmes, their time-on-task
during the courses, their engagement with tutors, and the pedagogical design
of the courses are but a few of possible post-enrolment variables that influ-
enced their performance.
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– The study relied on quantitative data only. Engaging students in focus group
interviews may have provided for a richer data set for an enhanced and more
complete understanding of the influence of the variables on performance.

– Much of the data was self-reported. Therefore, there may be misalignment in
the conceptual understanding of students of items related to critical thinking,
teacher pedagogy, and so forth, and the actual theoretical constructs that
underpin those items.

– The sample was comprised of students who enrolled for programming courses
at the South African National Diploma level. Students who enrolled for degree
level courses (B.Sc., above National Diploma) were not sampled.

5 Recommendations for Practice

Considering the findings of our study, and the limitations of the study identified
above, the following recommendations for practice are given:

1. The HEI may reconsider, for South Africa, the use of Grade 12 Mathematics
and English marks as admission requirements to programming courses. A
better measure of a students’ mathematical and English abilities could be the
National Benchmark Tests (NBT) which were introduced into South African
universities in 2009 because of the national concern of the quality of students
entering universities.

2. NBTs should be made compulsory for first year students studying computer
programming courses in South Africa.

3. Grade 12 Mathematics marks should be replaced by the NBT mathematics
test scores as admission criterion into higher-education programming courses.

4. Grade 12 English marks should be replaced by the NBT academic literacy
test scores as admission criterion into higher-education programming courses.

5. Introducing problem solving support modules in conjunction with computer
programming may be beneficial [3].

6 Closing Remarks

This study examined the relationship between seven pre-entry attributes and
performance in computer programming modules at two universities in South
Africa. The dataset comprised of four programming aptitude tests, a student
profile questionnaire and Software Development 1 examination results of 379
students studying the NDBIT and NDIT at the UJ and TUT. Correlations
were made between the seven independent variables and the dependent vari-
able (DS1 examination marks). The data analysed indicated that there is a
correlation between the variables problem solving, digital literacy and previous
programming experience and performance in programming modules. There was
no correlation found between the variables socio-economic status, educational
background, Grade 12 Mathematics mark and English mark, and performance
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in programming modules. In conclusion the mark achieved for school Mathemat-
ics and English cannot be considered as valid admission criteria for programming
courses in the South African context, and an alternate requirement such as the
NBTs should be implemented.
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Abstract. Studying programming in an Open Distance Learning setup
can be more challenging than in a contact setup. It can be characterised
as a ‘wicked problem’. Wicked problems are problems that are so com-
plex that current problem techniques fail to solve it. Wicked problems
require a kind of unorthodox, innovative or creative way. Programming
can be considered a subject that presupposes the existence of a number
of cognitive functions such as problem solving. Problem solving in gen-
eral requires critical thinking, and critical thinking is characterised by
logic, decision making, paying attention to detail, the availability of all
different types of knowledge. All these are prerequisites in the learning of
programming. This paper shows that treating programming as a wicked
problem can shed some light onto the question why not many students
can be successful in programming.

Keywords: Programming · Wicked problems · Types of knowledge

1 Introduction

The term ‘wicked’ was introduced into the theory of problem-solving by Horst
Rittel in the 1970s. It was used to describe problems that are either difficult to
solve or do not have a solution (though we might think that they have a practical
solution but mostly only an ideal solution which is impractical). In the daily life
of our country, poverty, shortage of education, crime, etc., could be considered as
‘wicked problems’. Characterising computer programming as a wicked problem
(rather than a problem) calls for unorthodox, innovative ways rather than using
standard problem solving techniques. If we do so, once we thought we solved the
problem, suddenly it resurfaces.

Programming is a multifaceted and complex combination of skills [14,18,19,
25]. Problem solving and high level thinking skills are prerequisites to program-
ming. If we accept that the learning of programming is a wicked problem then we
must also accept that we might never solve the problem but what we can do is
minimise the impact that it has on a learner. But what makes the learning of pro-
gramming a wicked problem? Perhaps one should look at its nature. In simplistic
terms it is about converting a solution to a problem into a code that a computer is
designed to understand, and to use the computer to solve similar problems. If we
think of solving quadratic equations in Mathematics, it is possible to write a pro-
gram that can solve any quadratic equation by entering the values of a, b and c to
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 227–240, 2017.
https://doi.org/10.1007/978-3-319-69670-6_16
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ax2 +bx+c = 0? Furthermore, wicked problems require what [5] called ‘collective
intelligence’, a natural property of socially shared cognition, a natural enabler of
collaboration. A barrier to collective intelligence is ‘fragmentation’: a phenomenon
that pulls something apart which is potentially whole. According to [5], problem
wickedness is a form of fragmentation. This normally happens in a situation (acad-
emia included) where there are a number of people that have been faced with a
problem for years and according to them they tried everything in their power to
solve it, but failed. Even professors could belong to that category. If an attempt
is made to create a collaborative approach to solve a problem, there is a tendency
by such people to ‘highlight’ the problem rather than to propose viable solutions.
Perhaps one of the reasons could be because they had treated that problem like
other problems where usual problem solving methods were used. Such methods
are of ‘linear’ nature. The complexity of a wicked problem, however, requires a
multi-dimensional, multi-disciplinary approach. Collaboration should stand in the
center of such a problem’s solution.

At the University of South Africa (UNISA), having recognized attrition as
a wicked problem, I created a project—‘Project 2020’—which is a longitudinal
study over a five year period to tackle attrition in general, in as many fields
as possible, by following a multi-disciplinary collaborative approach. Together
with other lecturers, we discussed the programming problem; each one resorted
to research the problem in order to then combine the findings. This paper is
the first step towards the solution of our problem. Like with the learning of
any subject, it is recognized that there are various factors that determine aca-
demic success. These factors are general factors that are applicable to learning
in general, and particular factors to a specific subject. Therefore, although one
might have the aptitude to do programming, general factors could still lead to
a student’s failure. Alternatively it might be possible that one might able to
solve complex problems but finds it difficult to construct even a simple program.
For example, [14] mentions aptitude with respect to programming. An experi-
ment conducted at the University of Leeds found that there was no correlation
between the final results in programming and measured aptitude. Other aptitude
tests were also inconclusive [17]. Another important finding was the relationship
between Mathematics and programming. In [14] we can find studies which found
a relationship [1] while other studies found none. At this point of the paper it
shall be accepted that ‘some’ Mathematics is necessary; the question of ’how
much’ will be argued later. Therefore the learning of programming is treated
like any another subject where various general factors play a role as well as fac-
tors that are particular to programming. The latter factors are discussed in this
paper; the general factors are only summarily recapitulated.

2 Literature

Thewickedness of programming can also be highlighted by the fact thatmany stud-
ies are inconclusive with respect to factors that affect the teaching and learning of
programming [14]. The statement that predicting student performance in a partic-
ular course (or even assessmentwithin a course) is a difficult but useful undertaking
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Table 1. References on factors that affect the learning of programming

Factors References

Learning style [14,16,25]

Thinking style [14]

Cognitive style [1,14,22]

Motivation [1,14,25]

Problem solving [25]

Attitude to programming [25]

Self-efficacy [1,25]

Programming language [25]

Mathematics [1,22]

Prior programming experience [1,22,24]

Computer anxiety [1,22]

High School academic achievement (M-score or SAT) [22]

Comfort level [1]

Effort in (engagement with) programming [1]

Student attributes [1]

Perceptions about programming [1]

Self-regulation [1]

Study habits (time management) [16,24]

Number of assignments submitted [24]

[2] could be used as a starting point of encouragement to tackle a wicked prob-
lem. Table 1 shows some identified factors together with their references. What is
interesting is that many studies were done during the 1980s, perhaps because that
was the time when Computer Science was recognized as a new and necessary sub-
ject for secondary and tertiary education. The factors in Table 1 relate to learning
in general as well as to programming in particular. Another important study can
be found in [11] wherein causal attributions and their underlying properties were
investigated. The study concluded that learning strategy on the part of the stu-
dent, accompanied by effort and teaching strategy by the teacher, played the most
important role in the teaching and learning of computer programming.

Several factors that contribute to the learning of programming were identi-
fied in [14]: multiple skills, as programming requires many skills applied simul-
taneously; multiple processes, where the specification must be converted to an
algorithm and finally to code; language, whereby there is no specific language
that is better than any other. This means that, although a certain language is
involved, the essence is not to learn the language, and it is not the language that
dictates the difficulty. It is like learning English by a Chinese person compared to
learning Chinese by an English person. It can be argued that a certain language
might be perceived to be more difficult than another, but in essence they are
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equivalent as they share many aspects. According to [7], programming languages
enable expressions of problem solving, and, like in all natural languages, practice
is mandatory in order to express and master programming.

Another factor, according to [14], is educational novelty since, programming
is problem-solving-intensive and requires a significant amount of effort in several
skill areas. At the same time it is also ‘precision-intensive’. Interest is another
factor. At worst, programming can be very boring since there are so many ‘dos
and do nots’. At its best programming can be an enjoyable, creative activity,
and many students derive great enjoyment from their programming. They enjoy
it even more (and learn more) when they are allowed to work on assignments
that inspire them.1 It is a shame that so few assignments do indeed inspire.
Reputation and image also play a role. According to [14] the fact that program-
ming has a reputation of being difficult contributes to having negative effects.
Although many authors agree that programming is one of the hardest subjects
to learn [11,25], which ought to increase the social status of capable program-
mers, programmers are often ridiculed as ‘nerds’ [14], and (understandably) not
many people like to be stigmatised as such.2 Finally there is pace: according to
[14] a programming course is like a high-speed train without brakes. It is not
that the students cannot do programming but they cannot cope with the speed
of the lessons. Such students will quickly come to believe that they just cannot
program—the educationalists call this ‘learned helplessness’—and will attribute
this to the perceived difficulty of the subject itself [14].

‘Blended learning’ (face-to-face and online) was thus suggested in [25] as
a means to overcome many difficulties in the teaching and learning of pro-
gramming. Accordingly, online learning can assist particularly the introvert stu-
dents. This of course is related to various thinking and learning styles. In [19]
it was argued that learning to program should be addressed from a psychologi-
cal-educational perspective. For this reason it was suggested to use the idea of
novices and experts. Accordingly there is a transition from ‘novice’ via ‘advanced
beginner’, ‘competent’ and ‘proficient’ to ‘expert’. This is in line with [15,22]
w.r.t. to knowledge acquisition, whereby [15] maintains that there are three
stages: the introductory, advanced, and expert. In the introductory stage, the
learners have very little directly transferable prior knowledge about a skill or con-
tent area. The second phase of knowledge construction is the advanced knowl-
edge acquisition where the learner acts as an apprentice and is able to solve
more complex problems, domain- or context-dependent. Expertise is the last
phase whereby the learner has acquired more rich interconnected knowledge
structures. Constructivist learning environments are said to be most appropri-
ate for advanced knowledge acquisition, as experts need very little instructional
support [8,15].

1 For comparison see the ‘π’ Pédagogies Innovantes initiative with its ‘FabLab’ at
Bordeaux INP, http://pi.espe-aquitaine.fr/eirlab-high-tech-fablab/.

2 This was different in the early days of digital computing when the electronic hardware
was scarce and expensive: in those days computer programmers were admired [13].

http://pi.espe-aquitaine.fr/eirlab-high-tech-fablab/
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Furthermore, [19] distinguished between program ‘knowledge’ and program
‘strategy’. For example, being able to state how a FOR-loop works (declarative)
is different from being able to apply such knowledge (strategic). The authors of
[19] agree that programming ability rests on a foundation of knowledge about
computers, programming language, programming tools and resources and theory
and formal methods. However, most of the literature is focused only on the
declarative part of knowledge in programming [19], although there is more to it.

It was stated earlier that problem solving forms the core business of pro-
gramming. If that is accepted then there should be a close relationship to Math-
ematics, since Mathematics is by its nature about problem solving. It is not
the content (which is subject-specific) but the knowledge and skills necessary to
solve a problem that the two subjects could have in common that give rise to
their relationship. To solve any problem, certain knowledge and skills are nec-
essary. What type of knowledge and what skills (predominantly cognitive skills)
are necessary are dictated by the problem to be solved. Treating programming
as a wicked problem and considering it in a serious manner could bring us to
making us see the light at the end of the tunnel. It is not really programming
that is really difficult but the learning of it. Like in Mathematics there is not
much room to maneuver. But let us look at the structure of a computer program.

As a rule, a programmer must a problem solver. In short, the programmer
must be able to identify the problem, understand the problem, devise a method
to solve the problem (an algorithm), convert that into the appropriate program-
ming language, and test if it works. That is to evaluate the solution. There are
also the basic constructs which, combined, form a working program. Such con-
structs are variables, data values and data types, statements, control structures,
subprograms and parameter passing mechanisms. Then each programming lan-
guage, like the spoken languages, has syntax. The syntax rules require absolute
precision. The programmer must also understand the operational semantics.3

Here is some room for flexibility, as often as the programmer has more than one
implementation choice in order to meet a given specification. Understanding the
meanings of expressions, statements and constructs is also very important [10].

One of the most important aspects in programming is the use of algorithms.
Mathematics, for example, is ‘riddled’ with algorithms. These could be a set of
plans combined to form a complex abstract or general plan to solve a problem.
Algorithms are sometimes used interchangeably with procedures. However, a
procedure is a well-defined process (step 1 do this, step 2 do that, etc.) while an
algorithm is more than that [4]. The importance of the necessity for a prospec-
tive programmer to be aware of standard algorithms was highlighted in [10];
the programmer must be able to adapt and apply them appropriately to solve a
particular problem. Furthermore a program uses data. In Computer Science we
get data structures, abstract data types (ADTs) and classes: programmers need
to understand the usage of these and define each one accurately to the point of
practical applicability. It was also mentioned in [10] that there are ‘obscured’
requirements which some novice programmers might consider as ‘waste of time’:

3 Which is in most textbooks explained only informally and by means of examples.
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principles such as robustness, reusability, extensibility, etc.; design, (appropriate
designs are necessary for the successful solution of a problem); style, aiming for
a good style; documentation, within the code and as a separate document; coop-
eration among programmers and to be able to understand and explain their own
code or someone else’s program code. Finally the two most important functions
are testing and debugging a finished program. Being able to test the particular
and the general case, ‘fixing bugs’ which could make the program crash, and
detecting complex errors that might be difficult to locate, are the final criteria
for being a skillful programmer [10].

Analysing the above-mentioned structure and function of a program reveals
that different types of knowledge are involved. But knowledge cannot be dissoci-
ated from content. It is always knowledge about something. Having knowledge of
the content, unique to programming, is a necessary but not sufficient condition.
According to [3], content knowledge refers to the knowing about a subject, and
the disciplinary knowledge of a subject. With respect to Mathematics, mathe-
matical content knowledge includes information such as mathematics concepts,
rules and associated procedures for problem solving [8]. Understanding the con-
tent implies that the learner possesses all the different types of knowledge. If
not, then all content could be considered as declarative, pure information that
anyone could ‘regurgitate’—then everybody could (utopically) learn any subject.

In [20] knowledge was classified into four basic types: declarative knowledge
(that includes conceptual knowledge other than facts), procedural knowledge,
strategic knowledge, and schematic knowledge. Declarative knowledge answers
the question ‘what is necessary’ (facts, definitions, theorems); the procedural ‘the
know how’ to use the declarative knowledge; the strategic knowledge is about
‘where, when and how’ to use the previous two types; and the schematic knowl-
edge which normatively justifies the use of the other three types—for comparison
(in engineering) see [23]. According to [20] these types of knowledge are affected
by emotions and motivation (which concurs with the findings in programming).
Table 2 lists a conceptual framework of those dimensions [20].

This classification is very important to the teaching and learning of pro-
gramming because when one deals with programs all four types are applicable
simultaneously, whereby [21] refers to intrinsic cognitive load which is character-
ized in terms of element interactivity. Accordingly, the elements of most schemas
must be learned simultaneously because they interact with each other whereby it
is the interaction that is critical [18,21]. Conceptual knowledge (not mentioned
above) is the knowledge that is constructed by identifying the correct relations
between different related concepts (incorrect relations lead to misconceptions).
In [12] conceptual knowledge is seen as knowledge rich in relationships. It can
be thought of as a connected web of knowledge, a network in which the linking
relationships are prominent as the discrete pieces of information. In [20] the idea
of ‘mind maps’ is described; they also form a web of related concepts. One can go
as far as to say that conceptual knowledge is a combination of all above different
types of knowledge and that it is greater than the sum of them.
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Table 2. Types of knowledge according to [20]

Proficiency
Low −→ high

Declarative
knowledge

Procedural
knowledge

Schematic
knowledge

Strategic
knowledge

Extent
(how much?)

Knowing
THAT

Knowing
HOW

Knowing
WHY

Knowing
WHERE,
WHEN, and
HOW

Structures
(how organised?)

Domain-
specific
content:

Production-
rules
Sequences

Principles
Schemes
Mental
models

Others
(how efficient?
how precise?
how automatic?)

Facts
Definitions
Descriptions

Strategies
Domain-specific
heuristics

Programming consists also of the above-mentioned types including concep-
tual knowledge. But it can also be argued that it is more than that. For example,
syntax could be considered to be declarative knowledge, where one must know
certain rules and apply them. But the syntax involves also schematic knowledge
because one must know why this is the case [18,19]. Therefore we can accept that
for programming, although the various types of knowledge could appear individ-
ually, their inter-connectedness must be borne in mind. Such inter-connectedness
is normally revealed once one has become almost an expert programmer. In fact,
using the idea of novices and experts is one of the methods researchers have used
in order to understand why some students can program while others cannot [19],
whereby it is estimated that it takes about 10 years to become an expert pro-
grammer [19]. For more information on novices and experts see [9].

3 Method

In order to try and understand the problems that students encounter when
learning programming in the first year of study of a Diploma in Information
Technology, their final examination papers were analysed and the perceptions of
their lecturers in course module XCT1512 (which uses Javascript) were collected.
XCT1512 is at our institution a prerequisite for learning Web Design.

In order to identify the lack of a certain type of knowledge, script analysis
took place. The sample was a convenience sample comprised of students from
our academic ‘extended programme’ who take the module over a year instead of
a semester (as the mainstream does). The total number of students who wrote
the exam was 21; for this paper only 13 exam scripts were analysed. The reason
was that although all scripts were processed, it was decided that only students
who obtained a mark of 49% or higher shall be analysed. This was because of an
inconsistency between various questions where a student would perform well in
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Fig. 1. Students’ performance for XCT1512 in 2016 final exam

some questions and very poorly in others, especially in the most important one
which required a good knowledge of programming. The use of script analysis
has been employed by [24] in Mathematics and proved to be a very reliable
and effective way of identifying gaps in knowledge of the students. Details of
the results are in given in Figs. 1, 2, 3. Figure 1 contains the performance of the
students in each of the questions and sub-questions as well as some indication
as to what type of knowledge each question required. The final marks are also
shown. The last two columns indicate the number of sub-questions attended to
by the students (out of 38 for question 6) as well as the percentage of attendance.
The various types of knowledge were codified as follows: Declarative knowledge
= D, Procedural = P , Strategic = St, Schematic = Sc, Conceptual = C. In the
questions of the exam paper, the following types of knowledge were needed:

– Question 1: True/False.
– Questions 1, 2, 7: C; the rest: D.
– Question 2: Multiple choice.
– Questions 2, 3, 7, 10, 15: C; the rest: D.
– Question 3: Fill in the gap
– Questions 5, 6, 7, 12: C; the rest: D.
– Questions 4a, 4b, 4c: D.
– Question 5a: Given a program and an input, predict what the output will be.

This requires:
• P : understanding the correct flow of the program,
• C : understanding the meaning of all code used,
• D : knowing the function of each concept,
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• Sc : knowing why which principles are involved.
– Question 5b: Sc (why).
– Question 6: presented a complete program containing many errors for a debug-

ging task; all types of knowledge were involved.

As mentioned above, of the sample of 21 students only those that achieved a
mark of 49% or more were considered in the analysis. The rest performed well
only in less than 30% of all questions. Thus is it is possible that a student
achieved in one question 70% and in most of the others questions less than 20%.
Hence only the top 13 students were considered for script analysis.

4 Observations and Discussion

Question 1. For this question there was an 85% success rate. The fact that it
was a True/False question implies that the student has a 50% chance of getting
the correct answer even if not understanding the question. The majority of the
questions (12/15) were of declarative nature. For the questions that required
conceptual knowledge (3/15) there was almost a 50% success rate. It can be
concluded that the students were overall successful in answering questions that
required declarative knowledge: see Fig. 2.

Question 2. These were multiple-choice questions. Since there were four alterna-
tives, the student stood a 25% chance of getting it right even without knowing
anything about the course. The success rate was overall almost 80% and again
the majority of the questions (10/15) had declarative knowledge. The majority
of the students obtained more than 75% on this section, and only 2 obtained
less than 70%. In the conceptual questions students did relatively well, however
mostly those students that did well in the whole exam. A sub-questions of spe-
cial interest was sub-question 10, where 8/13 students gave the same incorrect
answer. This sub-question asked: What can you add to your code to effectively
serve the same role as a breakpoint? The often-given wrong answer was: “break”;
perhaps the students did not grasp the question carefully and were misled by
the word ‘breakpoint’. Also in sub-question 13, 4/5 of the students gave the
same wrong answer, namely “query”, to the question: The “ (. . .)” property of
the Location object contains a URL’s query or search parameters. This might
have happened due to the fact that search could be used for query or search,
however it is the search property. For the rest of the incorrect answers there was
no fixed pattern as though the students chose answers randomly: see Fig. 2.

Question 3. This question comprised of several fill-in questions. Obviously here
one cannot guess. The success rate was about 53% and only 4/13 obtained
more that 70%, the rest between 27% and 60%. The students did better in
statements of declarative nature (73%) compared to conceptual (42%). Some
points of interest are: sub-question 1 where it is clear that students confuse the
word ‘object’ with types of numbers and arrays. Also only a 15% understood
the meaning of ‘path’, while only 23% understood the meaning of ‘quantifier’:
see Fig. 3.



236 A.P. Giannakopoulos

Fig. 2. Students’ performance in questions 1 and 2 for XCT1512 2016 final exam

Question 4. This question required declarative knowledge only. For sub-
questions 4a and 4b there was a dismal performance. For 4a the success rate
was 15% whereby only 1 student obtained 100%, 1 student 67% and 3 students
33%; merely 31% of the students attempted the question at all. For 4b an average
of mark of 28% was obtained. Again only 1 student obtained 100%, 2 obtained
67%, 3 obtained 33%, whereby only 50% of the students attempted the question.
For 4c the success rate was 64%; however 70% attempted this sub-question: see
Fig. 1.

Question 5. For sub-question 5a, where the students had to be able to under-
stand the program code (and what a line or group of lines of code does), all
types of knowledge (except Sc) were needed. The average performance was 48%.
There were 3/13 students who obtained 100%; 3/13 obtained 60%, and 2/13
obtained 40%. For sub-question 5b, which required only schematic knowledge,
the success rate was merely 29%. Only one student obtained 60%, while 7/13
obtained 40%, and the rest between 0–20%. Lack of schematic knowledge implies
that those students cannot think at higher levels of abstraction which belongs
to the prerequisites for successful programming: Fig. 1.

Question 6. This question comprises of 150 lines of code in which there are
various semantic and syntax errors. It also involves all types of knowledge. It
requires the student to analyse every word and line to ensure its final correctness.
Here it is necessary for the student also to understand the essence of the problem:
what problem is the given program aiming at solving. The average success rate
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Fig. 3. Students’ performance in question 3 for XCT1512 2016 final exam

was 47% where 5/13 of the students obtained between 55–73%, 7/13 obtained
between 28–50%, and 1 student less than 20%: see Fig. 1 (the last 4 columns).
In the 4th-last column of Fig. 1 the marks out of 38 are shown, and the 3rd-last
the percent-mark obtained for that question.

Two of the lecturers who teach programming made a very valuable input
into the performance of the students in programming. Their comments are more
of technical nature but they, too, contain different types of knowledge. Their
comments appear to correlate with the findings of the research, especially [7].
The lecturers are in agreement especially with the following remarks:

Programming language, as a rule, should not be difficult—see [14]—but crit-
ical thinking is. According to the lecturers, the students fail to see the ‘envi-
ronment’ and concentrate on the ‘surface’, not on the ‘deep’ meaning that con-
structs convey. There were also problem in understanding the control flow of
the given program. This issue is directly related to lack of procedural and con-
ceptual knowledge. Misconception of ‘functions’ is another big problem. There
was also a lack of understanding of the IF-THEN-ELSE statements whereby some
students did not grasp that either the one or the other one is processed. Condi-
tions in a program are not framed properly and there is lack of understanding
the precedence of operators. When it comes to data structures, it is puzzling
that although the majority of students can handle one-dimensional arrays they
cannot cope with two-dimensional arrays any more. Manipulation of strings was
also problematic as the students failed to see a string as a specific instance of
one-dimensional arrays. In the practice of programming, syntax and operational
semantics are tightly connected, although they are not the same. In our case,
some students even fail to understand what the syntax of a programming lan-
guage is; they have no language-theoretical notion of ‘syntax’ at all: for compar-
ison see [1,18,19]. Debugging could be considered ‘unnecessary’ if the programs
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were perfectly constructed. Nevertheless even the most experienced programmers
‘debug’. Novice programmers debug extensively by instrumenting their program
code with output commands, such as to be able to see what actually happens at
run-time. Finally, there appears to be lack of understanding of basic mathemat-
ics among our students. Proper mathematics (not just mathematical ‘concepts’)
teaches one to solve problems in a systematic manner. Surely it can assist the
student in doing programming if computer programming is considered to be a
subject about problem-solving rather than about the computers themselves.4

The above-mentioned perceptions are all related to some kind of knowledge
or another. Using the types of knowledge involved in programming may assist the
lecturer to identify gaps in the knowledge of the students. Because programming
contains many constructs (declarative knowledge) not knowing all the constructs,
why are they used (schematic knowledge), when, where and how to use them
(strategic knowledge), how to use them and in what sequence (procedural) and
finally not understanding the principles and the inter-connection between the
constructs (conceptual knowledge), the student will not be able to become a
programmer. The results of this study indicate that in many places there is lack
of declarative knowledge, even in a purely declarative knowledge question like
Question 4. Declarative knowledge can be seen as the first link into a long chain
that forms the program. A program is like a web of inter-connected concepts and
principles. In other questions studied in this survey, declarative knowledge also
featured to a large extent. Students who could not answer conceptual questions
also lacked sufficient declarative knowledge. In Question 3, where the students
had to show that they really know the various constructs and their function,
students gave many answers that simply did not ‘make sense’ at all; this could
indicate that they have possibly not even grasped the meaning of the question
(from a linguistic-terminological point of view).

Question 5 was about understanding a program in its entirety: what it does,
what problem it solves, and what actual output it yields. Describing and explain-
ing what a program does is as difficult as the reverse process of writing a program
to solve a problem. The reader of program code must concentrate on the various
aspects and functions of the program, and at the same time translate that into
‘natural’ language which a non-programmer can understand. The poor perfor-
mance by the students in that section of their exam highlights one more time the
lack of declarative and conceptual knowledge. This might also be linked to the
mental ‘memory overload’ of [21], whereby a reader must analyse and synthesise
what is being read at the same time. Lack of sufficient practice could cause that.
The student must do sufficient exercises so that certain intellectual functions of
the mind can be (so to say) ‘automated’. Critical thinking plays an important
role here, too, as paying attention to detail, making inferences, drawing con-
clusions (and so on) is an absolute necessity when one interprets program code
while converting such code into natural language.5

4 Recall Dijkstra’s striking analogon about calling surgery ‘knife science’ [6].
5 Shortage of formal-grammatical linguistic training in nowadays Secondary Schools

(prior to University) might perhaps contribute to the above-mentioned problems.
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Finally, in Question 6, which was about error detection in a program, it
became evident that there is a noteworthy imbalance in most of the students
different types of knowledge. The fact that only one student managed to get
73% on that section by attempting 93% of the question, while the second best
obtained 63% by attempting 83% of the entire exam paper, is an indication that
the group as a whole finds programming to be a subject difficult to learn: a
statement which is confirmed by many other authors, too.

5 Conclusion

Programming is a difficult subject to learn. It has been characterized as a ‘wicked’
subject. Although this was a case study with a small convenience sample, it shed
some light onto the performance of 1st-year students in a programming course. It
was found that lack of declarative knowledge has a negative effect on performance
in programming due to its connection to all other types of knowledge. Perhaps
lecturers assume that the students will learn all the facts and the lecturer can do
nothing about it. If this is true, then it is a bad assumption because it could be
part of the teaching of programming to motivate students. The perceptions of the
other lecturers confirmed the findings and added also some technical aspect to
the interpretation of the results. Since this study is part of a longitudinal study
into attrition at our university, ‘Action Research’ and collaboration among the
lecturers in programming can contribute to improving the pass rates in computer
programming. Analysis of programming also brought into the foreground the
various factors that make it a wicked subject. The most important one could be
the existence of all different types of knowledge appearing simultaneously when
one either designs a program or interprets a program. Finally, the idea of using
types of knowledge in programming to improve pass rates could be beneficial
to the lecturers who teach programming as it will be possible to classify the
knowledge and skills necessary for the course and to design the course around
them.
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Abstract. Test-driven development is often taught as a software engi-
neering technique in an advanced course rather than a core programming
technique taught in an introductory course. As a result, student program-
mers resist changing their habits and seldom switch over to designing of
tests before code. This paper reports on the early stages of an experi-
mental intervention to teach test-driven development in an introductory
programming course, with the expectation that earlier incorporation of
this concept will improve acceptance. Incorporation into an introduc-
tory course, with large numbers of students, means that mechanisms are
needed to be put into place to enable automation, essentially to test the
test-driven development. Initial results from a pilot study have surfaced
numerous lessons and challenges, especially related to mixed reactions
from students and the limitations of existing automation approaches.

Keywords: Teaching programming · Test-driven development · Unit
testing · Automatic marking

1 Background and Motivation

In a Computer Science (CS) degree, students are taught how to develop software
systems, in addition to other skills and techniques relevant to the discipline. Due
to the rapidly changing nature of CS as a young discipline, the recommended
techniques and methodologies to develop software (and therefore what is taught)
change over time, for example, from the ‘Waterfall’ method in the 1980s to ‘Itera-
tive’ in the 1990s and ‘Agile’ in the 2000s. Traditionally, CS courses would mirror
the general academic practice whereby students submit work for assessment by
tutors and lecturers. Many CS programmes have now shifted the assessment of
computer programs to computer-based assessment—termed ‘Automatic Mark-
ing’ at the authors’ institution [8]. While this assists in teaching the development
of computer programs, it does not help students to develop their own mecha-
nisms to assess their solutions. However, when students graduate, assessment is
a key skill required of them by their employers, as many software development
companies expect assessment of software, as a quality control mechanism, to
occur hand-in-hand with software development. Frequently, however, new grad-
uates either do not have experience or exposure to such software development
skills.
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 241–248, 2017.
https://doi.org/10.1007/978-3-319-69670-6_17
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While there are numerous approaches to software testing, Test-Driven Devel-
opment (TDD) [2] has emerged as a popular software development approach,
where the tests of software are produced first and drive the software creation
process. TDD has been shown to result in programmers learning to be more
productive [4,5], while generating code that is more modular and extensible [6]
and is of better quality [7]. Some early experiments have been conducted to show
that test-driven development can be incorporated into the kinds of automated
testing that is used in many large teaching institutions. Edwards opted to mea-
sure the code coverage of tests and the adherence of student code to student tests
as indicators of appropriate use of TDD [3]. He found that students appreciated
the technique and there was a clear reduction in error rates in code. However,
testing required the provision of a model solution for coverage analysis, which is
not always possible or accurate.

This paper describes a first attempt at incorporating TDD approaches into
an automated marking system, using the alternative method of testing the tests.
Where students have, in the past, only encountered advanced software develop-
ment techniques in later courses, TDD was designed into an early programming
course to avoid resistance from students who had already learnt a traditional
approach. It was expected that this would improve the skills of students while
better meeting the needs of industry. We present the initial integration in a 1st
year CS course, observations on that, and the results of a survey among students.

2 Implementation

As a pilot study, elements of TDD were incorporated into specific parts of two
assignments of a second semester course on object-oriented programming. Stu-
dents had already learnt imperative programming and were exposed to the gen-
eral notions of program testing in the previous semester. Assignments 2 and 3 of
the course were selected because they marked the start of OO content proper.
It was felt that TDD could assist with mastery of the concepts; with thinking
about objects and behaviour.1

2.1 Assignment 2

In Assignment 2, software testing was introduced as a means of guiding problem
analysis, solution design and evaluation. Students were:

– given tests and asked to develop code,
and

– given code and asked to develop tests.

Question 2.1 asked the students to develop an implementation of a specified
Student class. Three test requirements were described and a corresponding
test suite provided.

1 Assignment 1 concerned knowledge transfer—constructing imperative programs in
the language Java which was new for the students in that phase of their curriculum.
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Question 2.2 asked the students to develop an implementation of a specified
Uber class. Twenty-three test requirements were described and a correspond-
ing test suite provided.

Question 2.3 asked the students to develop test requirements and a correspond-
ing test suite for a given Collator class (specification and code provided).

In order to reduce cognitive load, it was decided that tests should be presented
using plain old Java rather than JUnit. However, to support automated testing
of tests, a specific structure was designed for their specification:

// Test <number>

// Test purpose

System.out.println("Test <number>");

// Set up test fixture

// Perform mutation and/or observation of objects

// Check result, printing ‘Pass’ or ‘Fail’ as appropriate.

Example:
// Test 1

// Check setNames sets name and and getFullName returns name.

System.out.println("Test 1");

Student student = new Student();

student.setNames("Patricia", "Nombuyiselo", "Noah");

if (student.getFullName().equals("Patricia N. Noah")) {

System.out.println("Pass"); }

else {

System.out.println("Fail"); }

2.2 Assignment 3

Assignment 3 builds upon Assignment 2, aimed to have the students work on
both components of TTD, being the red-green-refactor approach: they were
asked to develop tests and then develop code.

Question 3.1 asked the students to identify tests requirements and, subse-
quently, to develop a test suite for a specified JumpRecord class.

Question 3.2 asked the students to construct a JumpRecord class.

Students were given a single opportunity to submit their answers for Question
2 to the automatic marker. They were told that getting 100% for Question 1
should assure that an implementation that passed their tests would also pass
the automatic marker’s tests.

2.3 Testing the Tests

Question 3 of Assignment 2 (A2.3) and Question 1 of Assignment 3 (A3.1)
required that the automatic marker be used to evaluate a set of tests to assess
how well they discriminate between a correct implementation of the class under
test and a faulty implementation. For each question, based on the given specifi-
cation, a set of test requirements was drawn up and then, from these, a correct



244 H. Suleman et al.

implementation (gold standard), and a set of faulty implementations (mutations)
were developed. Mutations [1] were developed by hand by taking each require-
ment in turn and identifying ways in which the correct implementation could be
modified such that it would fail.

All in all, 19 test requirements were identified for A2.3, and 22 test require-
ments were identified for A3.1. From these, 23 mutations were developed for
A2.3, and 54 mutations were developed for A3.1. The automatic marker was set
up for a question such that each mutation served as the basis of a trial. A trial
was conducted by:

1. compiling and running the student test suite against the given mutation;
2. capturing the output;
3. searching for the presence of ‘Fail’.

In accordance with the theory of testing [1], the test suite passed a trial if
it generated a ‘Fail’. As a final trial, the test suite was run against the ‘gold
standard’ implementation of the class under test. Successful completion of the
trial required, naturally, that the suite did not generate a ‘Fail’. This final trial
was implemented using a special penalty feature, whereby all awarded marks
were deducted in the event that it was not successfully completed.

3 Observations

3.1 Automatic Marker

In the normal course of affairs, an assignment requires that a student submit
programs to the automatic marker. Each program is compiled once, and run may
times, i.e., trials are conducted in which inputs are applied to the program and
the actual output compared to the expected output. The student is informed
of the outcome of each trial. Where the program fails a trial, typically, they
are shown the inputs, the expected output and the actual output. Automatic
marking of a typical 1st-year students’ program usually involves about 10–20
trials. In the case of testing the tests of question 1 in assignment 3, there were 56
trials, resulting in a very large amount of feedback that was hard to process. A
different approach to providing feedback on tests of tests needs to be considered.
The user experience was impacted by a decision to have the automatic marker
compile mutations rather than precompile them. This made configuration easier,
but at the expense of submission response times.

3.2 Mutation Development

Mutations appear to make for effective characterisation of programming problem
requirements, and thus serve well as a means of assessing student tests that
purport to do the same. However, the effort involved in devising mutations by
hand is not trivial. While offset by the fact that materials are reusable, using this
approach to roll out TDD across a whole course would be a sizable task. One way
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of reducing the workload may be through a more discriminating application. For
example, rather than developing mutations for all requirements, identify those
that possess genuine complexity, or those that are most important in the context
of the learning outcomes for the assignment.

3.3 Testing Can only Reveal the Presence of Faults, Never Their
Absence

In Assignment 3, the students were assured that, should their test suite be passed
by the automatic marker, and their implementation be passed by their test
suite, then their implementation would also be passed by the automatic marker.
They were given one opportunity to submit their class implementation. The
intention was to encourage students to focus on tests first and then code later.
A large quantity of mutations was developed to ensure that the assurance held.
However, there were still some problems. A number students made a mistake
in the implementation of a particular method that resulted in a double being
returned instead of an integer; unfortunately, this was not picked up when testing
their tests because of automatic typecasting. One of the students created an off-
by-one fault in their code that should have been accounted for in the mutation
set but was not. These problems were fixed by adding two additional trials,
one involving compiling the student test suite against an implementation of the
class with the wrong return type, and the other by generating an additional
mutation. In future applications, it would be wise simply to limit the number of
submissions to a small number, as even test harnesses are seldom perfect.

4 Student Attainment

Table 1 shows the distribution of marks attained by the students on the TDD
questions. A mark of zero generally indicates that the student did not make a
submission. Thus, for A2.1, for example, 6% of the cohort fall into this cate-
gory. Students were permitted to make multiple submissions for the questions
of assignment 2 and for the first question of assignment 3. The mark spread for
A2.1 indicates that the students largely found it unproblematic. Students were
able to perfect their answers. The same generally applies to A2.2. The spreads for

Table 1. Student mark distribution.

Achievement A2.1 A2.2 A2.3 A3.1 A3.2

mark = 0 6% 8% 19% 33% 25%

0 < mark ≤ 50 0% 0% 3% 1% 4%

50 < mark ≤ 90 0% 6% 33% 10% 5%

90 < mark ≤ 100 0% 0% 38% 21% 2%

mark = 100 94% 86% 7% 35% 64%
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A2.3 and A3.1 suggest that the students found designing test requirements and
tests to be challenging. A significant number appear to have accepted a ‘good
enough’ mark once past 50%. It is possible that that they were not equipped to
perfect their solutions.

It is not uncommon in an assignment for later questions to score lower,
possibly due to time pressure. However, the spreads for A3.1 and A3.2 indicate
that assignment 3 was challenging from the start. A high percentage did not
submit a test suite for A3.1, or could not gain a mark past zero, while a relatively
small percentage achieved perfection. Due to the issues noted in Sect. 3.3, the
restriction for A3.2 was actually relaxed, and the number of permitted code
submissions was raised from 1 to 5. Given that the percentage attaining a mark
of zero goes down from A3.1 to A3.2, it would suggest some students simply
skipped the first question.

The average number of submissions made by the students was 1 for A2.1,
2 for A2.2, 5 for A2.3 and 12 for A3.1. These figures seem to confirm that
designing tests and test requirements was challenging. Also, the slight increase
in the average between A2.1 and A2.2 suggests that some students did not fully
utilise the supplied test suite.

5 Student Feedback

Students were asked to comment on their experiences on TDD in assignments 2
and 3, as well as unit testing that they were exposed to in later assignments. 23
students responded to a short survey at the beginning of the following semester
from a class that comprises about half the number of students enrolled in the
1st year course. In summary, the responses were as follows:

– When asked “how do you feel about having to do test-driven development”,
students had mixed reactions. About half were intimidated or unexcited by
the prospect, some of whom felt that it was inappropriate or unnecessary
for the sizes of projects. Other students, in contrast, felt that these were
industry-preparation skills that were necessary and useful for programmers.

– Most students stated that using TDD took more time, but some correctly
reasoned that this was because of the shift in mindset and setting up of
appropriate code frameworks.

– Most students thought that TDD did not improve their code quality, with
many unsure of the impact because of small projects. Only 4 students thought
TDD definitely improved their code quality.

– When asked “was TDD too much unnecessary work”, 14/23 indicated that it
was.

– About 50% of respondents understood how TDD worked in the assignments.
– Almost all respondents understood why TDD is important.
– Students were asked how the assignments could be improved. Answers

included: better instructions/teaching; less emphasis on pedantic tests; more
examples; a checklist for what could go wrong; more practice exercises; and
less ambiguity.
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– When asked for general comments, many students agreed that the principle
of TDD was important but the implementation could be improved in various
ways.

6 Discussion, Conclusions, and Future Work

The results from the early pilot study are mixed. Students appear to appreciate
the importance of TDD but they are not necessarily experiencing the imme-
diate benefits and it is perceived to be more of a hindrance than a help to
them. Staff observations also suggest that more effort needs to go into the design
of assessments and the design of assessment tools to support teaching using a
TDD approach. Traditional automated testing environments are based on feed-
ing input values or parameters to code and observing output/parameters. TDD
may need more sophisticated or different techniques to assess tests rather than
code. Instruction was mentioned by many students as an inadequacy and may
have to include a better explanation on the TDD methodology [2] and afore-
mentioned benefits [4,5,7]. This also extends to the training of those who design
assessment of TDD assignments. Automated assessment of programs is often
considered to be a ‘black art’, where experienced teachers encode their value sys-
tems into programs to enforce those values on students. Automated assessment
of tests takes this one step further and not much has been written on formalisms,
guidelines or best practices for those designing the assessments. Given the many
issues and mixed results, the next step is a refinement and possibly a second
pilot study. Technology enhancements, mode of teaching, timing of TDD in the
curriculum and many other factors need to be determined before the next group
of students encounters TDD, with hopefully a much more positive experience
than that of their predecessors. It may also be of use to assess the pattern of
submissions to the automatic marker, in particular on whether the undesirable
testing of one’s code through the automarker also holds for submitting tests,
rather than the intended red-green-refactor of TDD.
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Abstract. Educators in higher education institutions (HEIs) are under
constant pressure to improve their educational practices. This study
investigates possible causes for the first-year System Analysis and Design
(SAD) course failures of Information System (IS) students. First-year
failure is a significant contributor to non-progression statistics, which
is a major concern for many universities. For this paper, data was col-
lected from 29 IS students who had failed the first-year SAD course at
a university in South Africa. The respondents identified factors related
to educators, chosen pedagogy, confusion about the course content, and
lack of self-responsibility as contributors to poor performance. These
experiences are used to make recommendations to educators, especially
first-year educators, about how to improve their educational practices.
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1 Introduction

Educators in higher educational institutions (HEIs) are under constant pres-
sure to improve their educational practices [13]. Educators in Information and
Communication Technology (ICT) are not exempted from this pressure. Edu-
cational practices include a diverse set of performance areas, such as teaching
(facilitated learning), mentoring, supervision, assessment, and the like [13]. This
study focuses on one of these performance areas, namely teaching. The research
objective of this study was to investigate possible causes for first-year System
Analysis and Design (SAD) course failures of Information System (IS) students.
First-year failure is a significant contributor to non-progression statistics, which
is a major concern for universities [17]. Even worse, the consequences for a stu-
dent not completing a university degree may be severe at a later stage of life. Our
study was conducted at a prominent university in the capital of South Africa.
The research objective of this study translates into the following:

Research Question: Why do first-year IS students fail their System Analysis
and Design course?

c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 251–264, 2017.
https://doi.org/10.1007/978-3-319-69670-6_18
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The study does not only propose recommendations to educators to improve
their own educational practices (educators), but also proposes recommendations
to first-year IS students to decrease the risk of failing SAD.

2 Literature

Students do not learn in isolation. Their ability to master the contents of the
various modules offered as part of the curriculum is influenced by the students
themselves and by the tools available to them, which includes educators. The
educator can be seen as a mediator or tool [1,24] for the student to master the
content of the subject—here: SAD. The student is influenced by the environment
in which learning takes place, even though personal responsibility is required.
Figure 1 illustrates the bidirectional relationship between the student, the edu-
cator and the content to be mastered in a dynamic learning environment. Each
of these terms will be discussed in the subsequent sub-sections.

Fig. 1. The student-educator-content relationship.

2.1 The Role of the Educator

Teaching SAD can be quite challenging for educators. Rapid changes in the
environment, changing industry demands, new market trends and changes in
technology have a direct impact on how effectively students learn and how effec-
tively they will be in the workplace [6]. Educators are therefore under constant
pressure and are challenged to improve their educational practices [13].

Educational practices include a diverse set of performance areas, such as
teaching (facilitated learning), mentoring, supervision, assessment, and the like
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[13]. Many educational practices and teaching methodologies have been adopted
and tested to respond to the educational challenges associated with teaching
SAD [4,23]. Some of these practices and method(ologie)s are teacher-centered,
while others are student-centered. All these share the same goal, which is to
provide students with the best education and knowledge possible. However, in
general (not just in SAD), the success of these methodologies is questioned. In
2013, the Organization for Economic Cooperation and Development (OECD),
which is active in 34 member countries, published these statistics [12]:

– On average, 70% of the students who enter a university programme complete
a first degree, although there are significant differences between countries. In
countries like Hungary, New Zealand, Norway and Sweden this average falls
below 60%. On the other hand, in countries like Australia, Denmark, France,
Japan and Spain this average is above 75%.

– Full-time students have a better chance of graduating from degree pro-
grammes than part-time students. For example, in New Zealand, the com-
pletion rate of full-time students is 34% points higher than that of part-
time students. Students may decide to leave the education system before
completing their degrees. This can be attributed to attractive employment
opportunities.

– Women are more likely than men to earn a tertiary degree, with a completion
rate for women about 10% points higher than for men.

With regard to teaching SAD courses in particular, favourable arguments are
made for teaching methodologies such a problem-based learning (PBL). PBL is
a tried and tested student-centred teaching methodology with proven success.
When applying a PBL methodology students are responsible, to a greater extent,
for their own learning [20]. Learning becomes an act of discovery. The student
examines the problem, does some research on the problem background, analyses
possible solutions and proposes or produces a final result. In other words, the stu-
dents develop a greater understanding of the course material and content because
they are actively involved in the learning process [6]. This methodology auto-
matically forces students to engage in academic content that leads to more self-
discipline and mastery of academic content. PBL addresses some of the challenges
raised with regard to SAD teaching. PBL raises the quality of education and fur-
ther creates a contextual, collaborative and constructivist learning environment
[3,5]. Therefore, PBL assists in developing the critical thinking skills needed by
students in SAD. Finally, PBL presents an opportunity for the educator to become
the facilitator or guide in group work [14], which may also become a critical skill
for SAD students. However, even if PBL improves a student’s understanding of
SAD concepts and ideas, many failures in SAD courses remain.

This discussion therefore indicates that SAD educators continuously need to
explore and investigate avenues to improve their teaching practices. Even more
relevant to educators is to understand, from the perspective of students in the
ICT disciplines of Information Systems, Information Technology and Computer
Science, why they think they are performing poorly and even failing in SAD
courses.
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2.2 Systems Analysis and Design Contents

The field of SAD is dynamic and continually adjusting to the needs of organi-
sational information systems [6]. Flexibility is needed in the field to ensure that
students are learning new methodologies and the techniques necessary to deliver
a product that meets the needs of industry, the client.

At the university in which our research was conducted, the SAD module
is offered at undergraduate level in the first, second and third years of study.
In the first year, the module covers a variety of concepts that are needed to
understand the role of a business or systems analyst in the development of an
information system. The curriculum is roughly divided into a theoretical element
and a modelling element. The theoretical element includes systems theory, busi-
ness processes, creative thinking, problem solving, feasibility analysis, systems
development methodologies and requirements, and elicitation techniques. The
modelling element includes use cases, process modelling and data modelling. In
a similar context, Tepper reported on the challenges associated with teaching
SAD to first-year students, including [21]:

– the need for students to develop analytical and inter-personal skills;
– students initially not really understanding the need for the module, which

influences their motivation to learn.

An added challenge in the SAD module is that future employers have certain
skills in mind when they employ SAD interns or graduates. Saulnier reported
that employers still require students to have both ‘soft skills’ (such as the ability
to work in a team and solve problems) and ‘hard skills’ that are organisation
specific [16]. The challenges experienced by the students, in addition to the
requirements of future employers, make the SAD course complex for both the
students, who have a steep learning curve, and the educator, who needs to adopt
the correct pedagogy to prepare the students for future employment.

2.3 The Role of the Student

As indicated above, students in SAD courses are challenged by course content
that changes rapidly. Students need to stay relevant in a market where tech-
nology, methodology (techniques and approaches to develop new systems) and
industry trends change quickly [6,16]. SAD courses typically discuss systematic
methodologies for analysing a business problem and determining if and what
role computer-based technologies can play in addressing the business need [6].
All this change in SAD courses directly impacts on a student’s ability to effec-
tively master SAD course content and skills. Students in software development
need to become lifelong students.

Students must therefore rather focus on learning processes where learning
becomes an act of discovery, rather than focusing on mastering the SAD course
content that might already be irrelevant in the not-too-far future. Students
should focus on understanding and examining the given problem, researching
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the problem background, analysing possible solutions, developing a proposal and
producing a final result [6,25]. During this process, students develop a greater
understanding of relevant and contextual SAD course content and skills, and the
required critical thinking abilities to produce the final result [6,16]. In learning
processes like these, students engage in active learning that leads to mastering
changing academic content, such as SAD courses and content. Even though we
recognise that mastering SAD content is challenging for students, there are still
other factors that contribute to SAD first-year failures. Therefore, educators
must investigate further and broader to gain insight into the possible causes of
first-year SAD course failures from the perspective of the students.

2.4 The Learning Environment

Students are positioned in a dynamic learning environment. The environment in
which learning needs to take place consists firstly of the academic environment
provided by the university, and secondly the student’s personal environment,
which includes the socio-economic challenges that impact on student perfor-
mance [10]. Each of these environments will be discussed next.

The Academic Environment. Students typically have two opportunities to
pass a course (with applicable terms and conditions). In the first instance, stu-
dents register for the course to complete it over the course of a semester or a
year. Secondly, barring some entry requirements, if students are unsuccessful in
their first attempt, they can register for a ‘Summer School’. The subsequent
discussion will explain the situation at the particular university on which this
study reports.

Learning Throughout the Course. In the SAD course, students are pre-
sented with case studies of real-world business problems for which they have to
develop ICT-related solutions. This approach allows educators to follow PBL [6]
to SAD pedagogy. During a practical session, an educator may request that stu-
dents’ newly designed models be changed into database or business applications.
Students therefore require a thorough understanding of solving a real-world prob-
lem by applying SAD concepts and techniques, and using ICTs to implement
the solution.

Summer School, presented by the educator, mostly covers the theoreti-
cal and practical aspects of systems modelling. By taking the theoretical and
practical dimensions that are involved to pass the course into account, the edu-
cator structures the Summer School learning opportunity as follows: First, the
educator sets out the specific learning objectives and learning outcomes for the
day. Then, the educator goes through the theoretical aspects involved in a given
study unit. Typically, 60 to 90 min are used to go through the theoretical section.
The students are then allowed a break of 15 min.

After the break, a shift is made from theory to practice. The educator typi-
cally starts with a guided exercise to demonstrate to the students how to apply
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the analysis and design concepts (theory) from the given study unit to a real-
world scenario. Depending on the exercise, this activity may take anything from
60 to 90 min or longer to complete. Then the students are presented with a sec-
ond real-world problem scenario. However, this time, the students have to try
and solve the problem themselves. Due to the small number of students, they
are encouraged to work in groups, which helps them build confidence and learn
from each other.

In the last phase of the learning opportunity, the educator presents a solution
to students for the given problem. Typically, in analysis and design, there may
be more than one solution for a given problem. Students have the opportunity
to reflect on their own designs and/or models to understand and enquire why
some design solutions are better than others. The students then take a longer
break for lunch, after which the process is repeated for the new study unit.

Every day, before the students go home, they are informed of a class test that
will take place the following morning. Students use this opportunity to identify
personal problems that can be resolved on a personal basis with the educator.
The examination takes place on the last day of the Summer School week and
determines if a student achieved the learning outcomes to pass the course. The
examination is on the same standard as that of the year course.

The Student’s Personal Environment. Any formal learning at an educa-
tional institution needs to be supplemented by learning at home, be it through
homework, an assignment or preparation for an assessment. In South Africa, a
number of factors influence a student’s ability to extend their learning experience
to an environment outside the formally structured classes.

In [10] it was explained how learning takes place on three levels: the cognitive
level, the emotional level and the social level. Therefore, learning is firstly seen
as a cognitive process whereby the abilities of the student (their knowledge) and
their abilities to acquire and store new knowledge are essential. Secondly, learning
is influenced by emotions, attitudes and motivations. Even emotions related to
homesickness may impacts academic performance [26]. Finally, learning is seen
as a social process. Students need to be considered in the environment from
which they historically come and by which they are influenced on a daily basis.

In [10], universities were recommended to consider students within their envi-
ronment holistically, which might influence their ability to learn in one way or
another. For this reason the Council on Higher Education (CHE) states that “all
South African universities provide a range of student support services, through
structures such as financial aid offices, counselling centres, health centres and
writing centres. Generally, these support structures are managed through the
offices of a Deputy Vice-Chancellor: Student Support, or similar” [18]. However,
the first round of CHE audits showed that the formal curriculum does not make
provision for students who need the services mentioned above.
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3 Method

In order to gain understanding and insight of first-year SAD failures, we decided
to follow an interpretive research paradigm approach. This approach holds that
social life is based on socially constructed meaning systems and social inter-
actions. Therefore, people possess an internal experience of reality [22]. The
methodological position of interpretive research is the qualitative approach,
which does not exclude the positivist approach.

In this study, data were collected from 29 IS students (male and female)
who failed the first-year SAD course. These students attended Summer School,
the above-mentioned extra learning opportunity from 19 to 23 January 2015, to
re-do the course that they had failed in 2014. To qualify for the extra learning
opportunity, students had to prove that they had been officially registered for
the course in the previous year (in this case: 2014), but had failed the course.

Most of the students questioned were aged between 19 and 21 years (typi-
cal for first-year students) and represented different ethnic origins, social back-
grounds and genders as indicated in Table 1.

Table 1. Numbers of respondents, with ethnic and gender attributes.

Ethnicity Female Male (Total)

Black 5 7 12

Asian 1 3 4

White 6 7 13

(Total) 12 17 29

After the learning opportunity had been presented by the educator (see
Sect. 4) and the students had completed their examination, they were presented
with a questionnaire for data collection purposes. The questionnaire consisted
of open-ended questions that resulted in richer responses from the respondents
that suited the interpretive nature of this research study.

In the questionnaire, the students were asked how they had experienced the
first-year lectures and lecturing staff. The students were then asked to share their
positive and negative experiences of the Summer School learning opportunity.
Finally, the students were asked to share their opinions of why they had failed
the SAD course in their first year. Lastly, they were asked what they had learned
through this experience. No time limit was set for the respondents, allowing them
enough time to complete the questionnaire and think about the answers.

The data set was systematically coded into themes and categories as they
emerged, whereby the constant comparative method [19] was applied. Figure 2
illustrates the major themes that emerged from the data. In our study, four major
themes emerged as factors that contributed to poor student performance: the edu-
cator, the pedagogy, the course content, and the student. The Summer School
experience emerged as a supporting theme that assisted students in improving
their overall performance. Each of these themes will be discussed in the following
section.
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Fig. 2. Themes that emerged from the gathered data.

4 Causes of First-Year Failures in SAD

This section discusses the factors (as they emerged from the thematic analysis)
that contributed to the poor performance of first-year SAD students. Firstly, the
influence of the educator and their pedagogy will be discussed, followed by the
influence of the course content and the student-related factors. Finally, aspects
identified from the Summer School experience will be discussed in support of
improving students’ academic performance.

4.1 Influence of Educators and Their Pedagogy

The educator is a mediating tool [1] between the student and the content.
According to [15], the most important factor in determining student experi-
ence in a course is the educator. The educator is therefore an important factor
in the learning process. The data indicated that 45% of the respondents saw the
first-year SAD lectures and lecturing staff in a positive light.1 Conversely, 55%
of the respondents indicated that they had a negative experience of the first-year
SAD lectures and lecturing staff. The thematic analysis indicates that the most
common causes of this negative response were that the students perceived the

1 Examples of responses: “The lecturing staff is extremely friendly and helpful”. “The
staff was very welcoming and always willing to assist when needed”.
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lecturers as being ‘unclear’ in the way the content was presented, which led to
the students experiencing some confusion.2

Regarding the educator’s chosen pedagogy, individual students stated that
the level at which the content was covered was too high and the topics were not
well covered. This, in their opinion did not allow them to adequately prepare for
the examinations.

As previously discussed, the content of an SAD course is dynamic and
requires students to develop critical thinking and interpersonal skills [6,21],
which is a challenge to students, especially on first-year level. Furthermore,
according to [9], the challenges associated with large class sizes are exacerbated
by the fact that first-year students have mostly been exposed to “learning strate-
gies constructed around the memorisation of facts and the simple reproduction of
knowledge, or so-called surface learning”. First-year students need to be shown
how to implement the problem solving and critical thinking skills that are impor-
tant to prepare them for their future careers. The higher order thinking skills
required by students [21], coupled with the PBL approach that was followed (in
the modelling part of our course) can compound the confusion experienced by
students in mastering the content, especially students who experience challenges;
(see Sect. 4.3 below).

Another common factor that emerged from the data was the large class sizes.
Large class sizes have been attributed to low student performance [11]. Large
class sizes should present educators with an opportunity to adapt pedagogy
styles. However, in the context of this study, a respondent felt that the lecturer
does not care about individuals when lecturing first-year SAD. Individuals tend
to disappear, given the big classes and the large number of students that need
to be reached. This can compound the communication problem experienced by
a respondent who felt the educator did not respond to questions asked. Inter-
estingly, only 11% of the respondents indicated that the educators and lectures
were only partly to blame for the students’ failure.

4.2 Influence of the Course Contents

In a survey completed by senior employees [16], 95% of the respondents preferred
hiring graduates who are innovative in the workplace, 93% indicated that these
graduates needed to demonstrate critical thinking abilities, communicate clearly,
be able to solve complex problems, and apply their knowledge in real-world
settings. Some of our respondents confirmed the results of [16] by reporting on
the positive skills they had obtained from the SAD course:3

– 60% of the respondents indicated that the subject matter explains how to
analyse and understand systems;

2 Examples of responses: “It was not as informative as I would have liked, I failed to
understand some work”. “I was often confused about tasks we had to do”.

3 Examples of responses: “The way we analyse a scenario or system. . . diagrams help
us understand a system”. “It is practical to a working environment”. “The way of
thinking is different”.
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– 25% of the respondents indicated that the subject matter presents a different
way of thinking about problems and work;

– 40% of the respondents indicated that the subject matter explains how to
apply the theory in different real-world scenarios;

– 15% of the respondents indicated that the subject matter assisted them with
logical thinking.

About 25% of the students were not sure how they would apply the theory in
their future careers, while 15% of the students indicated that it was difficult
to understand the theory.4 The contradicting receipt of the content matter is
not surprising if it is taken into account that, at first-year level, some modules
are compulsory—like the SAD module at the university under consideration.
The module might not have been chosen by the students if they had a choice.
This can impact on the intrinsic motivation of the student to perform well in
the module. For example, the “intrinsic motivation is based on the fact that
students are interested in what they are learning, and the driving force is not
external rewards, but internal happiness and satisfaction” [10].

The discussions of above underline the importance of the role of the educator
in communicating the learning outcomes of the module. The importance of the
module in terms of the value it will add to their future career choices needs to
be communicated to the students. If the content is relevant in terms of industry
needs [21], educators will get students’ ‘buy-in’ in mastering the content.

4.3 Student-Informed Challenges

The students identified three subthemes that contributed to poor performances:
lack of self-responsibility, lack of class activity, and emotional trauma. Most of
the students (89%) indicated that they are also to blame for failing the course.
Firstly, when considering the lack of self-responsibility, which sometimes also
included lack of class activity, 22% of the students indicated that they had not
prepared or studied hard enough for the module, while 26% of the students
admitted that they had not attended classes frequently enough.5 According to
[8], however, class attendance (apart from competence in English and class par-
ticipation) is indeed an important factor affecting student performance. More-
over, three students blamed administrative problems (e.g., time table clashes)
for their failure.

When the students were asked what they learned from their experience, they
indicated that they should not skip class and should further request and ask
for assistance with subject matter when this is required.6 Interestingly, only
4 Examples of responses: “It is difficult to understand”. “I could not put the theory

into context”. “It will not help me in my particular field”.
5 Examples of responses: “I did not make enough time to study and revise”. “I barely

attended class”. “I did not study hard enough”.
6 Examples of responses: “I need to address academic problems sooner so I can learn

and comprehend the work”. “Engage frequently with the educator and other students
and explore more ways to implement SAD in the world”.
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three students were ‘battling’ with mastering the content: two students indicated
that they struggled to apply the theory to a practical solution, and one student
indicated that it was unclear how the different diagrams fit together in one
system. This is an indication that students need to understand holistically how
the different parts of SAD fit together.

Another theme that emerged from the data was that some of the students
experienced emotional trauma, which affected their performance. Taking into
account the social processes of learning and considering the students’ dynamic
learning environment, 24% of the students indicated that they had experienced
family or personal trauma that had affected their course outcome. The students
were not asked to go into details of the emotional trauma they had experienced.

In two interesting cases, however, students indicated voluntarily that the
amount of subject matter that they could not master was the cause of their
emotional trauma. These students did not know how to emancipate themselves
from this situation. In the second instance of emotional trauma, the educator
needed to create a ‘safe’ environment’ that would allow students to reach out if
they did not understand the subject matter before it caused emotional trauma.
Even though there have been reports that students fear their educators [7,15],
students need to feel generally comfortable to approach them. Thus, students
need to be provided with information about support structures available at the
institution. As indicated above, the CHE confirmed that all South African uni-
versities have structures on site to support students in the various challenges
they experience [18]. Educators are not always equipped to render specialised
support, but they must have the knowledge to refer students to the specialised
units and be sensitive to the implications of the traumatic experience.

In summary, even though students are influenced by the cognitive, emo-
tional and social processes [10] in which learning takes place, they need to take
self-responsibility by taking part in the learning opportunities provided by the
educator. Furthermore, students need to have the courage to reach out if they
‘fall behind’ in mastering the content.

4.4 Lessons Learned from the Summer School Experience

Summer School is different from the SAD first-year learning opportunity in terms
of time and class sizes. Timewise, Summer School is presented over five days,
instead of a whole year. Furthermore, learning opportunities in the year course
involve large class sizes, while typical Summer School classes do not exceed 30
students. In what follows we describe how students experienced our Summer
School learning opportunity. All respondents indicated that they had a posi-
tive experience of the Summer School and educator, while 52% of the students
indicated that the Summer School opportunity assisted them in clarifying and
understanding subject matter better. About 61% of the students indicated that
the educator played a major role in their positive and successful experience of the
Summer School learning opportunity. Lessons learned from the Summer School
experience included the following:
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– a number of discussions and detailed explanations facilitated understanding;
– it was an advantage that the format was compact and clear (as opposed to a

module taught over two semesters);
– small classes made for easier learning.

Especially the smaller class sizes allowed for more detailed discussions, a com-
mon critique against large class sizes [9]. In a semester system, according to
[2], the burden of studies is less compared to an annual system, and students
have more opportunities to score better. This might explain the success of our
Summer School experience, as it makes allowance for smaller groups and focused
discussions, which allows for better opportunities to obtain higher scores.

In summary, all students experienced the Summer School as positive. The
Summer School experience assisted the students to better understand the subject
matter and helped them to clarify the work. The students also complimented the
educator who gave detailed explanations of the subject matter and encouraged
class discussions. Students indicted that they preferred smaller class sizes that
allowed for personal assistance and easier learning.

5 Conclusion

This paper investigated the factors that contributed to the poor performance of
first-year SAD students at a prominent university in South Africa. In answering
the research question, it was found that:

– Lecturers did not always simplify the manner in which the content was pre-
sented. This caused subject matter confusion and misunderstanding for stu-
dents. One student indicated that it is not possible for educators to provide
individual assistance to students because of the large class sizes.

– Students indicated that they preferred smaller classes that allowed for per-
sonal assistance and easier learning.

– Some students experienced emotional trauma (mostly on a family and per-
sonal level) during their first-year course that may have contributed to their
failure. In two cases, the students indicated that the emotional trauma was
caused by subject matter that they could not master. These students did not
know how to ask for assistance to emancipate themselves from this situation.

– Students found it difficult to master (understand and apply) the subject mat-
ter. Some of the students experienced difficulty in envisioning how the subject
matter could be applied to their fields.

– Students admitted that they needed to learn harder and prepare better for
assessment opportunities. They further indicated that, when they are in trou-
ble during the course, they should ask educators or fellow students for assis-
tance and not fall behind.

The following recommendations are made towards the identified causes for
first-year SAD course failures:
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– Educators need to be sensitive to the complexity of the SAD course content.
Learning outcomes and student expectations need to be set in the beginning
to guide students through the content. This will decrease subject matter
confusion and misunderstanding.

– To address the problem that students are generally not privileged with ade-
quate individual attention, which is an unfortunate consequence of large
classes, it is recommended that educators have consultation times and encour-
age students to use them to request personal assistance. If students experi-
enced emotional trauma that may impact negatively on their courses and
results, educators should make them aware of where to find professional help
or counselling. Students should be encouraged to ask for assistance to eman-
cipate themselves from their situation.

– In accordance with the PBL methodology students need to take responsibility
for their own learning. Students need to learn harder andprepare better for SAD
assessment opportunities. Educators should further encourage the students to
ask for assistance (from educators and fellow students) when they need course
or subject matter assistance. Students should not at any stage fall behind.

All students in our study experienced the Summer School learning opportunity as
positive. Summer School assisted the students to understand subject matter bet-
ter and helped them to clarify work, which they did not previously understand.
They also enjoyed the individual help and assistance from educators during the
Summer School. The contributions of this paper lie in the insights and experi-
ences that were shared by students who failed their first-year SAD course. The
experiences and insights of these students were used to make recommendations
to educators, especially first-year educators, to improve their educational prac-
tices. The experiences and insights of the students can also be used by fellow
students to identify possible pitfalls that may cause them to fail, when enrolling
for an IS course.

We close this paper by encouraging other educators in the field of Information
Technology to find creative ways to improve educational practices and to share
this with other educators in the field.
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Abstract. Quite often Computer Forensics students are afforded little
or no opportunity to gain experience when it comes to retrieving dig-
ital evidence from a crime scene. For our offering, the exclusion was
attributed to a lack of resources in terms of time, physical space, and
equipment. To circumvent the aforementioned short-comings, we tapped
into the imaginations of our students to introduce a search and seizure
exercise by means of role-play simulation, which is seen to be a form of
active learning. This paper describes how we adapted the problem-based
learning activities approach employed by the Universities of Sunderland
and Glamorgan, to offer our students a similar student-centered learn-
ing opportunity, supplementing the lack of a professional crime scene
environment with a storyteller to fill in the details of what the students
experience during their role-play simulation. We review our version of
the search and seizure role-play simulation against the lessons learnt at
Sunderland and Glamorgan, examining how future implementations can
be revised to reflect best practices in offering our students improved
learning opportunities.

Keywords: Computer Forensics · Role-play simulation · Active
learning

1 Introduction

When it comes to teaching what may be viewed as a rather voluminous amount of
theory in Computer Forensic modules, lecturers are likely to require additional
strategies beyond that of the traditional lecture-based format if they are to
expect their students to grasp the work instead of resorting to rote memorization
of the facts and processes.

The focus on teaching this subject field is particularly a concern in light of
findings on the state of digital forensic practitioners in South Africa, where qual-
ifications, training, and competences of practitioners generally “do not match
up to objective standards” [7]; for comparison see also [10]. Given the preva-
lence of cybercrime [12] and the South African government’s attempt to address
shortcomings in legislation by means of the recently revised Cybercrime and
c© Springer International Publishing AG 2017
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Cybersecurity Bill [8], the aforementioned confirmation is unsettling. Computer
Forensics lecturers must therefore revisit how the subject matter can be better
taught to produce capable, potential practitioners.

An often overlooked learning unit in Computer Forensics modules relates
to the crime scene [6], where one must be sufficiently knowledgable in order
to identify, secure, and preserve digital evidence in a forensically sound man-
ner for further examination at a later stage. As a result, students focus on the
analysis and examination of digital evidence and do not always understand the
intricacies involved in how that evidence got to the laboratory in the first place
[6]. To fill this gap in students’ impressions of the overall investigation process,
Irons and Thomas adopted a problem-based learning approach in which through
arrangements with the local police training college and university forensic sci-
ence department respectively, students at the Universities of Sunderland and
Glamorgan were given the opportunity to work through scenes set up at special-
ized crime scene facilities [6].

While the approach has been demonstrated to produce authentic learning
gains [6], securing such a specialized physical space was not possible in our case.
This paper describes our experiences in offering a similar learning opportunity
despite a lack of the specialized resources by conducting a search and seizure of
digital evidence at a crime scene by means of role-play simulation, with lecturers
assuming the role of a storyteller to describe and manage what is happening
in the simulated crime scene. By doing so, we ensured the inclusion of search
and seizure at the crime scene as an active learning activity in an otherwise
unforgiving lecture schedule. Our approach also encouraged students to carry
out self-directed studies and conduct further research on the chain of custody
guidelines in order to prepare for their attempts at digital evidence acquisition.

2 Literature

2.1 Problem-Based Learning and Role-Play in Education

A method of instruction that originated in medical school, Problem-Based Learn-
ing is an approach that makes use of real-world problems to provide students with
the context and motivation for engaging in active learning activities—it is there-
fore seen to significantly promote student ownership, critical thinking, team-
work, problem-solving skills, and self-directed and life-long learning [1,3,5,11].
While numerous PBL variations have materialized since it was first implemented
as a means of addressing student disenchantment with information overload and
a failure for them to connect the dots between theory and envisaged practice,
the original PBL model exhibited a number of characteristics [3]:

– problems are presented to form the focus and stimulus for learning;
– these problems are presented in a manner that develops students’ problem-

solving skills;
– students assume responsibility of their own learning;
– students were organised into small groups to facilitate learning;
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– teachers guide learning within these groups;
– students acquire new information through their self-directed learning.

Similarly, role-play has also been accepted across multiple disciplines as an effec-
tive learning strategy in encouraging participation among passive learners while
promoting autonomy and material retention in student learning [5,14]. In role-
play, students assume roles and immerse themselves in a given case scenario
which enables students to utilize all four senses identified in the VARK (visual,
aural, read/write, and kinesthetic) learning styles inventory [5]. In first-aid train-
ing, for example, students are usually presented with a scenario in which they
arrive at a scene where several patients require emergency medical attention
and the students must draw on their first-aid knowledge in order to assess and
apply the appropriate aid to the various patients. Although role-play is seen to
enjoy much success, it should not be seen as a ‘silver bullet’ in education—while
research has shown that the use of role-play in PBL can help students achieve
both active and experiential learning with several value adds values (such as
creativity and student-driven learning) [5], it can also be counterproductive. To
cite a few examples [4,5,14]:

– it can end up being time-consuming;
– it can distract students from the intended lessons;
– one student may hijack the scenario, overshadowing the contributions of their

fellow students;
– not all students will be interested in participating due to their personalities

and preparedness.

Greater planning and preparation must therefore go into determining the format
of role-play exercises to ensure that the efforts are not undermined. One such
aspect of the planning that must be considered is the type of role-play (‘role
switch’, ‘acting’, or ‘almost real-life’) to use which is discipline-dependent [13].
For that reason, the next subsection examines the characteristics of Search and
Seizure exercises to determine the appropriate role-play model.

2.2 Search and Seizure at Crime Scenes

While Computer Forensics lecturers do not neglect to cover the topic of search
and seizure, Irons and Thomas observe that the learning unit is often done in a
theoretical manner, with students rarely having the chance to obtain practical
experience in the matter. Reasons for foregoing a practical learning opportunity
in this subject vary, although common logistic motives entail, according to [6],
a lack of:

– a physical crime scene area to perform the exercise in;
– technical knowledge on the lecturers’ parts to develop or acquire realistic

digital evidence;
– items necessary to perform the exercise with;
– opportunity to include the practical exercise.
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Moreover, because most digital forensic practitioners are unlikely to visit a crime
scene, the exclusion of the opportunity to practice search and seizure of digital
evidence is not considered to be a serious concern. As a matter of fact, Irons
and Thomas are of the view that practical assessments of students in search
and seizure should not represent a significant weight in contributing towards a
degree in Computer Forensics [6]. On the other hand, there is value in providing
students with the opportunity to exercise their search and seizure skills through
some practical activity as the opportunity would enable students to understand
evidential continuity and integrity; as well as the need to separate the relevant
data from all the ‘noise’ in digital evidence [6]; for comparison see [15].

As described in Sect. 1, practitioners at a crime scene tasked with the search
and seizure tasks are required to draw on their knowledge (which is required to be
rather expansive as many numerous technologies may be involved) in order to:

– survey the scene;
– identify the various hardware, software, and miscellaneous items that serve

as sources of potential sources of evidence;
– devise a strategy for acquiring and preserving the identified evidence items;
– acquire the evidence (using the appropriate tools and techniques) in a manner

that is forensically sound;
– bag-and-tag the evidence items collected (ensuring that they are preserved),

documenting the necessary information.

This is similar to that of emergency medical technicians or paramedics who
stabilise patients at the scene for transport to the hospital. Such parallels would
thus indicate that the use of role-play in first-aid and emergency services training
would be similarly, if not equally as suitable as an exercise for Computer Forensic
students needing to study background knowledge in order to correctly carry out
search and seizure tasks at a crime scene. Based on this comparison, we can
establish that the ‘acting’ role-play model would be the most appropriate choice
of the three types of role-play approaches to use.

Acting role-play can be described as ‘playing out and/or exploring a scenario’
which may need the use of props [13]. Our planning and preparation of a role-
play search and seizure exercise must therefore consider the inclusion of props
to support the acting; the inclusion of ‘noise’ from unrelated items at the crime
scene; and some form of task(s) that will ensure that students do the necessary
studying to prepare for the role-play.

3 Adapting the Search and Seizure Exercise

When it comes to learning about search and seizure, a number of learning out-
comes are assessed. These include:

– the appropriate use of warrants;
– the relevant application of computer knowledge basics (e.g.: how computers

work, how operating systems boot up, etc.);
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– following processes correctly when conducting a search and seizure of evidence
from a crime scene;

– being able to distinguish between techniques used in live and dead forensics;
– using appropriate tools and techniques to make forensic copies of data;
– maintaining a chain of custody.

Most of this information is published in several reference field guides published by
law enforcement and judicial organisations such as the U.K. Association of Chief
Police Officers (ACPO) [2] and the U.S. Department of Justice [9]. Traditionally,
our students were advised to revise their computer knowledge basics from pre-
vious years of study, and to study the aforementioned field guides. Combined,
the material is considerably lengthy and overwhelming, leading to students often
skimming through the content, and memorising processes that were likely not
retained after having answered the theory assessments.

Seeking to improve student engagement and knowledge retention in this
learning unit, we adopt the problem-based learning approach employed by [6],
adapting their exercise to suit our particular environment. To do this, we begin
by examining the profile of our students.

3.1 Student Profile

Our Computer Forensics module is an elective offered to students study-
ing towards an Information Technology or equivalent ‘honours’ (postgraduate)
degree with the number of students registered for the module varying from year
to year.1 In terms of student profile, our students are in their twenties, mostly
male, with a majority registered for full-time studies. Even so, there are consid-
erably enough part-time students in the class to warrant scheduling our search
and seizure role-play simulation during the official class times that are organized
after office hours in order to accommodate the students who work. This does
however impose a potential limitation in terms of the time we can allocate each
group for conducting their search and seizure role-play simulation session.

3.2 Freeing Up Time

As is, our Computer Forensics curriculum is quite full due to the large volume
of work that must be covered within the course of the single semester. This is in
contrast to programs where students focus on acquiring a Computer Forensics-
related degree across multiple years. Spanning 14 lectures with a learning unit
being covered in each week, introducing a search and seizure practical would
therefore come at the expense of our removing a single teaching unit from the
module’s programme. Guidelines for implementing successful role-play exercises
1 For readers from outside South Africa: the South African ‘honours’ degree is an

extension of the classical ‘B.Sc.’ degree which enables a student to commence with
Master-studies thereafter. While already considered ‘postgraduate’ in South Africa,
the ‘honours’ degree in South Africa is reasonably well comparable to the final study-
year in the (longer) U.S. American ‘B.Sc.’ curriculum.
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suggest that certain content or topics be earmarked for self-study to free up the
time (in our case: one week) [4]. Because students will need to have knowledge of
what to do with the digital evidence they come across in the crime scene, it makes
sense to prescribe the ACPO and DoJ field guides (mentioned at the beginning of
Sect. 3) as self-study. Unless they familiarise themselves with the content of the
guides, students will not have the knowledge needed to carry out the search and
seizure exercises correctly. Similarly, we can also consider freeing up additional
time by setting the learning unit on basic computer knowledge aside as self-
study content that students must cover in their own time. We believe that this
is reasonable since our students are honours students in IT or similar. It would
therefore be reasonable to expect all students to possess the necessary Computer
Science knowledge that is regarded as a foundation in the field of digital forensics
[7]. Our approach can be seen to be an implementation of the flipped classroom
principle where our students learn at home in order to demonstrate how to do the
‘homework’ during the role-play exercise [16]. By casting students as members
of a digital forensic investigation team that will be required to report to a crime
scene in a few weeks to carry out a search and seizure of evidence items, we
are motivating students to do that self-study with the promise of being able to
problem-solve their way through a mystery as a ‘reward’.

3.3 Role-Play Format

A second recommended guideline to ensuring a smoother role-play experience
recommends that we supply students with sufficient information before the role-
play itself takes place [4]. As such, we provide our students with an information
sheet at the beginning of the semester, detailing the format of the role-play
exercise.

Students are informed that in approximately two months, they will be given
the opportunity to conduct a search and seizure exercise as a team of first respon-
ders who have arrived at a scene at the request of a client (either law enforce-
ment or a private party). During this exercise, they will be required to apply
the appropriate processes to ensure that they have acquired and preserved the
digital evidence correctly. As with all such investigations, they will be expected
to submit a report that documents everything that they have done, serving as
their chain of custody records. At present, they do not know what the case will
involve. However, they can be assured that they will need to be familiar with
the different procedures that should be followed when it comes to searching and
seizing the different types of digital evidence.

In preparation, students must first form and register their teams, (a max-
imum and minimum number of members per team is enforced). Students are
strongly urged to form their own teams as we believe that familiarity between
the team members will likely improve the team’s ability to play out their roles
more cohesively. We only step in and place students who have yet to register into
teams should the registration deadline pass. Table 1 shows how student teams
were formed for the search and seizure role-play simulations offered in the past
two years. As the table shows, we were required to intervene during both years
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when students were not familiar enough with their classmates to form teams.
Although these lecturer-formed teams were able to band together to complete
the role-play exercise, we could not help but notice that they did not behave in
as coordinated a manner as their peers that had formed teams on their own.

Table 1. Student search and seizure team compositions

Year 2016 2017

Class size 33 17

Teams 7 5

Student-formed teams 5 4

Lecturer-formed teams 2 1

3-member teams - 1

4-member teams 2 2

5-member teams 5 -

Then, in addition to the weekly content taught during lectures, e.g.: legal
requirements and warrants, students must do self-study and revision in order to
build up their knowledge on what to do given various scenarios and requirements
(e.g.: being creative when an investigation must be done secretly without alerting
the suspect that their machine was examined). Students are further advised
that the inclusion of props will help them create a more authentic experience
during the role-play when they have to use various tools to carry out their tasks.
Each team is also required to submit an inventory list that identifies the tools
and equipment that they will be bringing with them to the crime scene. The
requirement encourages students to do the necessary reading before hand.

Teams are graded based on their consideration of legal requirements (will
they require a warrant?); how well they identify the various sources of evidence
in their scenario (did they manage to find all the sources of evidence?); did
they work together collaboratively as a team (were team members tasked to
carry out specific roles? Did everyone participate?); did they use the appropriate
acquisition strategy (given the circumstances, can they take that evidence item
with them?); how the evidence is bagged and tagged (did they use a Faraday
bag or cage for the mobile devices?); their chain of custody report (how detailed
and meticulous is their record-keeping? Do they motivate their decisions?).

Finally, each team member will be required to complete a peer evaluation
review in which the contributions of each team member towards the group’s
efforts are assessed. These results are used to calculate the individual marks of
each team member, based on the overall group mark obtained.

The following subsections describe the various considerations that influenced
how we adapted and developed the problem to suit our needs.
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3.4 Resource Limitations and Overcoming Them

Whereas the Universities of Sunderland and Glamorgan were able to secure phys-
ical spaces designed specifically as crime scenes, we did not have such a luxury
nor did we have the forensic equipment (including clothing such as gloves, over-
alls, masks, etc.) to use as props or tools. Against the backdrop of the notorious
‘Fees Must Fall’ protests in South Africa, it is unlikely that this resource issue
would be addressed soon. As such, we decided to overcome this shortcoming by
employing a role-playing simulation strategy in which:

1. Lecturers serve as the storytellers responsible for guiding the flow of the
scenario. Very much like the ‘Dungeon Master’ role in a game of the ‘Dungeons
and Dragons’ board game, the storyteller is equipped with the entire plot of
the exercise, enabling them to narrate and interact with the students as the
story unfolds based on what the students do at the crime scene.

2. Students act out how they would carry out their tasks at the crime scene,
describing to the storyteller and fellow team members what they are doing
and why they are doing so at each step.

3. Students are encouraged to make use of props to serve as substitutes of the
equipment needed to carry out search and seizure tasks. The props serve as
visual aids that assist all involved in the role-play to better visualize what is
happening at the crime scene.

3.5 Setting Up Crime Scenes

For each group, we devised a different scenario, each with its set of evidence
and items (such as books, laptops, USB storage devices, printouts, sticky notes,
photographs, posters, and other hardware) for transforming a computer labora-
tory into the crime scene. In some cases, we had even made our own props to rep-
resent particular devices. A former paperclip container, for example, was converted
into an ‘Amazon Echo Dot’ when we pasted the ‘Amazon’ logo on its side and
attached a drawing of its familiar four-button interface to the container’s top.

Scenarios were built around a number of basic activities that every team is
expected to demonstrate competence of—these include knowing whether to use
a warrant to conduct the search; imaging of a device; making use of appropriate
tools to aid in the documentation of the scene; dealing with devices that are
live. For example, in one scenario, the device that must be imaged is a hard disk
located inside a laptop while it is a USB storage device in another scenario. In
doing so, the difficulty of the different scenarios were standardized, with the prin-
ciples that must be assessed assuming different guises. This approach is similar
to assessments in first-aid training where students must be able to demonstrate
competency in a number of first-aid basics such as the recovery position and
CPR.

As a bonus, additional sources of evidence (such as a USB storage device
disguised as a lanyard and a Yubikey) were also integrated into the scenario.
These are in addition to the irrelevant items that are added to each scenario to
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add ‘noise’ to the crime scene, giving students a better understanding of how real
crime scenes can be messy and difficult to navigate through. A stack of printouts,
for example, can serve as a red herring that distracts them from completing their
original goals.

To aid storytellers, a document containing the main plot, as well as a list
of all the items in the scenario and what they represent is supplied, allowing
storytellers to describe how events unfold as the students come across and inter-
act with the different items at the crime scene. It should be noted that since
students may pursue an action that is not relevant to the case, storytellers will
need to be creative enough to accomodate deviations from the intended script
and respond to student choices in an open manner. Ideally, storytellers should
coach students back onto the right path should they stray.

4 Reflections

4.1 What Students Did

While the intention of the inventory list was to ensure that students prepared for
the role-play and avoided the prospect of students suddenly ‘magicking’ items
out of thin air during the exercise, we found that these lists were still hastily
assembled. In some cases, these inventory lists were merely copied and pasted
from some Internet source and then submitted late.

Every single team that participated brought props with them during their
role-play session with the amount of props varying from team to team. The level
of effort invested also varied, ranging from teams with just gloves (dishwashing
gloves to meatpacking ones), to others that dressed up in reflector vests, and
others donning surgical masks and scrub caps for the occasion. Likely heavily
influenced by television, some teams were very eager (and adamant) about being
able to ‘dust for prints’ or ‘swab for DNA’ despite repeated comments for teams
to distinguish between digital and ‘wet’ forensics.

Throughout the session, team members had to talk us through with what
they were doing with any piece of evidence they came across, voicing the rea-
soning behind their choices as they carried out the documentation, bagging, and
tagging of evidence items for transport to their laboratories. While not every
evidence item was identified in each scenario (despite prompting from the story-
teller), student teams demonstrated that they had studied the theoretical content
through their successful completion of the various tasks; (we regard a task as
being completed successfully if the appropriate procedure as detailed in the field
guides are followed). At the end of their session, the storyteller informs the team
of the items they have missed and gives a quick rundown of any processes that
may not have been done correctly. It should be noted that errors made arose
from not finding the evidence and not paying attention to what was said—this
suggests that the students need to work on their listening skills, rather than the
students not having done the required self-studying. After the session the team
gathers the recorded data (written notes, recordings, and photographs taken) to
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compile a report. The report allows students to reflect on their learning, identi-
fying where they went wrong.

Of the 50 students who participated in the exercise, we noticed that only one
student did not seem to be as enthused. This is in line with the feedback obtained
from other researchers showing that role-play exercises are generally met with
an overwhelmingly positive response [5,14]. We are therefore encouraged by the
positive and eager attitude to our exercise. As such, we would like to engage
with our students in identifying the positive and negative aspects of the exercise
in order to refine future offerings of this learning opportunity.

4.2 Changes to the Role-Play (2016 versus 2017)

Over the span of two years, several aspects of our role-play simulation underwent
revision. We detail these changes, indicating their impact on the effectiveness of
the role-play as a result.

Noise at Crime Scene: In 2016, each scenario was prepared with their own
set of items, including unrelated items serving as distractions at the crime scene.
This required that we had many more devices and props, taking more time to
prepare the unique scenes.

In 2017, we opted to reuse some of the props in other scenes. We did this
by setting up the various scenarios close to each other. For example, books on
a desk for one scenario then served as a bookshelf at the edge of another. This
had the effect of creating additional ‘noise’ in the crime scene and more surface
area for the teams to explore in their search for sources of evidence.

Team Size: Our experiences with five-member teams in 2016 demonstrated
that larger numbers tended to be rather chaotic when the team members are
not as well prepared. In such cases, members did not always work cohesively,
talking over one another, repeating questions to the storyteller, and undoing
work at times. In one case, a team member stood and watched while their four
team members did everything.

We addressed this problem in 2017 by limiting the maximum number of team
numbers to 4. This approach allowed us to better follow what the various team
members were doing, making it easier for us to tell them how the story unfolds
in response to their actions.

Staff per Scenario: Due to time constraints and many groups, one lecturer
served as both the storyteller and observer (responsible for taking down notes
and grading the team’s activities) in 2016 for each group. This however proved
difficult to follow (given the larger team sizes).

We rectified the problem by assigning a storyteller and a separate observer
to each scenario (with smaller teams) in 2017.
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Use of a Standardized Set of Tasks: A non-standard list of tasks that had
to be completed in each scenario was used in 2016, leading to varying levels of
difficulty for the different teams.

To standardize the difficulty in 2017, we started with a base set of require-
ments (tasks that had to be done) and built stories and evidence items around
these requirements. In this way, every scenario required that the team carry out
the same tasks.

Time: The time allocated to each scenario was reduced by five minutes in 2017
due to time constraints and venue availability. Although the smaller teams and
shorter timeframes meant that teams focused on their tasks better, the overall
sentiment was that students enjoying the role-play found the experience to be
too short.

5 Conclusions

We set out to introduce a learning opportunity in our Computer Forensics mod-
ule that would engage our students, prompting them to take ownership of their
own learning and play a more active role in initiating research on the different
(sometimes esoteric) hardware and software that they may come across during an
investigation. Based on the quality of the reports, the extensive use of props, and
their enthusiasm in tackling the problem, we believe that we have achieved some
part of this. Informal feedback from students, for example, have been positive
with certain students from the 2016 cohort indicating that the role-play rep-
resented one of the highlight of their honours studies. While we have observed
visible improvements in our second offering of the search and seizure role-play
simulation, we acknowledge that there is still much room for improvement in
how we present the learning activity. Based on our observations, feedback from
the students, and from colleagues at the SACLA’2017 conference, we list the
following as possible considerations in future implementations.

Manageable Team Sizes: Future teams should comprise three to four mem-
bers with one member responsible for documenting the process. This will
allow us to follow what the team members are doing more effectively and
give appropriate feedback; everyone participates meaningfully and in a coor-
dinated fashion).

Increase Simulation: Make use of simulation on working desktops to imitate
programs or processes that are shown to be running on the ‘suspect machine’
when the investigators interact with it. This will assist in helping students
better visualize the context of the problem.

Red Team versus Blue Team Competition: By pairing teams against each
other, the task of setting up scenarios can be delegated to student teams. This
approach will allow students on the opposing team to consider the mindset
of the organisations or individuals that are the subject of their investigations
when it comes to hiding the evidence away.
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Emphasis on Team Work: By stressing the importance of working as a coor-
dinated team at the beginning of the module (and having smaller teams), we
anticipate better division of duties amongst team members.

Detailed Inventory Lists: Instead of simply listing all the items that the team
will be bringing with to the crime scene, teams will now need to detail what
each item is meant to be used for. In addition, to avoid last-minute efforts,
teams may need to formulate the list as an ‘acquisition request’ in which they
motivate the ‘purchase’ of equipment, subject to a limited budget. These
additional levels of preparation will force students to start their research
earlier, potentially minimising the lack of participation from students who do
not acquire the necessary background knowledge as required.

Finally, we intend to conduct a formal questionnaire that will enable us to qual-
itatively establish what worked and what had not worked from the students’
perspective. Such a questionnaire will also allow us to compare our results with
those experienced by students at the Universities of Sunderland and Glamorgan.
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Abstract. As fourth-year Information Technology students make the
transition from under-graduate studies towards a post-graduate degree,
an honours research project may be a daunting task (For readers from
outside South Africa: the South African ‘honours’ degree is an exten-
sion of the classical ‘B.Sc.’ degree which enables a student to commence
withMaster-studies thereafter.While already considered ‘postgraduate’ in
South Africa, the ‘honours’ degree in South Africa is reasonably well com-
parable to thefinal study-year in the (longer)U.S.American ‘B.Sc.’ curricu-
lum). At the Vaal Campus of the North-West University a series of lectures
are offered in anattempt to guide students tomake this transition. Students
arefirstly introduced to researchparadigmsand then eachof the fourpreva-
lent information systems paradigms is focused on, to explain the method-
ology and methods applicable, and how it may be implemented. Each lec-
ture in the lecture series is accompanied by an assignment. Although many
obstacles present themselves in the completion of the honours research
projects, a prominent one was identified. It concerns the interpretivist par-
adigm and specifically the collection of qualitative data with its accompa-
nying data analysis. To assist students, the analogy of the infinity symbol
(∞)withanexamplewereused to explain the concept. Important focuses of
the explanation include the crossroad faced by researchers when they need
to decide on whether they have reached a point of saturation in a study or
not.This facilitation supports the gaining of insight into aphenomenonand
the implementation of the methodology in collaboration with the selected
method to ensure the validity of the research. This is called the ‘infinity
approach’. This paper builds on earlier research by implementing a pilot
case study as an evaluation of that approach.

Keywords: Interpretivism · Research method · Grounded theory ·
Saturation · Infinity method · Training of young researchers

1 Introduction

This study is part of a larger study on the evaluation of the so-called ‘infinity
approach’, with a focus on interpretive research, amongst Information Tech-
nology (IT) students doing a post-graduate degree. The intervention with the
intention to guide young IT researchers consists of the following steps: the first
phase entails the lecture series intervention introduced to assist young and inex-
perienced people taking the first step towards doing research. The second phase
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 278–292, 2017.
https://doi.org/10.1007/978-3-319-69670-6_20
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is an on-going process with the purpose to develop material that may clarify
research methods that young IT researchers struggle with. The third phase is
made up of the evaluation and refinement of the suggested material. The inten-
tion with the last phase is to do two studies, namely a pilot exploratory case
study followed by an in-depth explanatory case study. The first phase is repeated
every year to accommodate each new honours enrollment. The second phase,
an on-going process of identifying challenging aspects of research and produc-
ing material explaining each concept, introduces the first challenging concept
identified—how to determine the point of saturation in an interpretivist study.
The material explaining this concept can be found in [5].

The focus of this paper is on the third phase where the intention is to refine
the suggested material to ensure clarity and understanding regarding the concept
addressed. Therefore, the paper on the infinity approach was made available to
students and they were requested to read it before completing an assignment. In
addition, upon handing in their assignments, they were requested to complete a
questionnaire about their experience.

In subsequent sections the following topics are addressed: the context of the
study, which is followed by a literature review on interpretive research. The
suggested ‘infinity approach’ is then briefly introduced. The research design is
explained before the pilot case study is discussed to provide clarity with regards
to the usability of the approach. Finally, the paper is concluded with some rec-
ommendations for future work.

2 Context

After the successful completion of their undergraduate studies, many IT students
continue with a post-graduate degree. An honours research project makes up one
fifth of this course offering. Since a mini-dissertation needs to be completed as
part of the honours research project, it is experienced by the IT students as a
daunting task. To guide students in making the transition from being a learner of
subject material to becoming a researcher who generates new material, a series
of lectures by staff members involved in post-graduate supervision are offered
on the topic of research methodology at the Vaal Campus of the North-West
University.

Although students on this level are not required to address research philoso-
phy extensively, they are introduced to the four research paradigms prevalent to
the field of Information Systems, namely ‘positivism’, ‘interpretivism’, ‘critical
social theory’, and ‘design science’. Each of these paradigms is then scrutinized
with the purpose to explain its associated methodology and applicable meth-
ods. Examples from previous years’ research projects are used to support the
explanations. In an attempt to facilitate understanding and to assure students
understand all paradigms, methodologies and methods, and not only the ones
they utilize in their own research projects, an assignment accompanies each lec-
ture in the lecture series. The schedule covered to prepare these students for
their research projects is listed in Table 1.
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Table 1. Topics covered to guide honours students in their research projects

# Topic Motivation

1 Academic writing Mind-mapping a topic, how to structure writing,
paraphrasing, how to do in-text referencing and
compiling the reference list

2 Research paradigms Introducing the four research paradigms relevant in
the field of Information Systems, namely positivism,
interpretivism, critical social theory, and design
science

3 Action research versus
Design science research

Scrutinizing a method(ology) used in critical social
theory and juxtaposing it with one used in design
science research

4 The research proposal Introduction of the research template to students;
discussion of the sections to be addressed

5 Positivist
(quantitative) research

Scrutinizing a method(ology) used in positivism

6 Interpretive
(qualitative) research

Scrutinizing a method(ology) used in interpretivism

7 Ethics of research The focus is placed on the importance of ethics in
research; students are also guided to prepare an
application for ethical clearance

During this lecture series, each student (or pairs of students) may approach
an academic staff member to guide them throughout the completion of their
research project. This process is in accordance with the research conducted by
[7] where post-graduate alumni identified supportive academic staff as crucially
important for success in post-graduate studies. The proposed chapter breakdown
for the honours research project’s mini-dissertation is listed in Table 2.

Table 2. Chapters supposed to appear in an honours mini-dissertation

# Topic Elaboration

1 Introduction A proposal of the research project, addressing key
concepts, applicable research methodology, the
motivation of the study, its objectives, ethical
considerations, and a chapter outline

2 Literature review Related work addressing the key concepts used in the
study

3 Research design
(Meth.)

Literature review of the chosen paradigm and research
methodology, as well as its application to the study

4 Study and results The conducted research and its results described

5 Conclusion The conclusions, also with regards to planned future
research
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Even with the guidance supplied, many obstacles present themselves in the
completion of the honours research projects. A prominent one, concerning the
interpretivist paradigm and specifically the collection of qualitative data with its
accompanying data analysis, was already identified in earlier work. The refine-
ment of that approach is the focus of this paper.

2.1 Interpretivism

Interpretivist research, with its focus on hermeneutic ‘understanding’, was pro-
moted by the philosopher Dilthey in the late 19th century [20] on the basis of
earlier work by the historian Droysen [8]; it arose in contrast to natural science
in order to address the limitations associated with positivism [10,23]. The inter-
pretivist researcher posits that it is important to understand the differences in
humans’ roles as social actors [19]. The essence of interpretivism requires the
researcher to probe beyond facts towards meaning and eventually, understand-
ing [15]. Emphasis is placed on research conducted among humans, rather than
objects such as computers [19]. Qualitative data, such as narratives, are used
in interpretive research. The metaphysical assumptions of interpretivist research
include the following [13]:

Ontological assumptions originate from the nature of our being, whereby the
researcher’s view on reality is the focus. Social constructions such as language
and the shared meanings conveyed are the interpretivist’s access to reality.

Epistemological assumptions originate from the nature of knowledge. The
relation between knowledge and truth is important; represented by our beliefs
in relation to how we justify knowledge. The meaning people assign to a
particular situation provide insight and understanding to the interpretivist.

Axiological assumptions appreciate what a researcher believes to be of value
regarding a situation, therefore the interpretivist’s context regarding a phe-
nomenon drives the research.

The insurance of validity and trustworthiness of interpretive research was
addressed in [11] by means of seven principles which are grouped in the fol-
lowing four categories:

– one fundamental principle, namely that of the hermeneutic circle [6,11];
– two critical reflection principles where the research needs to be contextualized

and the participant-researcher’s interaction recognized as the origination of
data that is socially constructed;

– one principle based on the philosophical framework where the hermeneutic
circle and the context are applied to the data to enable the researcher to
generalize and abstract it;

– three sensitivity principles, including interpreting contradictions between lit-
erature and data, to utilize dialogical reasoning in order to tell a coherent
story. Also there is always a possibility that participants have different inter-
pretations of the same events: multiple interpretations need to be accom-
modated, and the researcher should be suspicious regarding distortions in
participant narratives.
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Interpretive data is classified as qualitative in nature and it is analyzed using
qualitative data analysis techniques. The process of qualitative data analysis is
defined in [3] as:

“. . .working with data, organizing it, breaking it into manageable units,
synthesizing it, searching for patterns, discovering what is important and
what is to be learned, and deciding what you will tell others”.

Much insight may be gained from the steps of grounded theory, where finding
the point of saturation is important [22]:

– An introductory step states the problem and asks questions.
– The research procedure of grounded theory involves two actions; namely:

data collection where interviews, questionnaires, observations and docu-
ments [16,19] may supply the researcher with data, and

data analysis where sense is made of the data through three actions which
include forming categories (each with its properties) of information called
open coding, inter-connecting properties that supports a central theme
called axial coding, and the use of selective coding that enables the
researcher to tell a story. Qualitative data analysis processes such as tab-
ulation [4] and software specific analysis tools including Hyper Research
[17] and ATLAS.ti [1] may aid the researcher.

Constant comparisons between data collection and analysis are suggested [21],
until a state of saturation is reached.

– Finally, the intention is the discovery of a theory where this theory may be
generated regarding a phenomenon or situation.

When doing interpretive research, especially with grounded theory, reaching sat-
uration is a contentious issue since results found in one study may not neces-
sarily be applicable to all situations [9]. In support, three factors were identified
[18] that may influence saturation, namely the number and complexity of data
obtained, the experience of the researchers, and the number of analysts involved
in the research. These factors emphasizes the fact that a simple number (such
as four, six or twelve interviews) cannot be applied to all situations. Also, the
experience of young researchers is limited. In the research under discussion it is
also possible for more than one student to work on one research project, which
may influence the point of saturation.

2.2 The Infinity Approach

The infinity approach was formulated to assist young researchers doing inter-
pretive research with grounded theory. This section provides a brief overview of
this approach. For a more detailed explanation, and example, see [5]. This paper
was inspired by [14] wherein the analogy of a dramaturgical model was used to
explain the qualitative interview.

The infinity approach uses the infinity symbol (∞) to guide grounded theory,
a qualitative research method used to obtain understanding of an environment
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Fig. 1. The infinity approach

in which research is done. The two loops of the infinity symbol represent the two
stages of the process: the loop to the left represents data gathering (DG), while
the loop to the right represents data analysis (DA). These loops are grounded in
hermeneutics, where it is important to understand the detail in the context of the
whole. The middle of the infinity symbol, where the two loops meet, serves as the
starting point, it represents a point of reflection after the gathering of data and
its interpretation, and lastly it is also the point of eventual understanding of the
phenomenon being researched. This crossing is referred to as the critical crossing
(CX). The two cycles DG and DA, as well as intersection CX, are shown in Fig. 1.

The CX in the approach is the key to the successful implementation of the
infinity approach since it is a point of departure regarding the research, a point
of reflection during the research process, a point of evaluation on the progress
of the research, and eventually the point where a decision on to how to proceed
with another DG-DA cycle is made—therefore the CX is a point of conclusion
w.r.t. the achievement of saturation.

The point of saturation draws closer as a study progresses with subsequent
cycles of data gathering, analysis and reflection. Although the use of the infinity
symbol (∞) implies that the DG-DA-CX may continue forever, in the suggested
infinity approach each cycle is considered to be smaller than the previous one,
with less interventions necessary to uncover new codes suggested during a pre-
vious cycle. Therefore, the study eventually converges into itself:

– At CX, interpreted data from the previous DA cycle are compared to that of
the current cycle.

– Should the current cycle provide new insight, the researcher should initiate a
new cycle to investigate.

– When the comparison between the last two cycles provides no new insight,
the study may have reached saturation and this situation may guide the
researcher to conclude the study.
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Fig. 2. Acquisition of knew knowledge with every cycle

The suggested convergence is reflected in Fig. 2, wherein the biggest outer
cycle implies the first group of interventions and the smaller inner cycles implies
subsequent groups of interventions where data may be gathered among fewer
participants where suspected factors that are not yet confirmed may be either
confirmed or rejected; (for comparison see [2] in Software Engineering). As a
measure of caution one last cycle should be followed to ensure saturation, even
though saturation may seem evident during a current cycle.

In the review of above the infinity approach no example was included. By
explaining the infinity approach with an example [5] it becomes clear how the
seven principles for conducting interpretive research—to ensure validity and
trustworthiness of such research [11]—may be applied by researchers in ‘quali-
tative’ projects.

3 Research Design

Our pilot case study, designed to evaluate the suggested infinity approach, is
exploratory [15]; for comparison see [24]. The intention is to explore features, fac-
tors and issues [12] that may guide future use of the infinity approach material.
Also, in future (as a follow-up initiative), we intend a more in-depth study involv-
ing honours- and master-students, applying the infinity approach to their research
projects and dissertations. With time the case studies may facilitate the discov-
ery of an improved approach. The data obtained from the case studies may also
be analyzed across cases with the intention to provide explanatory results [12].
Regarding the evaluation of the infinity approach material, we started by pre-
senting a lecture on the interpretive methodology and methods. This lecture was
followed by an assignment on the topic. Students were to investigate a topic unfa-
miliar to them and through data collection and analysis gain an understanding of
the topic. As a first step, the whole group of students was divided into four more
or less equal sub-groups. Each sub-group was allocated a general topic, namely:
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1. electronics,
2. sports,
3. baking,
4. hacker spaces.

Each general topic was linked to a particular data collection method; live or video
observation was required for the electronics topic, interviews were required for
sports as topic, questionnaires were required for the baking topic, and the study
of documents for hacker spaces. Each student in a group could select a more
focused topic within that group to do the required data collection and analysis
on. Thereby, our pilot study was driven by the following

Research Question: Does the infinity approach assist students in gaining an
understanding about interpretive research, as well as the process of doing
interpretive research?

Using a questionnaire with the questions listed in Table 3 we attempt to evaluate
the approach and determine its feasibility.

Table 3. Survey questionnaire

# Question to the students Motivation

1 Did you read the provided article? A filter to provide an answer as to
whether a student actually read the
infinity approach material

2 Did you apply the approach suggested
in the article to the study you did for
this assignment?

Determine to what extent the infinity
approach material was applied to a
student’s study

3 Did the article help you in your study? Determine if the infinity approach
material guided the student regardless
whether it was applied to the study or
not

4 Reflect on your experience with
regards to the article in the context of
your assignment. Include (i) aspects
that helped you in your study, (ii)
aspects addressed by the article that
became stumbling blocks in the
completion of your study, and (iii)
anything you did not understand—any
improvements and/or corrections to
the article that you may suggest
would be much appreciated

Open-ended question for students to
comment on their experience during
the completion of the assignment and
use of the infinity approach material
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4 Pilot Case Study: Results

During 2017 the honours research project module had an enrollment of 38
students. A total of 30 students completed the assignment. The questionnaire,
to be completed by the students upon finalization of the assignment, was com-
pleted by 28 students. The analysis of the questionnaire revealed that 20 students
read the article uploaded to help them with the assignment, 19 students found
it helpful in general, and 15 students applied the infinity approach in order to
complete their assignment. The graph of Fig. 3 highlights those findings.

Fig. 3. Response categories of the pilot case study

Considering that 95% of our students found the approach helpful after review-
ing it, it may be reasoned that the infinity approach material actually helped
students. Also the fact that 75% of the students referred to our material in
the process of completing their assignment is encouraging. Furthermore, from
the assignment contents, we may conjecture that most students gained some
understanding of their selected topics. In addition, with this being a formative
assessment only counting a small percentage of the final mark, the process of
doing the assignment and receiving feedback together with a mark may be a
valuable learning experience for students performing well, as well as for those
not getting a good mark for their assignments.

After comparing the assignment contents and results to the feedback from
the questionnaire given to the students, it was clear that students reflected an
improved understanding regarding the assignment contents; the average assign-
ment mark was 56%, and the frequency graph shown in Fig. 4 indicates that
most students achieved marks above 50% (i.e., ‘pass’).

Since the focus of our case study is on the evaluation of the suggested infinity
approach, only the responses of those students who read the article are included
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Fig. 4. Marks which students obtained after the assignment, with m < 50% = ‘fail’,
and m ≥ 50% = ‘pass’

here. Also, with the assessment of the assignments, answers supplied by students
on the subsequent questionnaire that requested the students to reflect on their
experience, were compared to the assignment reports where relevant. The main
focus of this paper is on the answers students supplied to the open-ended ques-
tions posed by our questionnaire. The first cycle of analysis produced a coding
table. This table shows the suggested codes related to the identified categories
and its corresponding descriptions: Table 4.

Table 4. Code explanations

Code Description

ART:STR How to structure reporting of interpretive research

STU:EXP Students’ experience with regard to the support the infinity approach
material provided

THE:7PS Guidance w.r.t. the seven principles (interpretive meth.)

STU:UND In which ways did the infinity approach material facilitate students’
understanding of interpretivist research?

STU:SUG Any suggestions made by students that may improve the clarity of the
infinity approach material

In Subsect. 4.1, responses from our students are categorized according to
the given codes of Table 4. These responses are subsequently discussed in Sub-
sect. 4.2.

4.1 Responses

In the following sub-sub-sections, the various respondents are represented as ‘Ri’.
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ART:STR

R1: “It assisted me on the layout/template I needed to use to do my assignment”
R2: “The article was very clear and straight to the point”
R3: “The article helped in regards to knowing how to approach the study and

creating a structure”
R4: “The tabulated representation of the grounded theory helped to clarify what

the structure of the research should follow as a lot of the terminology is con-
fusing at times”.

STU:EXP

R1: “My experience with regards to the article was fine”
R2: “The article guided me with analysing the data consumed from the respon-

dents. I then could make a final judgment based on the analysed data”
R3: “This was a great experience for me because it actually gave me a guideline

of how to do this research with regards to interpretivism correctly”
R4: “If you follow research guidelines and read literature on the subject it opens

up your horizons and gives your insight to a whole new world of possibilities”
R5: “The article was very clear and straight to the point”.

THE:7PS

R1: “I tried to incorporate all the seven principles of interpretive research”.

STU:UND

R1: “To help understand the distinction between the natural reality and social
reality”

R2: “This assignment helped me understand the topic”
R3: “I understood everything that was said, because there are many sources of

communication”
R4: “I did not understand most if the article, I just tried to base my assignment

on the article as best as I can”
R5: “The article however helped me understand the process that I will have to

follow during my research construction”
R6: “I am honestly struggling to understand the whole concept of paradigm

research writing”
R7: “The use if the infinity symbol and the continuous iteration process that a

research is required to go through to gather the data is made easier to under-
stand with the use of this visual representation”

R8: “This really served as a guideline in doing my questionnaires, understand
better on how to collect data and equally analyse it”.



The Infinity Approach: A Case Study 289

STU:SUG

R1: “I think it would be a great idea to combine all the four categories that we
were placed in by selecting each student from the category to join with other
students from other categories to form a group of four members so that the
grounded theory processes can be fully understood whereby each student can
focus on an individual task/duty”

4.2 Discussion

Apparently the infinity approach paper assisted the students in forming a picture
of how to structure their study <ART:STR>. It also provided insight in how
students may approach the research problem.

The students experienced that the infinity approach material assisted them
with the analysis of interpretive data <STU:EXP>. In addition, it provided
an understanding of the interpretive research paradigm. It provided a process
for students to follow. An understanding of data collection and how to do data
analysis were also gained. Finally, it prompted a student to indicate that an
understanding of the difference between natural reality and social reality was
gained <STU:UND>.

One student felt that the article was very clear and straight to the point;
this is also evident in the assessed assignment where a mark above of 90% was
achieved by that particular student <STU:EXP>.

An encouraging result is that one student attempted to apply the seven
principles for conducting interpretive research suggested by [11] as discussed in
the infinity approach material made available. This student received a mark of
90%. This assignment provided a clear explanation on what was done for the
assignment and how an understanding about the selected topic were gained. The
student’s response in answering the questionnaire supports this <THE:7PS>.
The student identified a complicated investigation question (If a bakery wanted
to increase sales by having events, what would appeal to their customers?) for
the assignment and linked some of the 7 principles to the study. Afterwards the
student reminisced that it was not easy to implement them all due to the limited
scope of the assignment; this is a valid point.

One student made a suggestion for improvement of the assignment on the
infinity approach. This improvement suggests that groups of students should
collaboratively work on the assignment to include more than one approach as
covered by the assignment <STU:SUG>. This suggestion may be of value, espe-
cially when considering it along with the feedback provided in the previous
paragraph regarding the limited scope of the assignment. Students working in
groups may complete a more complex assignment.

Upon reflection, the assessors concluded that the students over-complicated
the assignment unnecessarily. They tried in some instances to formulate a
research problem or question rather than gain an understanding about their
given topic. Many students could not provide a clear picture of what they have
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done during the study. They also struggled to express their thoughts. Taking
into consideration that honours students are novice researchers, this result may
be expected.

5 Conclusion

When conducting research from an interpretivist stance, a researcher attempts to
understand a particular phenomenon or situation. To do this a series of repetitive
steps, grounded in hermeneutics, need to be conducted. These steps are not
always clear and understandable to young researchers, especially those whose
undergraduate studies relate to the positivist stance. In an attempt to address
this issue, the infinity approach [5] was developed to guide young researchers in
conducting interpretive research.

This paper reviews and evaluates the infinity approach through a pilot study
where students enrolled for a post-graduate honours course were required to
apply interpretivist techniques to an educational case study. Afterwards a ques-
tionnaire with open-ended questions was completed by the students. From the
feedback discussed in the foregoing paragraphs, our research question—does the
infinity approach assist students in gaining and understanding of interpretive
research and the process of doing interpretive research?—may be considered to
be answered positively, since most participants answered in an affirmative tone.
In summary, the following conclusions are drawn from our pilot case study:

– The suggested infinity approach helps in structuring an interpretive research
study.

– The suggested infinity approach assists students in gaining an understanding
about the interpretive research process.

Although this study is (only) a pilot study, the evaluation of the suggested
approach provided valuable feedback. It also provided an indication that the
infinity approach assist students indeed in understanding interpretive research
and the processes involved in conducting such research.

The intervention with the intention to guide young IT researchers already
implemented a first phase where a lecture series provides support to young and
inexperienced researchers. The second phase is on-going and has as purpose to
develop material that may facilitate research methods challenging to the young
IT researcher. The infinity approach is one attempt to produce such material.
The third phase entails the evaluation and refinement of suggested material.
With this pilot evaluation of the infinity approach, the first step of a two-step
third phase is completed. The second step entails a study involving an in-depth
explanatory case study, (see [24] for comparison).

Improvements regarding the preparation of honours students for research may
include lectures offered as full day(s) in a workshop format. This may allow more
in-depth scaffolding of concepts. Such an arrangement may allow enough time to
facilitate assignment completion to ensure that students do not over-complicated
matters.
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Improvements regarding future assignments on this topic include grouping
students in pairs. This may help the students to obtain a higher level of under-
standing with regard to interpretivism since a peer will provide a much-needed
sounding board. Also, collaboration among students may allow a larger assign-
ment scope, a point highlighted by the student who endeavored to link some of
the seven principles to the given problem. It may also be considered to include
a debriefing session upon completion of a similar assignment—where groups of
students may share their knowledge with one another.

References

1. ATLAS.ti: The Qualitative Data Analysis & Research Software (2014)
2. Boehm, B.: A spiral model of software development and enhancement. ACM SIG-

SOFT SEN 11(4), 14–24 (1986)
3. Bogdan, R., Biklen, S.: Qualitative Research for Education: An Introduction to

Theory and Methods. Allyn & Bacon, Boston (1992)
4. Botes, R., Goede, R., Smit, I.: Demonstrating an interpretive data collection and

analysis process for a DSR project. Technical report, North-West University (2014)
5. Botes, R., Smit, I.: Taking the mystery out of interpretive research: crossing the

infinity approach. Technical report, North-West University (2015)
6. Burrell, G., Morgan, G.: Sociological Paradigms and Organisational Analysis: Ele-

ments of the Sociology of Corporate Life. Routledge, Abingdon (2017)
7. Calitz, A.P., Greyling, J., Glaum, A.: CS and IS alumni post-graduate course and

supervision perceptions. In: Gruner, S. (ed.) SACLA 2016. CCIS, vol. 642, pp.
115–122. Springer, Cham (2016). doi:10.1007/978-3-319-47680-3 11

8. Droysen, J.G.: Grundriß der Historik. Frommann, Hamburg (1858)
9. Guest, G., Bunce, A., Johnson, L.: How many interviews are enough? An experi-

ment with data saturation and variability. Field Methods 18(1), 59–82 (2006)
10. Hughes, J.A.: The Philosophy of Social Research. Longman, Harlow (1980)
11. Klein, H.K., Myers, M.D.: A set of principles for conducting and evaluating inter-

pretive field studies in information systems. MIS Q. 23(1), 67–93 (1999)
12. Myers, M.D.: Qualitative Research in Business and Management. SAGE, Thousand

Oaks (2013)
13. Myers, M.D.: Qualitative research in information systems. MIS Q. 21(2), 241–242

(1997)
14. Myers, M.D., Newman, M.: The qualitative interview in IS research: examining

the craft. Inf. Organ. 17(1), 2–26 (2007)
15. Noor, K.B.M.: Case study: a strategic research methodology. Am. J. Appl. Sci.

5(11), 1602–1604 (2008)
16. Oates, B.J.: Researching Information Systems and Computing. SAGE, Thousand

Oaks (2006)
17. ResearchWare: Technical report
18. Ryan, G.W., Bernard, H.R.: Techniques to identify themes. Field Methods 15(1),

85–109 (2003)
19. Saunders, M., Lewis, P., Thornhill, A.: Research Methods for Business Students.

Prentice Hall, Upper Saddle River (2009)
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Abstract. Design science research (DSR) is well-known in different
domains, including information systems (IS), for the construction of arte-
facts. One of the most challenging aspects of IS postgraduate studies
(with DSR) is determining the structure of the study and its report,
which should reflect all the components necessary to build a convincing
argument in support of such a study’s claims or assertions. Analysing
several postgraduate IS-DSR reports as examples, this paper presents
a mapping between recommendable structures for research reports and
the DSR process model of Vaishnavi and Kuechler, which several of our
current postgraduate students have found helpful.

Keywords: Design science research · Students’ report writing · Design
science report · Postgraduate education · Research reports

1 Introduction

Design science research (DSR) adopts a pragmatic research paradigm to develop
artefacts that are innovative and solve real-world problems [12]. DSR is relevant
for information systems (IS) research because it directly addresses two of the
discipline’s key aspects, namely the central role of the IS artefact in IS research
and the perceived lack of professional relevance of IS research [9]. The notion
of ‘design as research’ in the IS domain is relatively new. The adoption of DSR
in IS research is mainly due to [10], wherein an IS research framework (ISRF)
is provided that emphasises the rigour and relevance of the research. At the
same time, [23] introduced a process model for DSR with awareness, suggestion,
development, evaluation and conclusion as subsequent phases. This model is dis-
cussed in more detail in Sect. 2. In IS, research often includes the construction
of some kind of artefact. Exactly what such an artefact entails is often also the
topic of rigorous debate [19,22]. Although [7] provides a framework for report-
ing in a research project, it do not discuss the process model of DSR in the
same way as [23]. Independently of the research approach followed for a research
project, students find the process of structuring the research report in such a
manner that it forms a valid argument to be a challenge. This is often especially
true in postgraduate studies that include the construction of an artefact in the
research project. In such cases, students need to develop a document structure
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 293–308, 2017.
https://doi.org/10.1007/978-3-319-69670-6_21
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that supports the research contribution, and which includes an artefact compris-
ing more than one component. The purpose of our paper is to consider the DSR
process model as in [23], and propose possible document structures to support
the research contribution in the research report. Using an analysis of several
postgraduate research reports that successfully adopted DSR, this paper devel-
ops a mapping between the proposed structure of a research report and the DSR
process model of [23]. The mapping is presented in four scenarios and validated
with two examples of completed research reports. The mapping and scenarios
were subsequently validated in a workshop with doctoral degree candidates. The
feedback results indicated that the mapping was useful for all DSR students who
needed to structure their research reports.

2 Background: DSR

DSR is primarily concerned with research on design as science [1,6,7,13–15,23].
The intent of DSR is to create an artefact through a balanced process that
combines the highest standards of rigour with a high level of relevance. One
of the measures of DSR is whether the research resulted in a relevant artefact,
but also whether the process was rigorous [8,24]. Figure 1 depicts the ISRF of
[8,10]. Using this framework, DSR is described as research building and evalu-
ating computing artefacts designed to meet identified needs [8]. The goal of the
artefact is the fulfilment of a specific need or utility. The description of the needs
would provide the requirements for the artefact. In the building of the artefact,
knowledge from the applicable knowledge base is used. During evaluation, the
artefact is measured against the needs to evaluate its utility [22]. One of the
central discussions in DSR is what is recognised as an ‘artefact’ in the DSR par-
adigm [19,22]. One of the reasons is that the artefact is not always tangible, but
more often intangible (such as a model, software, a framework or architecture).
In DSR, it is accepted that the artefact embodies or is part of the design theory
[21]. The following three discussions on DSR artefacts appear in [18]:

– Constructs, models and methods are DSR ‘artefacts’ in [25], whereas con-
structs, models, methods, instantiation and better theories are DSR ‘outputs’
in [23].

– DSR ‘outputs’ were analyzed in [21], identified as constructs, models, methods
and instantiations, as well as social innovations or new properties of technical,
social or informational resources. Accordingly, an ‘artefact’ is any designed
object with an embedded solution to an understood research problem.

– In [19] we can find an exhaustive list of acceptable DSR artefacts that included
software, algorithms, methods, models, frameworks and architecture, grouped
into eight types: system design, method, language or notation, algorithm,
guideline, requirements, pattern and metric.

For the purpose of this paper, it is accepted that the IS DSR artefact is anything
that is delivered by a rigorous research and development process and that can
be shown to fulfil an identified need.
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Fig. 1. Information systems research framework according to [10]

2.1 DSR Methodology

One of the most-cited methods accepted by DSResearchers is the design cycle
or process model of [23], (see Fig. 2). The method was derived from other DSR
advocates such as [8,9,16]. In [23] the following five phases for the execution of
a typical DSR project are recommended:

1. Awareness of the problem: The awareness could be generated from prac-
tical experience or from related disciplines. The output from this phase is a
proposal.

2. Suggestion: The suggestion is closely related to the awareness of the prob-
lem (as indicated by the dotted line). The suggestion is often included as a
tentative design in the complete proposal as output. However, an approach to
develop a suggestion might be included in the proposal if a possible solution
is not immediately evident.

3. Development: The tentative design is implemented during this phase and
the technique for implementation will differ depending on the artefact.

4. Evaluation: When the artefact has been developed, the evaluation of the
artefact is mandatory, usually according to requirements and criteria speci-
fied during the suggestion phase (as part of the proposal). The result of the
evaluation should be carefully noted and explained. This phase may result in
the refinement of an awareness, a suggestion or a development, especially if
the result of the evaluation is not satisfactory.
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Fig. 2. Design science research process model (DSR cycle) according to [23]

5. Conclusion: This is the final phase when the research results and contri-
bution are identified. This not only includes the artefact, but all additional
knowledge with regard to the process, construction and evaluation that were
acquired. The output of this phase is an acceptable research contribution.

The notion of ‘iteration’, as indicated by the arrows on the left in Fig. 2, is
embedded in the DSR method. It is possible to branch back to awareness during
the execution of development, evaluation and conclusion. Several cycles of the
abovementioned notions are often executed during the construction of a DSR
artefact. Circumscription is due to the discovery of constraint knowledge about
the theories gained through the detection and analysis of contradictions, but in
practice these cycles also occur because development, evaluation and conclusion
in DSR often expose new problems that could be entered into the DSR cycle at
the awareness stage [23].

The DSR process model of [23] summarises the phases that are necessary to
execute a DSR project. Nowadays, the approach is often adopted by researchers
and postgraduate students in IS as an acknowledged, repeatable process for the
construction of a useful artefact and research contribution. Given the adoption
of this approach, it is possible to argue that the specific process model for DSR
plays a valuable role in ensuring that computing research is more rigorous and
repeatable, but also relevant and useful. For the remainder of this paper, refer-
ence will be made to the DSR process model of [23] (Fig. 2) simply as ‘the DSR
process model’.
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Fig. 3. Structure of a research report in [4]

3 Typical Structure of a Research Report

Multiple considerations, such as subject chosen and research approach, drive the
planning around the structure of a postgraduate study or research report [20]. In
theoretical and textual studies the introduction is normally followed by chapters
that reflect the analysis of secondary literature and the conclusion. In contrast,
the structure of an empirical study is largely dictated by the methods utilised.

Generally, for most studies, the student will have to include a chapter that
explains the research design, another on the analysis and presentation of findings,
as well as a discussion and recommendations [17,26]. Therefore, the structure
of a research report (dissertation or thesis) followed by students in most disci-
plines usually consists of an introduction, background, body (core) and conclu-
sion [4,11]. As mentioned in [4] (see Fig. 3), all sections in a research report are
connected. The report’s conclusion connects to the goal, and the background
acts as input to the core or body of the work.

In [11] it was proposed that the text consists of an introduction, literature
review, method, body and conclusion, (see Fig. 4). The purpose of the introduc-
tion is to give an overview of the report, and includes sections on the research
questions, objectives, a problem statement and a brief chapter overview. The
second section in this document structure is the literature review, where the
theory base for the study is introduced: from a high-level or broad perspective,
as well as an in-depth discussion of relevant topics. This section might consist
of more than one chapter. The method chapter, which provides an overview of
the research design, including the research instruments for data analysis and
data collection, follows the literature review. The body section of the research
report usually consists of the evidence of how the student either proved his or
her hypothesis if working deductively, or how he or she derived at a contribution
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Fig. 4. Structure of a research paper or research report in [11]

if working inductively. The body might be more than one chapter, depending on
the format in which the student presents the work. Lastly, the conclusion of the
work consists of a summary of the findings and the contribution. The questions
that guide this structure, although not explicitly mentioned, are the following:
what do I want to know? (Sect. 1); what do I know? (Sect. 2); what will I do?
(Sect. 3); what did I find when I executed my plan? (Sect. 4); what is the solution
or contribution? (Sect. 5).

Despite the proposed structure of a research paper or research report discussed
above, students often find it difficult to structure a study that adopts a DSR
method. It is, for instance, not clear how to integrate the DSR process model
into the proposed document structure. Awareness of a problem could typically fit
in Sect. 1 of the document structure, but where would the suggestion then fit in?
The literature review should support the problem and therefore the awareness. So
does the literature review follow the awareness or does the awareness description
follow the literature review? How would the development phase be included given
the proposed document structure, especially if more than one development cycle
was included in artefact development? Including different theory sections for
different development cycles to accommodate the rigour requirement of [10] is
even more confusing.

4 Research Report Structures for DSR Process Models

Since the acceptance of DSR as an acceptable research approach for IS research,
several discussions about the structure of a DSR research project have com-
menced. For example, [7] proposed the publication scheme summarised in Table 1
for DSR studies. Due to the wide-spread adoption of the process model of [23],
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Table 1. Publication scheme for DSR studies according to [7]

Section Contents

1. Introduction The introduction should include the problem definition,
significance or motivation, an introduction to key
concepts, research questions or objectives, scope of the
study, an overview of methods and findings, theoretical
and practical significance, as well as the structure of the
remainder of the paper.

2. Literature review The literature review includes prior work that is
relevant to the study, including theories, empirical
research studies and findings or reports from practice.

3. Method The method section includes the research approach that
was employed.

4. Artefact description The artefact description should be a concise description
of the artefact at the appropriate level of abstraction to
make a new contribution to the knowledge base

5. Evaluation The evaluation is evidence that the artefact is useful.

6. Discussion The interpretation of the results includes stating what
the results mean and how they relate to the objectives
stated in the introduction section. The discussion can
include a summary of what was learnt, a comparison to
prior work, limitations, theoretical significance, practical
significance, and areas that require further work.

7. Conclusions The concluding paragraphs restate the important
findings of the work

the purpose of our paper is to extend the publication scheme by integrating the
DSR process model and mapping it to the proposed research report structure
(as discussed in the previous section). Postgraduate research reports (theses and
dissertations) of students that successfully adopted the DSR process model were
analysed and four different scenarios were identified. In the first scenario, the
student only had one DSR design cycle, and a single artefact was constructed
during the design. In the second, third and fourth scenarios, the students devel-
oped composite artefacts that consisted of more than one component. The DSR
process therefore included more than one cycle.

4.1 Scenario 1: One Cycle of Design

Often in students’ curricula, especially at master’s degree level, a student might
be involved in the design of a simple artefact with a single function, as opposed
to a composite artefact that consists of more than one component. Examples of
such artefacts include a system with a single defined function, such as a mobile
application. It is also possible to have one single cycle when the artefact consists
of more than one component, but the components are predeveloped and the
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designer is only involved in the assembly of existing components in the DSR
process. Presenting research of this nature can then be presented using a single
mapping from the DSR process model, as illustrated in Fig. 5. In Fig. 5 the
mapping between the DSR process model and the research report structure is
indicated with numbered arrows (1–8).

Mapping 1: Introduction and Awareness of the Problem. In Sect. 1 of a research
report (the introduction), the student should already introduce the problem.
This this correlates with the awareness phase of the DSR process model.

Mapping 2: Introduction and Suggestion. In Sect. 1 of the research report (the
introduction), the student already provides an indication of the type of solu-
tion (artefact) for the problem (as discussed in Mapping 1).

Mapping 3: Literature Review and Awareness of the Problem. In the literature
review, the student provides proof of the identified problem by, for instance,
discussing a problem that is experienced in practice (relevance) and/or pro-
viding proof that the problem has not previously been resolved in literature.
Usually, this section should include a comprehensive discussion of the existing
related literature and should indicate the lack of a solution in literature.

Mapping 4: Literature Review and Suggestion. The student could already sug-
gest an artefact that could provide a solution for the problem at the end
of the literature review. This artefact could be a construct, model, method,
instantiation or better theory. At this stage, the student might also introduce
any theories that will be used if applicable (to address the rigour requirement
of [10]). It is also possible to only provide the suggestion in the body of the
research report.

Mapping 5: Method and Development. In the method section of the research
report, the student includes a description of the adopted and adapted DSR
process model, which includes the planning of the development of the pro-
posed artefact. Depending on the type of artefact, the student includes how
the artefact will be constructed. For an experimental study, the plan may
include how the artefact will be built and tested. For a qualitative study, the
student may include the questionnaires and analysis methods to be used to
collect data to build the artefact, such as in the case of a construct, method or
conceptual model. The study may also outline how the artefact will be tested.
Depending on the scope of the study, this may include a proof of concept and
not a full test.

Mapping 6: Body and Development. The student includes all the data relevant
to the building of the artefact in the body of the report. For an experimental
study, it might include data on the experiment conducted during the devel-
opment. For the development of a software artefact, the body might include
the description of the system itself and the different screens and functional-
ity. For a qualitative study, the results might be the data that was collected,
as well as the analysis of the data. The body section includes the results of
the study, including the artefact itself. Generally, in a more inductive study,
the artefact is presented at the end, while a more deductive study proposes
the artefact in the beginning of the body section and then follows a more
descriptive process of the development of the artefact.
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Fig. 5. Mapping for a single design science research process cycle

Mapping 7: Body and Evaluation. The body section, usually consisting of sev-
eral chapters, also includes the results of any evaluation that was done. In
a more experimental study, such as the development of an application, this
section includes the testing results of the application. For an inductive quali-
tative study (where the main component of the study consists of constructing
the artefact), the evaluation may include a proof of concept or validation using
data collected from focus groups or interviews, depending on the scope of the
study.

Mapping 8: Conclusion. The last section of the research report summarises
the study and research contribution, including how the artefact as research
contribution has value from a rigour and relevance perspective [10].

4.2 Scenario 2: DSR Process Model with Many Cycles of Design

In doctoral degree studies it is often the case that a composite artefact that
consists of more than one component is constructed. In such a scenario, the same
general format that was discussed in the previous section could be followed, with
extensions in the method (Mapping 5, which influences the development) and the
body (Mapping 6, which influences the development): see Fig. 6. As indicated in
Fig. 6, the research report will still include a main DSR cycle as the main guiding
structure, such as the one discussed in the first scenario. However, the method
section might include a description of several subcycles that are then included in
the body of the research report. The awareness of the first subcycle will form part
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Fig. 6. Design science research process model with many cycles

of the development of the main DSR process when the student realises that the
development of the main artefact consists of the development of subcomponents.
For the components, there will then be separate cycles that follow the DSR
process model, as indicated by the arrows in Fig. 2. These subresearch cycles
could also extend into further cycles. Each artefact component may be evaluated
separately, or the testing and evaluation could be included in the evaluation of
the complete artefact in the main research cycle.

4.3 Scenario 3: Problem Establishment as Part of the Research
Process

A variation of Scenario 2 occurs when the student cannot provide sufficient
motivation for the research problem from the literature review and needs to
provide additional evidence by, for instance, conducting a pre-study as part of
his or her research study. In this case, the same structure as in Fig. 5 is proposed,
however the awareness and suggestion phases of the DSR process model are
included in the body of the research report, after the literature review.

4.4 Scenario 4: Change in the Research Report Structure

As a final scenario for a DSR research report, it is possible to include the method
section before the literature review. This structure could be problematic and
students are cautioned against its use. This structure might be confusing to the
reader (examiner), as he or she will be confronted with the research design in
the method section before the awareness of the problem (problem description)
and the suggestion are presented.

5 Examples of the Use of the DSR Process Model

As discussed in the previous section, four possible scenarios were identified to
map a research report structure to a study that adopted the DSR process model.
In this section, some examples are discussed to illustrate the proposed mapping.
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Fig. 7. Design science research process model in [2], with the student’s additional com-
ment: “This research design consists of five steps: awareness of the problem, suggestion,
development, evaluation and conclusion. For the awareness of the problem, a literature
review was conducted, while theory analysis, theoretical study and artefact building were
conducted for the suggestion and development. Verification using a proof of concept was
conducted for the evaluation and conclusion”
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Fig. 8. Design science research process model as a strategy in [5]

5.1 Example of Scenario 1: One Cycle of Design

An example of Scenario 1 can be found in [2] wherein a decision-making tool was
develped to guide users when selecting a technology that integrates ontologies
with relational databases. In this case the student did not map his chapters to
the DSR process model of [23] diagrammatically, but his verbal description in
[2] (chpt. 1) gives evidence of a mapping according to Scenario 1: see the caption
text (in italics) to Fig. 7). In [2] (chpt. 1), the student already introduced the
problem (awareness) and proposed a tool (suggestion), but only linked the DSR
model to his document structure at the end of [2] (chpt. 1) after discussing the
DSR process model.

5.2 Example of Scenario 2: DSR Process Model with Many Cycles
of Design

A conceptual framework for financial reporting was developed and presented in
[5]. The chapter map of that doctoral thesis is depicted in Fig. 8. The develop-
ment of the conceptual framework as an artefact consisted of one main research
cycle and four subcycles. Figure 8 illustrates that the main cycle is documented
in [5] (chpt. 1–3). The development phase branches off into four subcycles, which
are reported on individually in the body [5] (chpt. 4–7). Cycles 1 and 4 include
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Fig. 9. PRIF developed in [3]

evaluation activities, however cycles 2-3 do not. These components are tested in
the main research cycle, which is described in [5] (chpt. 8). The conclusion is
in [5] (chpt. 9): it summarises the study’s contribution. The method used in [5]
aligns with the discussion of Scenario 2 (see above) where a main DSR cycle is
proposed with a number of subcycles as part of the development phase.

5.3 Example of Scenario 3: Establishment of the Problem as Part
of the Research Process

As mentioned, it is possible to also include the awareness and suggestion in the
body of the research report. In the another example [3] we can also find more
than one cycle for the development of a process reuse identification framework
(PRIF), as illustrated in Fig. 9. In contrast to [5], a survey was conducted in [3]
to establish the research problem clearly. This problem is then discussed in the
body of [3]. The problem is introduced in the introduction and literature review
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sections, but since the evidence was not conclusive, the problem was confirmed
to align with the relevance requirement of [10] by providing the survey results
after the method section in the body of the report [3] (chpt. 5). The subcycles are
all reported on individually in [3] (chpt. 7–9), and the evaluation and conclusion
are provided in [3] (chpt. 10). The structure in [3] is an example of Scenario 3,
which provides additional evidence for the problem identification.

6 Discussion

In the past few years, we encountered several postgraduate students in comput-
ing (both under our supervision, as well as research reports examined externally)
that adopted DSR, more specifically, the DSR process model of [23] as their pre-
ferred research approach. During a PhD workshop conducted with postgraduate
second- and third-year DSR PhD candidates who were involved in the struc-
turing of their research reports, the different scenarios presented in Sect. 5 were
proposed. The discussions included the presentation of examples from completed
research reports that adopted DSR. All postgraduate students (n = 7) found the
scenario discussions, as well as the examples of other students’ work and DSR
structures of value. The discussion on the DSR process model of [23] and how
it relates to the students’ own cycles of design and development of the artefact
resulted in enthusiastic interaction. Discussions during the session included the
fact that each student’s work is unique and that it is necessary for each stu-
dent to construct his or her own research report workflow. Students specifically
emphasized the usefulness of the mapping and the scenarios, as they may be
applied to both qualitative and quantitative research, and already accommodate
some of the unique nuances of their research. In addition, students emphasised
particular advantages of their applications of the mapping and scenarios:

– The first advantage pertained to the approach to their research when exe-
cuting multiple design cycles. As the challenge for a student often lies in the
‘how to’, students at the workshop reflected that the scenario of multiple
cycles provided clear guidelines for their approach and illustrated how one
cycle informed the next in the context of what they know to be (through
theory) their required research output.

– The second advantage students identified related to the write-up of their
research reports. Students who were in the process of writing up their disser-
tations or theses, highlighted the fact that a major challenge they experienced
was to write up their research in a way that an examiner or external stake-
holder may follow the presented argument. In this instance, the mapping and
scenarios provided a solid recommendation on structuring a DSR study in
order to produce an organised research report that correctly reflected the
results and outcomes of their research.

– Lastly, students reflected that research papers, such as journal papers and
conference proceedings, in the DSR literature accommodated and referred
to multiple stances that were aligned to many research methodologies and
approaches where they were applied—an incidence that makes it more difficult
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for the students to find their own way. The scenarios and mapping provided a
perfect vantage point—like a one-stop shop—from where the students could
make sense of the DSR body of knowledge and particular application in their
research study before embarking on a study of the broader DSR domain. This
pointed to an inside-out consideration, rather than an outside-in approach,
which, with such a focused starting point, provided clear direction and saved
time when dealing with DSR research reports.

7 Conclusion

We acknowledge that there will be slight variations in the structure, depending
on the unique research problems and approaches. However, in general, it is pos-
sible for studies that adopt DSR to map the requirements of a research report
to the DSR process model. Given the feedback that was discussed above, the
scenarios presented in this paper should provide valuable guidance for students
who need to structure a DSR research report.

Acknowledgments. Thanks to Neels van Rooyen for his help with the type-setting
of this paper.
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Abstract. Curricula are not static, especially in Computer Science.
Curricula specifications are updated and it is not always clear what the
exact updates are nor the impact these updated may have on a curricu-
lum which has been developed to comply with the specification. In this
paper, the results of a comparison on the knowledge unit and topic-level
between the ACM/IEEE Computer Science curriculum volumes of 2001,
2008 and 2013 is presented.
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1 Introduction

Given the rate at which technology changes, it not surprising that the
ACM/IEEE Computer Science (CS) Curriculum volume needs to change too.
Approximately every ten years, an updated version of the volume is released.
Along with the new curriculum specification, high level changes between the
new volume and the previous volume(s) are provided as part of the curriculum
volume report.

With the release of CS2013 in 2013, institutions who have previously mod-
elled their CS curricula on CC2001 may be wondering what the differences
between the two curricula volumes are. This paper the differences between the
‘core’ aspects between the curriculum volumes of 2001, 2008 and 2013. CS2013
outlines differences between CC2001 and CS2013 especially on the knowledge
area level [2]. However it is harder to determine whether a curriculum that was
designed using the knowledge units and topics of CC2001 compares favourably
with CS2013. By means of a framework [8] that is used to facilitate the compar-
ison on a finer level of granularity than ‘knowledge areas’, this paper presents a
comparison of CC2001 and CS2008 with CS2013.

2 Overview of the ACM/IEEE Curriculum Volumes

Prior to the ACM/IEEE Computing Curricula of 1991, the ACM and the IEEE-
CS worked independently on computing curricula recommendations. In 1988,
c© Springer International Publishing AG 2017
J. Liebenberg and S. Gruner (Eds.): SACLA 2017, CCIS 730, pp. 309–324, 2017.
https://doi.org/10.1007/978-3-319-69670-6_22
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the Joint Curriculum Task Force, comprising of the ACM and the IEEE-CS,
was formed. The outcome of this partnership was the Computing Curricula 1991
report [1]. Ten years later, the Computing Curricula 2001 (CC2001) report was
released. This was followed by the 2005 overview report which identified different
disciplines within computing [6]. The Computing Curricula 2001 was included
in the overview report and renamed Computer Science 2001 to better reflect the
discipline it represented. In 2008, an update to the 2001 Computer Science report
was released and is referred to as the Computer Science 2008 update (CS2008)
report [4]. In late 2013, the latest version of the Computer Science curriculum
volume (CS2013) was released.

As from CC2001, the computing curriculum was defined in terms of Knowl-
edge Areas (KAs), Knowledge Units (KUs) and Topics. KAs represented the
highest level of the curriculum specification. Each KA has KUs associated with
it. These KUs are further described by topics and learning outcomes. Topics
could further be broken into subtopics.

In CC2001, KUs were identified as being either core or elective [3]. Core
KUs and their respective topics are regarded as base line requirements in any
curriculum that is developed for the discipline. The minimum number of hours
that should be spent on each KU are also specified. Elective KUs are optional.
CS2013 moved the designation of core or elective from the KU level to the topic
level. A distinction was made between two types of core topics, core tier 1 (CT1)
and core tier 2 (CT2). A KU may therefore contain a mixture of CT1, CT2 and
elective topics. A further requirement in CS2013 is that all topics in CT1 must
be included in a curriculum, while at least 90% (with an 80% bare minimum)
of CT2 is considered essential for inclusion [2]. In this paper, no distinction is
made between CT1 and CT2 topics.

In CC2001, 14 KAs representing the Computer Science Body of Knowledge
were identified. These KAs increased to 18 in CS2013 [2,10]. A tabular summary
of these changes is given in [8]. The highlights of the changes are: the KAs AL,
AR, DS, HC, IM, IS, OS, PL and SE in CS2013 remain the same as they are in
CC2001 and CS2008; KAs CN, GV, NC and SP changed focus, but not enough
to drop them entirely; and the PF knowledge area was dropped in CS2013 and
IAS, PBD, PD, SDF and SF were introduced.

As with the KAs, the number of core KUs and topics also increased from 2001
to 2013. Figure 1 shows the number of KAs in which core topics reside. Finally,
the information shown for CS2013 reflects KUs that contain one or more CT1
or CT2 topics, as well as the KAs associated with these KUs.

3 Modelling Curriculum Volumes as Digraphs

To be able compare the curriculum volumes with one another, they need to be
modelled to reflect the hierarchical nature of their information contents. This
hierarchical structure cannot be as represented as a tree structure because one
KU, topic or subtopic may belong to one or more KA, KU or topic.

A curriculum volume is modelled in layers like an onion. In the centre is the
discipline, in this case Computer Science (CS). The next ring represents the KAs,
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Fig. 1. Core content of ACM/IEEE-CS curricula

followed by the KUs. The outer rings represents topics and subtopics. For sim-
plicity, subtopics and topics are seen as the same. KAs, KUs and topics modelled
as vertices and the relationships between them by the edges of a directed graph.
Once the digraphs are defined, the structure and the content of the curriculum
volumes can be compared and similarity and differences measured.

4 Comparison of CC2001, CS2008 and CS2013

Comparing digraph structures visually, refer to Fig. 2, often reveals differences
(and similarities) intuitively. Such inspection can expose interesting areas for
further investigation.

The Curriculum Exemplar spreadsheet that accompanies CS2013 makes pro-
vision for Curriculum design to the KU level [2] making it possible to use the
spreadsheet to compare CC2001, CS2008 and CS2013 to this level. This paper
explores the differences to the topic level.

Fig. 2. Visible structural differences between CC2001, CS2008, CS2013
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4.1 Algorithmic Difference Comparison

The algorithmic difference comparison uses the Graph Trans-morphism Algo-
rithm to build a comparison profile. The algorithm accepts two graphs as input.
These two graphs will be referred to as the ideal and the model. The ideal, I,
is the specification to which the compliance of the model, M , is to be mea-
sured. The algorithm builds a graph, the complier (C), using the information
presented in M and the structure of I. C is therefore a subgraph isomorphism
of I that contains as many vertices from M as possible. The differences between
the graphs and the ratios of these differences in relation to I provide a means to
semi-automate the comparison of relatively large digraphs [8,9].

With this method, the graphs of CS2008 and CS2013 respectively will be
compared to CC2001; and CS2013 will be compared to CS2008. The results of the
comparisons are given in Table 1. The major columns in the table represent the
curricula volumes being compared. Each of the major columns are further divided
into two columns. The first column represents the number of vertices, |V |, for
the quantity comparison in the row. The second column represents the number
of edges in the digraph, |E′|, for the corresponding quantities. The quantities I,
M and C give the cardinality of the ideal, model and complier for the particular
combination of volumes. Calculating the sum of the values representing KAs,
KUs and topics in Fig. 1 will result in an off-by-one number of vertices for each
of the volumes as given in Table 1. This is as a result of the CS vertex (Sect. 3)
being added to each of the digraph representations.

The quantities I\C, I\M , M\C and C\M give the cardinalities of the differ-
ences between the digraphs considered in the comparison. The difference between
two digraphs A and B, A\B, results in a set of vertices and a set of edges which
can be found in digraph A and are not in digraph B. From the table the following
observations are made:

Table 1. Set cardinalities for the comparison of the curriculum volumes

Quantity CC2001(I),
CS2008(M)

CC2001(I),
CS2013(M)

CS2008(I),
CS2013(M)

|V | |E′| |V | |E′| |V | |E′|
I 476 477 476 477 510 519

M 510 519 730 729 730 729

C 356 356 185 184 178 181

I\C 120 121 291 293 332 338

I\M 138 248 310 356 353 417

M\C 172 290 564 611 573 627

C\M 18 127 19 66 21 79
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Observation 1: Increase in cardinality (number of vertices or edges) of
digraphs I and M. The cardinality of the digraphs across the curriculum vol-
umes has increased from CC2001 to CS2013. The cardinality of CC2001 in
terms of vertices is 476. Cardinality increased to 510 in CS2008 and 730 in
CS2013. This indicates that the core aspects required in a curriculum in order
to comply with CS2013 has increased from CC2001.

Observation 2: Cardinality of digraph C. The cardinalities associated with the
respective compliers, C, decrease from left to right in the table. Since C
reflects the extent to which M corresponds to I in each column, the table
reflects the change that has taken place in the 2013 volume relative to its
predecessors.

Observation 1 concurs with the increase in density in the digraphs seen in
Fig. 2. Observation 2 indicates that changes have taken place in CS2013. The
comparisons of CS2013 with CC2001 and CS2008 both result in a relatively
small cardinality of the complier. One of the changes that has been made has
clearly been documented in CS2013 and was reproduced in Table 1. By taking
the KA changes into account and modelling equivalences in the digraphs, a better
indication of compliance may be achieved.

Equivalences are modelled by including in all digraph representations, that is
CC2001, CS2008 and CS2013, an equivalence ‘fan’. For example, from Table 1 it
is clear that Net-centric Computing changed to Networking and Communication.
Including the digraph given in Fig. 3 in all digraphs representing curricula results
in a better complier being built by the algorithm. All edges in the existing
digraphs representing the curriculum volumes with a destination of either Net-
centric Computing or Networking and Communication must be altered to have
a destination of Fan 1 in. Similarly, all edges where the source was either Net-
centric Computing or Networking and Communication must change to have a
source of Fan 1 out. The addition of equivalences will bloat the cardinalities for
the respective digraphs. The equivalences will however not have an influence on
the difference cardinalities as the entire “fan” has been included in all digraphs
and therefore will be removed by the difference operation. Table 2 presents the
cardinalities with equivalent KAs.

Fig. 3. KA equivalence modelling

A comparison of the cardinalities between Tables 1 and 2 gives an indication
of the bloating caused by including the ‘fan’. The bloat for I and M across all
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Table 2. Set cardinalities with KA equivalences

Quantity CC2001(I),
CS2008(M)

CC2001(I),
CS2013(M)

CS2008(I),
CS2013(M)

|V | |E′| |V | |E′| |V | |E′|
I 491 497 491 497 525 539

M 525 539 745 749 745 749

C 371 376 201 205 194 202

I\C 120 121 290 292 331 337

I\M 138 248 305 351 348 407

M\C 172 290 559 603 568 617

C\M 18 127 15 59 17 70

comparisons should be exactly the same, namely 15 vertices and 20 edges. This
is confirmed by a comparison of the values in the two tables.

The values for C for the comparison of CC2001 with CS2008 results in the
same bloat as was seen in I and M . The difference quantities for the comparison
of CC2001 with CS2008 yields the same values for the cardinality of vertices and
edges.

The comparison of CC2001 and CS2013 results in a C with 16 vertices and
21 edges more for the comparison with equivalent KAs than with the original
comparison. C is therefore a better representation of M and a better match
to I. Due to the introduction of equivalences, the cardinalities of the difference
quantities in Table 2 declined slightly compared to their counterpart entries in
Table 1. The comparison of CS2008 with CS2013 follows a similar trend, leading
to the following observations.

Observation 3: CS2013 differs significantly from CC2001 and CS2008. A note-
worthy change has taken place in the specification of CS2013. CC2001 and
CS2008 are not that different from each other.

Observation 4: Modelling KA equivalences improves comparison. From the dif-
ference quantity values in Tables 1 and 2, it is difficult to determine directly
whether the KA equivalences result in an improvement with regards to the
comparison of the curriculum volumes. The results for each of the compar-
isons should be normalised so that a comparison can be made. Each ratio is
uniquely identified by a ratio descriptor, R(X ,Y). X represents the quantity
for which the ratio is being described and Y the digraph relative to which the
ratio is being calculated. The ratio is calculated by dividing the cardinality of
X with the cardinality of Y for vertices and edges respectively. This normal-
isation will take the form of calculating a ratio for each of the cardinalities
in the respective tables with respect to the cardinality of I, since I is the
representation of the ultimate goal. These ratios can be placed in a table for
comparison, but in many instances a general overview of the comparison is
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lost when considering individual ratios. A method to visualise the ratios is
therefore desirable and is discussed next.

4.2 Visualisation of the Ratios for Difference Comparison

The visual representation of the ratios, R(X ,Y), needs to take multivariate data
into account. A radar chart (also referred to as a web, spider or star chart)
is well suited for this type of data [5]. A radar chart representing a perfect
comparison between I and M is given in Fig. 4. Each of the quantities in relation
to I is plotted on a ‘spoke’ of the radar chart. The dotted closed shape in the
figure represents the shape of a perfect comparison. Note that the ratios R(I, I),
R(M, I) and R(C, I) are all 1 and the difference ratios are all 0.

Fig. 4. Radar chart illustrating a perfect comparison of ratios in relation to I

4.3 KU-Level Equivalence Comparison

To determine differences at a finer level of granularity, equivalences in KUs must
be added to the digraphs representing the KA equivalences. A manual approach
to find KUs that differ can be taken. This approach can be very time consuming
and error-prone.

A semi-automated approach that requires that the Graph Trans-morphism
Algorithm is applied to the combinations of digraphs and the results of the
difference quantity sets for which the cardinalities have been determined are
considered. From these sets, all vertices representing KUs that remain in the
difference sets need to be considered for equivalences. The difference sets of
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the difference quantities which will provide the most significant insights into
equivalences will be I\M and M\C.

For CC2001 and CS2013 with equivalent KAs, the digraphs representing
CC2001(I), CS2013(M) and the result of the Graph Trans-morphism algorithm
(C), the number of KUs in I\M is 35 and in M\C is 57. Among these KUs, 11
equivalences in KUs can be identified. Further equivalences can be identified by
recursively applying the algorithm.

Again, the inclusion of KU equivalences increases the similarities between the
digraphs. This can be seen in the ratio values for only KA equivalences and with
KA and KU equivalences. Observation 4 can be generalised to state that the
inclusion of equivalences improves comparison. Table 3 gives the ratio values for
vertices for the equivalences. In the majority of the cases, the addition of the KU
equivalences (second column of each major column) results in better comparison
between the digraphs. A radar chart can make this visible. With regards to M ,
the following observation can be made.

Observation 5: For all comparisons M is larger then I. The ratios for quantity
M in all cases show that compared chronologically with a previous curriculum
volume (I), the digraph representing M is larger than the curriculum volume
represented by I.

Table 3. Vertex ratios with (i) KAs equivalent, (ii) KAs and KUs equivalent and (iii)
KAs, KUs and topics equivalent

Quantity CC2001(I), CS2008(M) CC2001(I), CS2013(M) CS2008(I), CS2013(M)

KAs KAs and

KUs

KAs, KUs

and topics

KAs KAs and

KUs

KAs, KUs

and topics

KAs KAs and

KUs

KAs, KUs

and topics

R(I, I) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

R(M, I) 1.07 1.07 1.07 1.51 1.48 1.29 1.42 1.39 1.21

R(C, I) 0.76 0.77 0.94 0.41 0.46 0.81 0.37 0.42 0.75

R(I\C, I) 0.24 0.23 0.06 0.59 0.54 0.19 0.63 0.58 0.25

R(I\M, I) 0.28 0.25 0.08 0.62 0.56 0.21 0.66 0.61 0.27

R(M\C, I) 0.35 0.32 0.15 1.14 1.04 0.50 1.08 0.99 0.48

R(C\M, I) 0.04 0.02 0.02 0.03 0.02 0.02 0.03 0.02 0.02

The radar charts in Fig. 5 represent the ratios for vertices and edges of
CC2001 and CS2013 with and without consideration for equivalences. The vertex
ratio values for the digraphs without equivalences are calculated using the values
for the cardinalities of vertices given in the second major column of Table 1 and
given in the first column of the second major column of Table 3. The values of
the second major column of Table 2 are used to calculate the ratios for vertices
given in the second column of the second major column of Table 3.

The values on the radar charts show that by mapping equivalences, the com-
parison of the digraphs improves, if only marginally. It is also be seen that the
digraph representing M is larger than the digraph representing I, as reflected in
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the ratio R(M, I). This confirms Observation 5. For both vertices and edges the
ratio R(C\M) tends towards 0. This is an indication that C is a good represen-
tation of M which results in Observation 6.

Observation 6: For all comparisons C represents M well. The closer the ratio
C\M is to 0, the better the representation of M in terms of C with respect
to I is.

Fig. 5. CC2001 as I compared with CS2013 as M ; left-hand-side: vertices, right-hand-
side: edges

The comparisons in the second major column of Table 3 compare CS2013 as
‘model’ with CC2001 as ‘ideal’. Swapping the ‘model’ and ‘ideal’ yields reciprocal
difference quantities. The vertex set for I\M for CC2001 as I and CS2013 as M
will be the same as the vertex set for M\C for M representing CC2001 and I
representing CS2013. A further side-effect of the swapping is that the integrity
of the digraph representations can be determined. If these reciprocal sets are not
the same, then there is an error in one or both of the digraphs representing I
and M .

4.4 Topic-Level Comparison Numbers

By including KA and KU equivalences in the digraphs representing CC2001,
CS2008 and CS2013, the differences in topics can be determined. Applying the
algorithm to the same combinations of digraphs as previously and representing
the resultant ratios as radar charts will give an indication to what extent the
topics between the digraphs differ.

The topic counts, reflected in Fig. 1, account for the cardinality of the ver-
tices that represent topics in each of the curriculum volumes. From these val-
ues it can be seen that the number of topics in the curriculum volumes has
steadily increased. This, however, does not indicate how the topics have increased
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in relation to the curriculum volume. Rather than comparing the exact counts
representing topic vertices for each of the digraphs, a ratio is calculated by divid-
ing the count by the cardinality of the corresponding digraph. This gives an
indication of how much of the curriculum volume specification is represented by
topics. In all 3 curriculum volumes under consideration the ratio was ≈ 80%, indi-
cating that the relative topic count has increased proportionally to the increase
in the curriculum volumes.

Table 4. Topic counts for I\M and M\C per comparison

CC2001(I),CS2008(M) CC2001(I),CS2013(M) CS2008(I),CS2013(M)

C 278 126 121

I\C 121 273 310

I\M 113 270 312

M\C 153 503 508

C\M 0 2 2

By applying the same technique used to determine KU equivalences, that is,
searching for equivalences in the sets representing the difference quantities, to
determine topic equivalences, the results in Table 4 appear. From the compar-
isons, the number of topics in the complier decreases. This indicates differences
between the curriculum volumes in terms of topics. It also implies that a good
comparison between the volumes is not likely.

The topics in C that are not in M (C\M) are insignificant in comparison
to the other values. There are no topics in C when CS2008 is compared with
CC2001. This means that no topics were inferred by the algorithm. Only 2 top-
ics were inferred in the other comparisons. An investigation into these topics
reveals that for the comparison of CC2001 and CS2013 these topics in encoded
form are: T00491 and T00722. Similarly for CS2008 and CS2013 the topics are:
T00613 and T00722. T00722 is common to both comparisons. On closer inspec-
tion, the topic encoded as: T00491 is Philosophical questions, T00613 is Risk
analysis, and T00722 is Team management. T00491 falls under the KU Funda-
mental issues in intelligent systems encoded as U0051 and has subtopics The
Turing test, Searle’s “Chinese Room” thought experiment, and Ethical issues
in AI in CC2001. In CS2008 the topic resides in the same KU, but without
the subtopics. The subtopics as listed CC2001 are listed as topics of U0051 in
CS2008. In CS2013 the topic T00491 has been replaced with What is intelligent
behaviour? and The Turing test is a subtopic of this topic. T00613 and T00722
are related and fall into the Software project management KU. A detailed unrav-
elling of the KU will reveal that the topics have been grouped in terms of Teams,
Effort and Risk in CS2013, while in the previous volumes this grouping was not
as explicit.

Considering the topics in each of the difference sets and finding equivalences
for them can be seen as a daunting task. Finding the differences between the
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difference sets representing only topics can be semi-automated by taking the
difference between the difference sets of topics. This difference will highlight the
topics for which there are no matches in the difference sets. Looking at these
topics will provide a starting point for finding equivalences. Once equivalences
have been found, they can be included in the digraph representations and the
framework can be iteratively applied until no more equivalences can be found.
This technique is similar to the one illustrated for KUs and to a lesser extent,
the KAs.

From the results, presented in the last column of each major column in
Table 3, the addition of topic equivalences improves the ratios for each of the
comparisons. In some of the cases, this can be quite significant. As the values
for ratio R(M, I) is already above 1, it needs to come closer to 1. This it does
for all cases except in the comparison of CC2001 as I and CS2008 as M . The
ratios for R(C, I) should also tend towards 1. In all comparisons, the addition
of the topic equivalences improves the ratio by from 17 to 36 percentage points.
The difference ratios should tend towards 0 to indicate better matching. In most
cases, when topic equivalences are added, the ratios approximately halve. The
only case were the difference is minimal is for R(C\M, I). This means that C,
the representation of M in terms of I, is a good representation of M .

The radar charts in Fig. 6 compare the KAs and KUs equivalence ratios with
those for KAs, KUs and topics for CC2001 and CS2013. This is done so that a
comparison can be made between Figs. 5 and 6.

Fig. 6. CC2001 as I compared with CS2013 as M , KA and KU against KA, KU and
topics; left-hand-side: vertices, right-hand-side: edges

Figure 6 shows that the inclusion of the topic equivalences results in better
matches between the curriculum volumes. This supports Observation 4. Similar
radar charts can be drawn for the other curricula comparisons using the ratios
from Table 3.
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4.5 Topic-Level Comparison in More Detail

By considering the topics from the difference set I\C, a list of topics in I which
are not in C results. The list of topics for the comparisons of the following com-
binations of I and M : CC2001 with CS2008; CC2001 with CS2013; CS2008 with
CC2001; CS2008 with CS2013; CS2013 with CC2001; and CS2013 with CS2008,
results in a total of 1333 topics which are in I and not in the respective C. For
illustration, consider the topics for each of the comparisons for the Algorithms
and Complexity KA in Table 5.

The first and second columns in Table 5, specify the curricula selected to
represent I and M in the comparison. The KU column, lists the KU in I for
which there are topics. This is followed by topics for that KU. There are no
topics for the comparison of CC2001 with CS2008 nor for the reverse. Therefore
it can be said that CC2001 and CS2008 include exactly the same topics for the
Algorithms and Complexity KA. The differences are between CC2001 or CS2008
with CS2013. The comparisons with I as CC2001 and M as CS2013 are the same
as when I is CS2008. This indicates that these topics are no longer included in
CS2013 or specified in the same way. Remember, equivalences have been included
in the comparison and therefore these may not have been deemed sufficiently
equivalent enough. The reverse, I representing CS2013 and M either CC2001 or
CS2008, provides topics which are included or ellaborated on in CS2013 which
were not explicitely (nor in terms of equivalences) in either CC2001 or CS2008.
Interestingly, for these comparisons with CS2013, the list of topics for both
CC2001 and CS2008 are identical. This is not always the case. Due to space
constraints, differences for all KAs for each of the comparisons are not provided
in this paper1. Instead, an overview of the differences is given in Table 6.

The topic difference presented in Table 5 appears in Table 6 for the corre-
sponding KA (Algorithms and Complexity). There are zero values for the com-
parison of CC2001 and CS2008 and vice versa indicating no difference. The
other differences in Table 6 correspond the detailed differences shown in Table 5.
The percentages have been calculated using the total number of topics for the
KA in the respective I. This means that even though the total number of top-
ics in comparisons may be the same, the percentages will differ in relation in
the topics in the KA for the particular curriculum. The KAs introduced to or
removed from CS2013 are therefore visible in the table. Where topics have been
newly introduced in CS2013, such as for the KA Computational Science, there
is no overlap with topics in CC2001 or CS2008. Other KAs may have a lower
percentage, such as Software Development Fundamentals. In these cases, topics
have been moved from KAs which may no longer exist, or due to a better fit in
the updated KA.

From Table 6, trends in curricula specifications can be identified. In CC2001
and CS2008, Programming Languages is more prominent than in CS2013.
CS2008 had a strong focus on Architecture and Organisation which has sub-
sided in CS2013. The focus on Information Assurance and Security issues is

1 A comprehensive list of topics per comparison is available from the author.
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Table 5. Topics in I\C per comparison (Algorithms and Complexity KA)

I M KU Topic

CC2001 CS2008 None None

CC2001 CS2013 Algorithmic strategies Numerical approximation algorithms

Basic computability Implications of uncomputability;
Tractable and intractable problems;
Uncomputable functions

Distributed algorithms Consensus and election; Fault tolerance;
Stabilisation; Termination detection

Fundamental
computing algorithms

Topological sort; Transitive closure
(Floyd’s algorithm)

CS2008 CC2001 None None

CS2008 CS2013 Algorithmic strategies Numerical approximation algorithms

Basic computability Implications of uncomputability;
Tractable and intractable problems;
Uncomputable functions

Distributed algorithms Consensus and election; Fault tolerance;
Stabilisation; Termination detection

Fundamental
algorithms

Topological sort; Transitive closure
(Floyd’s algorithm)

CS2013 CC2001 Algorithmic strategies Dynamic programming; Reduction:
transform-and-conquer

Basic analysis Analysis of iterative and recursive
algorithms

Basic automata
Computability and
Complexity

Regular expressions; Introduction to P
and NP classes and P vs NP problem;
Introduction to NP-complete class and
exemplary NP-complete problems (e.g.
SAT, Knapsack)

Fundamental data
structures and
algorithms

Common operations on binary search
trees such as select min, max, insert,
delete, iterate over tree; Heaps

CS2013 CS2008 Algorithmic strategies Dynamic programming; Reduction:
transform-and-conquer

Basic analysis Analysis of iterative and recursive
algorithms

Basic automata
Computability and
Complexity

Regular expressions; Introduction to P
and NP classes and P vs NP problem;
Introduction to NP-complete class and
exemplary NP-complete problems (e.g.
SAT, Knapsack)

Fundamental data
structures and
algorithms

Common operations on binary search
trees such as select min, max, insert,
delete, iterate over tree; Heaps
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Table 6. Percentage difference of topics in I\C per comparison

I CC2001 CC2001 CS2008 CS2008 CS2013 CS2013

M CS2008 CS2013 CC2001 CS2013 CC2001 CS2008

Knowledge area Comparison I\C percentages

Algorithms and Complexity 0 27 0 27 19 19

Architecture and Organisation 48 9 70 70 18 62

Computational Science 100 100

Discrete Structures 4 12 2 14 30 32

Graphics and Visual Computing 0 91 0 91 86 86

Human-Computer Interaction 40 30 69 46 72 61

Information Assurance and Security 91 88

Information Management 6 24 20 30 35 30

Intelligent Systems 0 39 0 50 54 54

Net-centric Computing 36 64 41 74

Networking and Communication 88 88

Operating Systems 3 15 8 11 19 10

Parallel and Distributed Computing 76 76

Programming Fundamentals 6 34 28 47

Programming Languages 5 70 3 73 63 63

Social and Professional Issues 0 53 18 62

Social and Professional Practice 70 67

Software Development Fundamentals 37 37

Software Engineering 6 44 35 60 57 55

Systems Fundamentals 88 88

significant in CS2013, yet some of the topics – more in CC2001 than in CS2008
– are in the previous curriculum volumes. A similar comparison can be made for
Networking and Communication and Parallel and Distributed Computing.

The implications, which these changes have on curriculum development are
significant. A curriculum which complies with a previous curriculum volume, will
not by default comply with a more recent curriculum volume. Table 6, provides
an indication of where changes in a curriculum presented at an institution of
higher education ought to be considered. For instance, if a presented curriculum
complied 100% in the Algorithms and Complexity KA for CC2001 and CS2008,
there are another 19% of topics which have not been considered in both instances
(as identified in Table 5).

5 Conclusion and Future Work

From the comparisons presented in this paper, two observations can be made.
The first is that the ACM/IEEE curriculum volumes have changed rather sig-
nificantly from CC2001 to CS2013 in content and structure. Considering the
vertices and edges of the difference sets gives an indication of where the differ-
ences are. This was illustrated in Sect. 4.4 for a brief overview and Sect. 4.5 for an
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illustration of the differences between the curriculum volumes for the Algorithms
and Complexity KA.

For the difference quantities, I\C and I\M , the differences between CC2001
(I) and CS2013 (M) [7] are smaller than those between CS2008 (I) and CS2013
(M). This indicates that CS2013 is closer in content to CC2001 than it is to
CS2008. The difference ratios for R(I\C, I) and R(I\M, I) between CC2001 (as
I) and CS2008 and CS2013 (as M) respectively, are similar in proportion. This
indicates that C is a good representation for M. The discrepancy between the
comparisons for R(M\C, I), in Fig. 7, highlights that CC2001 and CS2008 are
more similar than what CS2013 is to either CC2001 or CS2008 (as in Table 6).

Fig. 7. Comparison of the difference ratios

The second observation relates to the addition of the equivalences. It is clear
from Observation 4 and the subsequent references to the observation in terms of
KUs and topics, that the addition of the equivalences does improve the compar-
ison. It is therefore necessary to include the equivalences on the topic level [8,
Chapter 11.3].

For future work it is envisaged that for all KAs, KUs and topics, equivalences
will be modelled taking aspects that are classified as ‘core’ and ‘elective’ into
account. A comparison which takes core and elective topics into account may
result in more accurate comparisons between the curriculum volumes, as some
aspects (mostly KUs and topics) may have swapped their status between being
‘core’ and ‘elective’ (or vice versa). A further aspect that needs to be included
in the digraph model of CS2013 is the relationships between KUs as specified in
the curriculum volume. It would be interesting to see what the effect these may
have on the results presented in this paper would be.

Last but not least, it should be emphasised that the method presented in
this paper is not specific to the application on the ACM/IEEE CS curricula
alone. It can be applied to any data set that is similarly structured and similarly
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representable by directed graphs. By modelling a curriculum presented at some
higher education institution, such curriculum can be compared with a modelled
‘ideal’ curriculum specification, and the compliance to the envisaged ‘ideal’ can
be measured. A further application of the technique includes the possibility of
comparing curricula presented different institutions of higher education against
each other.
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