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Abstract. Studies in sentiment analysis and opinion mining have been
focused on several aspects of opinions, such as their automatic extraction,
identification of their polarity (positive, negative or neutral), the entities
or facets involved, and so on. However, to the best of our knowledge, no
sentiment analysis approach has considered the automatic identification
and extraction of the most negative opinions, in spite of their significant
impact in many fields such as industry, trade, political and socials issues.

In this article, we will use diversified linguistic features and super-
vised machine learning algorithms so as to examine their effectiveness in
the process of searching for the most negative opinions.
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1 Introduction

A fundamental task in opinion mining is polarity classification. Polarity classi-
fication occurs when a piece of text stating an opinion is classified into a pre-
defined set of polarity categories (e.g., positive, neutral, negative). Categorizing
reviews into classes such as “thumbs up” versus “thumbs down,” or “like” versus
“dislike” are examples of two-class polarity classification [8,9,13,16,17,24–26].

A still not usual way of performing sentiment analysis is to detect and classify
the most negative opinions about a topic, object or individual. The most negative
opinion is the worst judgment, or appraisal formed in mind about a particular
matter. These opinions only constitute a small portion of all opinions found
in Social Media. According to [16], only about 5% of all opinions are in the
most negative level of the opinion scale, which makes their automatic search a
challenge. There is a need for systematic studies that attempt to understand
how to mine the vast amounts of unorganized text data and extract the most
negative comments.

The objective of the article is to investigate the effectiveness of linguistic
features and supervised machine learning classification to search for the most
negative opinions. The rest of the paper is organized as follows. In Sect. 2 we
discuss the related work. Then, Sect. 3 describes the method. The Experiments
are introduced in Sect. 4, where we also describe the evaluation and discuss the
results. We draw conclusions in Sect. 5.
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P. Różewski and C. Lange (Eds.): KESW 2017, CCIS 786, pp. 14–22, 2017.
https://doi.org/10.1007/978-3-319-69548-8_2



Searching for the Most Negative Opinions 15

2 Related Work

There are two main approaches to find the sentiment polarity at a document
level. First, machine learning techniques based on training corpora annotated
with polarity information and, second, strategies based on polarity lexicons.

In machine learning techniques there are are two methods, supervised learn-
ing, where the most existing techniques for document-level classification use,
although there are also unsupervised methods. The success of both mainly
depends on the choice and extraction of the proper set of features used to identify
sentiments. The current reviews and books in sentiment analysis [1,3,4,14,15,22]
included all issues in this field. For instance, the most important linguistic fea-
tures that used in sentiment classification are listed in Chap. 3 of [15] book. [5]
presented a systematic study of different sentence features for two tasks in senti-
ment classification in (polarity classification and subjectivity classification) our
study.

On the other hand, Sentiment words are the core component in opinion
mining and have been used in many studies [2,7,11,12,21,23] they relied on
lexicons as a source for determining the polarity of documents.

In this study, we focused on searching for the most negative opinions by
use linguistic features, because of the vast importance of these views. Previous
works analyzed this importance, such as the experiments reported in [6], which
found that one-star reviews hurt book sales on Amazon.com. The impact of 1-
star reviews that represent the most negative views is higher than the impact of
5-star reviews. [18] also stated that the negative reviews have more impact than
positive reviews.

3 The Method

Sentiment analysis typically works at three levels of granularity, namely, docu-
ment level, sentence level, and aspect level.

Document-level works with whole documents as the basic information unit.
Analogously, at the sentence level, sentiment classification is applied to individ-
ual sentences in a document. But concerning aspect level, the system performs at
a finer-grained level of analysis. Instead of looking at language constructs such
as documents, paragraphs, sentences, clauses or phrases, a system working at
the aspect level directly looks at the opinion itself. It is based on the idea that
an opinion consists of, at least, a sentiment (positive, negative or neutral) and
a target, namely the aspect of an entity receiving that opinion.

In this paper, however, we are involved with document-level classification
issues, more precisely with the identification of most negative opinion vs. other
opinions at the document level. This binary categorization can be achieved by
the use of classifiers built from training data. Converting a portion of text into
a feature vector is the essential and basic step in any data-driven approach to
Sentiment Analysis. Selection of features is a requirement to make the learning
task efficient and accurate. In our experiments, we studied different strategies
and examined the following sets of features.
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3.1 Unigram Features

First, all stop words are removed from the document collection. Then, the vocab-
ulary is cleaned up by eliminating those terms appearing in less than 12 doc-
uments so as to eliminate terms that are too infrequent. Finally, we assign a
weight to all terms by using Term Frequency - Inverse Document Frequency
(TF-IDF), which is computed in Eq. 1.

tf/idft,d = (1 + log(tft,d)) × log(
N

dft
). (1)

where tft,d in the term frequency of the term t in the document d, N is the
number of documents in the collection and dft is the number of documents in
the collection containing t.

3.2 Part of Speech Features

A part of speech (PoS) is a category classifying words with similar grammat-
ical properties. PoS tag information is usually used in sentiment analysis and
opinion mining. Several researchers [5,8,25] used PoS tags, especially adjectives,
as features to classify opinions, such they are a good indicator of sentiment. We
processed the document collection using the Natural Language Toolkit (NLTK)1,
which provides words with Penn Treebank PoS tags (see Table 1). Then we
counted the occurrences of each tag in the document.

Table 1. Penn Treebank Part-Of-Speech (POS) tags.

CC conjunction, coordinating PRP$ pronoun, possessive

CD cardinal number RB adverb

DT determiner RBR adverb, comparative

EX existential there RBS adverb, superlative

FW foreign word RP adverb, particle

IN conjunction, subordinating or preposition SYM symbol

JJ adjective TO infinitival to

JJR adjective, comparative UH interjection

JJS adjective, superlative VB verb, base form

LS list item marker VBZ verb, 3rd person singular present

MD verb, modal auxillary VBP verb, non-3rd person singular present

NN noun, singular or mass VBD verb, past tense

NNS noun, plural VBN verb, past participle

NNP noun, proper singular VBG verb, gerund or present participle

NNPS noun, proper plural WDT wh-determiner

PDT predeterminer WP wh-pronoun, personal

POS possessive ending WP$ wh-pronoun, possessive

PRP pronoun, personal WRB wh-adverb

1 http://www.nltk.org/.

http://www.nltk.org/
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3.3 Syntactic Patterns

We used in this study the patterns defined by Turney [25]. More precisely, he
used five patterns of PoS tags to extract opinions from reviews, as the example
depicted in Table 2. We define two types of features based on PoS patterns:
counting patterns frequency and considering presence or absence of patterns in
each document.

Table 2. Pattern of POS by Turney [25]

First word Second word Third word

JJ NN or NNS Anything

RB, RBR, or RBS JJ not NN nor NNS

JJ JJ not NN nor NNS

NN or NNS JJ not NN nor NNS

RB, RBR, or RBS VB, VBD, VBN, or VBG Anything

3.4 Sentiment Lexicons

In our approach, we have experimented with some lexicons: the Opinion Lexicon
or (Sentiment Lexicon), Linguistic Inquiry and Word Count (LIWC) and
VADER Lexicon.

– Opinion Lexicon (or Sentiment Lexicon): This is a list of negative and positive
sentiment words for English: 5,789 words, 2,006 are positive words and 3,783
are negative. This list has been compiled for many years and its construction
was reported in [11]. It includes mis-spellings, morphological variants, slang,
and social-media mark-up. The features based on this lexicon are defined by
considering the number of negative and positive terms in the document, as
well as the proportion of negative and positive terms.

– Linguistic Inquiry and Word Count (LIWC): [21] LIWC dictionary consists of
290 words and word-stems. Each word or word-stem defines one or more word
categories or sub-dictionaries. We believe that the use of features derived from
the LIWC dictionary (Linguistic Inquiry and Word Count) would be helpful
in the search for the most negative opinions since negative opinions can also
be associated with psychological factors. We obtained 65 features based on
the lexical categories defined in LIWC.

– Valence Aware Dictionary and Sentiment Reasoner (VADER): This is a
lexicon and rule-based sentiment analysis tool that is specifically attuned
to sentiments expressed in social media and works well on texts from other
domains [12]. We obtained over 7,500 lexical features with validated valence
scores indicating both sentiment polarity (negative/positive) and sentiment
intensity on a scale from −4 to +4. Intensity was classified as follows.
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Words were split into four groups according to valence scores: −4 to −2
most negative, −1.9 to −0.1 negative, +0.1 to +1.9 positive and +2 to +4
most positive. Then the number and proportion of each group of words were
considered to define the intensity-based features. Also, we included additional
features: namely, the total scores for all the words that appear in the doc-
uments and the total scores of words that are only provided with negative
scores in the documents.

4 Experiments

4.1 Data Collection

In order to extract the most negative opinions, we require to analyze document
collections with scaled opinion levels (e.g. rating) and extract those documents
associated with the lowest scale. So, we have adopted (Pang & Lee Sentiment
scale dataset)2, which was described in [16]. This dataset contains four corpora
of movie reviews, where each corpus includes documents written by the same
author. The total number of documents in all corpus are 5,006.

4.2 Training Set

Since we are facing a text classification problem, any existing supervised learning
method can be applied. Support vector machines (SVMs) have been shown to
be highly effective at traditional text categorization [17]. We decided to utilize
scikit3 which is an open source machine learning library for the Python pro-
gramming language [20]. This library implements several classifiers, including
regression and clustering algorithms. We chose SVMs as our classifier for all
experiments, hence, in this study we will only summarize and discuss results for
this learning model. More specifically, we utilized the sklearn.svm.LinearSVC
module4. Our collection has 5,006 reviews and our method handles a large num-
ber of features for each example. To do classification, we need two samples of
documents: training and testing. The training sample will be used to learn vari-
ous characteristics of the documents and the testing sample was used to predict
and next verify the efficiency of our classifier in the prediction. So we divided
the dataset into two stratified samples: we have allocated 25% of the collection
for the testing sample and 75% of the collection for the training sample.

There are only 615 most negative reviews out of 5,006 in our dataset and
4,394 labeled as a negative class (not most negative), which results in an unbal-
anced two-class classification problem. To deal with this problem there are many
frameworks and approaches such as undersampling and oversampling, even if
undersampling gives rise to loss of information. As recommended in [10,19],
we examined the performance by giving more importance to the positive class.

2 http://www.cs.cornell.edu/people/pabo/movie-review-data/.
3 http://scikit-learn.org/stable/.
4 http://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html.

http://www.cs.cornell.edu/people/pabo/movie-review-data/
http://scikit-learn.org/stable/
http://scikit-learn.org/stable/modules/generated/sklearn.svm.LinearSVC.html
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We found that performance was insensitive to the SVM cost parameter (C)
but very sensitive to the weights that modify the relative cost of misclassifying
positive and negative samples.

In our analysis, we employed 5 fold cross validation and the effort was put
on optimizing F1 which is computed with respect to the most negative opinions
(which is the target class):

F1 = 2 ∗ P ∗ R

P + R
(2)

where P and R are defined as follows:

P =
TP

TP + FP
(3)

R =
TP

TP + FN
(4)

where TP stands for true positive, FP is false positive, and FN is false negative.
To optimize F1, we tried out a grid search approach with exponentially grow-

ing sequences of the value of the parameter class weight. More precisely, we
tested class weight with different values: 2−5, 2−4, 2−3, 2−2, ..., 210. After finding
the best value of class weight within that sequence, we conducted a finer grid
search on that better district (e.g. if the optimal value of class weight is 8, then
we test all the neighbors in this region: e.g. 3, 4, 5, 6, 7, 9, 10, 11, 12, 13, 14, 15
and 16).

The class weight was finally set to the value returning the highest F1 across
all these experiments (see Table 3).

Table 3. The best (F1) performance with varying class weights

Features Class-weight

Unigram (TF-IDF) 893

Unigram (Pres) 2

POS 4

Pattern (Freq) 8

Pattern (Presence) 8

Opinion Lexicon 6

LIWC 6

VADER 6

ALL 4

Figure 1 shows the average of F1 performance across the variation of
class weight for each set of features.
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Fig. 1. The average performance of F1 with across different values of class weight

4.3 The Results

In the test collection, there are 1,252 reviews and 157 of them belong to the
target class (the most negative opinions). The proportion of positive examples
in the training and test collections are similar (around 12%); consequently, both
datasets are similarly unbalanced. The results depicted in Table 4 reveal that all
combined features give the best performance in terms of precision and F1, even
though just unigrams work reasonably well.

In order to select the best and most influential singular features for finding
most negative opinions, we need to perform further fine-grained experiments
with different groups of feature combinations.

Table 4. The best results for the collection, in terms of precision, recall, and F1 scores

Features Precision Recall F1

Unigram (TF-IDF) 0.60 0.54 0.57

Unigram (Pres) 0.63 0.47 0.54

POS 0.25 0.33 0.29

Pattern (Freq) 0.14 0.73 0.24

Pattern (Presence) 0.13 0.71 0.22

Opinion Lexicon 0.25 0.61 0.36

LIWC 0.30 0.62 0.40

VADER 0.18 0.29 0.22

ALL 0.69 0.54 0.61
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5 Conclusions

In this article, we have studied different linguistic features for a particular task
in Sentiment Analysis. More precisely, we examined the performance of these
features within supervised learning methods (using Support Vector Machine
(SVM)), to identify the most negative documents on movie review datasets.

The experiments reported in our work shows that the evaluation values for
identifying the most negative class are low. This can be partially explained by
the difficulty of the task, since the difference between very negative and not very
negative is a subjective continuum without clearly defined edges. The border-
line between very negative and not very negative is still more difficult to find
than that discriminating between positive and negative opinions, since there are
a quite clear space of neutral/objective sentiments between the two opinions.
However, there is not such an intermediate space between very and not very.

In future work, there is much room for improvement. First, use more data
sets such as products reviews as well as movie reviews. Second, we will provide
the classifiers with a set of features which would be sensitive to the concept of
most negative. Third, it would be useful to make experiments with unsupervised
learning approaches and lexicon-based methods to improve the performance for
this difficult task.
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