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Preface

This volume contains the papers presented at CSS 2017: The 9th International Sym-
posium on Cyberspace Safety and Security held during October 23-25, 2017, in Xi’an,
China.

Security and safety are two aspects of security research that strongly interact and
complement each other; one focuses more on cyberspace techniques, and the other
focuses more on the impacts of security research on communities. The series of
International Symposiums on Security and Safety (CSS) is a forum for presentation
of theoretical and applied research papers, case studies, implementation experiences, as
well as work-in-progress results in these two disciplines. Since its inception nine years
ago, the CSS symposium has attracted national and international researchers, engineers,
practitioners, and learners from industry, government, and academia.

The 2017 conference brought together approximately 100 attendees from diverse
locations across the US East and West Coast and Europe among others. Hence, the
opportunities created by this symposium to bring world-class knowledge to the
ongoing efforts in cybersecurity research are significant. The conference especially
invites young researchers and PhD students, who have an opportunity to share their
results with colleagues, invited keynote lectures, and the Program Committee
(PC) members actively participating in conference sessions.

The 2017 conference comprised 31 regular papers selected from 120 submissions.
Each regular paper concerns an area in security and safety, and addresses a critical
problem in a related topic. There were another 10 short papers, which dealt with recent
problems in cybersecurity. All the accepted papers were examined by at least three
reviewers (prestigious PC members). Decisions about final paper acceptance were
reviewed and approved by the Organizing Committee.

We hereby thank the invited speakers for enriching the program with their pre-
sentations. We thank Prof. Yang Xiang, Chair of the CSS Steering Committee, for his
advice throughout the conference preparation process. We also thank Prof. Yu Yong
for the contributions to the local arrangements, which helped make this conference
happen in Xi’an. Last but not least, we thank EasyChair for making the entire process
of the conference convenient.

We hope you find these proceedings educational and enjoyable!

September 2017 Sheng Wen
Wei Wu
Aniello Castiglione
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Detection of Lurkers in Online Social Networks

Flora Amato', Aniello Castiglione3, Vincenzo Moscato!2,
Antonio Picariello’?, and Giancarlo Sperli'(*

! Dipartimento di Ingegneria Elettrica e Tecnologie dell’Informazione,
University of Naples “Federico 117, Via Claudio 21, 80125 Naples, Italy
{flora. amato,vmoscato,picus,giancarlo. sperli}@unina. it,
castiglione@ieee.org
2 CINI - ITEM National Lab, Complesso Universitario Monte Santangelo,
80125 Naples, Italy
3 University of Salerno, Via Giovanni Paolo II, 132, 84084 Fisciano, SA, Italy

Abstract. In this work, we propose a novel data model that integrates
and combines information on users belonging to one or more heteroge-
neous Online Social Networks (OSNs), together with the content that
is generated, shared and used within the related environments, using
an hypergraph-based approach. Then, we discuss how the most diffused
centrality measures — that have been defined over the introduced model
— can be efficiently applied for a number of data privacy issues, such
as lurkers detection, especially in “interest-based” social networks. Some
preliminary experiments using the Yelp dataset are finally presented.

1 Introduction

Social networks have been studied fairly extensively over two decades within
the general context of analyzing interactions among people: the final goal is to
derive “useful” knowledge from network data that can effectively support a large
variety of applications.

Generally, social networks can be seen as particular structures whose nodes
represent people or other entities embedded in a social context, and whose
edges represent interactions, collaboration, or influence between entities. Nat-
ural examples of social networks include the set of all scientists in a particular
discipline, with edges joining pairs who have coauthored articles; the set of all
employees in a large company, with edges joining pairs working on a common
project; or a collection of business leaders, with edges joining pairs who have
served together on a corporate board of directors.

In the last years, the research trend has focused on Online Social Networks
(OSNs), in which the social network is enabled as an Internet application. In fact,
the use of OSNs is rapidly growing allowing people, living in different places, to
make friends and to share, comment and observe different types of content. OSNs
have thus produced a tremendous amount of data showing Big Data features,
mainly due to their high change rate, their large volume, and the intrinsic het-
erogeneity, especially if we try to combine information coming from different
OSNs [19].
© Springer International Publishing AG 2017
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2 F. Amato et al.

Actually, modern OSNs can be defined either in the context of systems such as
Facebook and Twitter which have been explicitly designed for social interactions,
or in terms of other applications such as Flickr, Instagram, YouTube and Last.fm
which have been born for different aims such as multimedia content sharing, but
which also embed an extensive level of social interaction (not “directed”, but
obtained by means of the shared multimedia content). Eventually, other kinds
of social networks have as main purpose to share comment and opinions on
specific topics (e.g., Yelp, IMDB, etc.), to suggest objects or places of interest
(e.g., TripAdvisor, Foursquare, etc.) or to provide social environments able to
facilitate particular tasks (e.g., the search of a job as in LinkedIn, the answer
to research questions as in ResearchGate, etc.), just to cite the most diffused
and known social networks. Social Network Analysis (SNA) methodologies [31]
have been recently introduced to study the properties of social networks with the
aim of supporting a wide range of applications: information retrieval, influence
analysis, recommendation, viral marketing, event recognition, expert finding,
community detection, user profiling, security and social data privacy and so on
[8,9]. The majority of SNA techniques mainly exploit “user to user” interactions,
leveraging the graph theory as powerful tool to support the different kinds of
analytics. More recently, according to a data-centric view of OSN, also “user
to content” relationships have been considered together with content features
to provide more advanced forms of analysis. In particular, the SNA techniques
can be inspired by two different approaches [1]: (i) Linkage-based and Structural
Analysis, in which we construct an analysis of the linkage behavior of the network
in order to determine important nodes, communities, links, and evolving regions
of the network and Content-based Analysis, in which the tremendous amount of
content (multimedia and tags) contained in OSNs can be leveraged in order to
improve the quality of the analysis. In the security related applications, SNA —
especially link prediction methodologies — can be used to identify hidden groups
of terrorists and criminals in social networks. Moreover, other kinds of analytics
can be profitably exploited to guarantee data privacy [3,10,11] in correspondence
of unauthorized intrusion or to detect lurkers and fake accounts.

In this paper we describe a novel data model based on hypergraph for Het-
erogeneous Social Networks. Exploiting the feature of the proposed data model,
we develop an algorithm for lurker detection based on the “Follow the Leader
strategy” [30]. The paper is organized as in the following. Section 2 presents
the related work about the proposed techniques to identify lurkers in an Online
Social Network. Section 3 describes in details our model with its properties and
foundations; moreover we analyze the most diffused centrality measures on the
proposed model and introduce a new centrality measures based on the concept
of “neighborhood”. In the Sect.4 we introduce a simple heuristics to cope the
problem of lurkers’ detections. Section 5 shows the obtained experimental results
using Yelp data, while Sect. 6 reports conclusions and the future work.
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2 Related Works

In Online Social Networks silent and passive members, corresponding to large
amount of users called “lurkers”, have attracted the interest of different
researchers; in fact, in the study [7] the authors recognize that the 90% of the
actions in OSNs corresponds to the simple browsing. Lurkers differ significantly
from posters, especially in their willingness to give information and exchange
social support [29]. A first definition of lurkers is given by Nonnecker et al.
[28], that define them as non public participants in Online social communities.
In the literature, they are also defined as users that do not contribute to pro-
duce knowledge but only to reshare it [27]. Moreover, Kollock and Smith [25]
indicate that lurkers might have a negative influence on an Online community
because many people regard them as free raiders. Another definition is provided
in [17,26], where the concept of a lurker is related to a sort of peripheral partic-
ipation. In particular, in the second paper the authors show both qualitatively
and quantitatively how peripheral contributors add value to an open community.
In addition, an interesting definition has been given under individual information
strategy of microlearning [6]. In turn, within P2P sharing systems [13], a lurker
user corresponds to a leeching that wastes valuable bandwidth by downloading
much more than what s/he uploads.

Many works have been then proposed with the goal of analyzing the lurkers’
behavior in social networks. The authors in [28] provide a demographic analy-
sis of lurking in email based list. In this analysis they note that lurkers have
an sporadic participation. In [14], the authors provide a different view of lurker
problem that is useful to understand the reason that led them to avoid to actively
contribute to the communities. Moreover, Amichai-Hamburger et al. [5] make a
review to better understand why the majority of participants in an Online social
communities remain silent, identifying different factors such as need for grat-
ification, personality dispositions, time available and self-efficacy, social-group
processes (such as socialization, type of community, tendency toward social loaf-
ing, responses to delurking and the quality of responses), technological setting
factors (technical design flaws, privacy and safety of the online group and so on).
Faazen et al. [16] classify OSN users into the following four classes: leaders, lurk-
ers, who are generally inactive, but occasionally follow some tweets, spammers
and close associate. In [23], the evolutionary game theory is used for proposing
a Lurker game, in which active users are regarded as cooperators and lurkers as
defectors to analyze the transitions from a lurking to a non-lurking (i.e., active)
user role, and vice-versa. Cooperators contribute to the system by adding infor-
mation in the shape of virtual coins, while defectors do not contribute. The
total amount of virtual coins in the common pool increases according to two key
aspects: (1) the collective effort of cooperators and (ii) the different impact that
information naturally has on each agent, depending on her/his preferences. Due
to lurkers acquire knowledge form a social context, delurking strategies assume
growing importance. In [21], Interdonato et al. develop a delurking-oriented tar-
geted influence maximization problem under the linear threshold (LT) model,
defining an objective function based on lurking scores associated with the nodes
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in the final active set. A greedy algorithm called DEvOTION is developed to
compute a k—node set that maximizes the value of the delurking-capital-based
objective function for a given minimum lurking score threshold. In a successive
work [20], the authors try to improve the task of delurking in social networks
exploiting the boundary spanning theory. Firstly, they analyze how the lurkers
are related to users that take the role of bridges between different communi-
ties, unveiling insights into the bridging nature of lurkers and their tendency to
acquire information from outside their own community. Successively, they also
analyze how the learning of users that can best engage lurkers is related to the
community structure. In particular they found that the best users to engage lurk-
ers belong to the adjacent communities. Eventually, Interdonato et al. [22] try
to understand and quantify the relationships that involve lurkers for protecting
the active users from untrustworthy or undesired interactions and encouraging
lurkers to more actively participate in the community life through the guidance
of active users.

3 Data Model

To properly manage the large amount of heterogeneous data generated by Online
Social Networks, we use a Heterogeneous Social Network (HSN) model, that
allows to integrate in a unified model the interactions among users and among
the generated content and users [4]. In particular, the vertices set is composed
by the following types of entities:

— Users - i.e., the set of persons and organizations constituting one or more
social communities. Several information concerning their profile, interests,
preferences, etc. can be opportunely taken into account.

— Objects - the set of user-generated items that are of interest within a given
social community. In the most diffused online large-scale social networks, as
Twitter, Google™ and Facebook, objects are represented by different types
of heterogeneous content such as tweets, posts, but also videos, photos and
so on. In other kinds of social networks (e.g., Instagram, Flickr, Youtube,
Last.fm, etc.) objects are essentially multimedia data (i.e., images, video and
audio contents). Finally, in some interest-based social networks (e.g., Yelp,
Imdb, etc.) or location-based social networks (e.g., TripAdvisor, Foursquare)
objects correspond to specific items that are usually rated for recommen-
dation purposes (e.g. restaurants in TripAdvisor, movies in Imdb, business
objects in Yelp, places of interest in Foursquare, etc.). Objects can be obvi-
ously described using metadata and different annotation schemata. In addi-
tion, in our model also multimedia data low-level features can be properly
used.

— Topics - i.e., the most significant terms or named entities - whose definition
can be retrieved from dictionaries, ontologies and so on - of one or more
domains, exploited by users to describe objects and eventually derived from
the analysis of textual annotations, mainly tags but also keywords, comments,
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reviews etc. Clearly, such kind of information cannot be always correctly and
automatically inferred: thus, such information could be not available for all
kinds of applications.

3.1 Basic Definitions

We leverage the hypergraph formalism to model HSN due to the heterogeneity
and complexity of relationships that can be established among the described
vertices; for instances, a user publishes a photo tagging his friends, a user listen
a song, a user write a review for a given restaurant and so on. Thus, in our vision
a HSN is a weighted and undirected hypergraph, defined as in the following.

Definition 1 (HSN). An Heterogeneous Social Network HSN s a triple (HV;
HE = {he; :i € I};w), HV being a finite set of vertices, HE a set of hyper-
edges with a finite set of indexes I and w : HE — [0,1] a weight function.
The set of vertices is defined as HV = U U O UT, U being the set of OSN
users, O the set of objects and T the set of topics. Fach hyperedge he; € HE
is in turn defined by a ordered pair he; = (hej = (th_;,i); he; = (i, HV}, ).
The element hei+ is called the tail of the hyperarc he; whereas he; is its head,
HVh‘; C HV being the set of vertices of he;l, HV,.. C HV the set of vertices
of he; and HVje, = HVhJ;i UHYV, . the subset of vertices constituting the whole
hyperedge.

In our model, vertices and hyperedges are considered as abstract data types
to model the entities involved in several social networks and the related rela-
tionships by a set of properties (attributes and methods); in particular, we use
the “dot notation” to manage the attributes of a given vertex or hyperedge, for
instances we can represent the id, name, timestamp, type of OSN and type of
relationships by e;.id, e;.name, e;.time, ¢;.source and e;.type. Moreover, it is pos-
sible to associate the weight function the “confidence” of a given relationship in
terms of probability.

We can also define the incidence matriz I of an HSN in the following way:

(v, hes) 1, ifve HV,, 1)
i(v, he;) =
’ 0, otherwise

The social paths, composed by sequences of hyperedges, represent a means
to connect the entities of our model.

Definition 2 (Social Path). A social path between two vertices vs, and vs,
of an OSN is a sequence of distinct vertices and hyperedges sp(vs,,vs,) =
Usy, R€sy, VUsysenny heg, |, vs, such that {vsi,vsbﬂ} C HVhe,, for 1< i < k—1.
The length v of the hyperpath is o - Zl 1 m, a being a normalizing factor.
We say that a social path contains a vertex vy, zf Jhes; : vp € hes,.



6 F. Amato et al.

Thus, the different types of relationships, described in Sect.3.2, allow to
define several social paths between two nodes: two users can be “directly” con-
nected by a given path respectively because they are members of same groups
or are friends, or “indirectly” if they have shared the same image or commented
the same video.

Other useful definitions in our model are those related to concepts of distance
between two nodes and nearest neighbors of a node.

Definition 3 (Distances). We define minimum distance (dyn (vg, v;)), max-
imum distance (dmaqz(vk,v;)) and average distance (dgug(vk,vj)) between two
vertices of an HSN the length of the shortest hyperpath, the length of the longest
hyperpath and the average length of the hyperpaths between vy and vj, respec-
tively. In a similar manner, we define the minimum distance (dpn (vi, vj V1)),
maximum distance (dpqaz(vk, vj|v,)) and average distance (dgug(v,vj|vs))
between two vertices vy, and vj, for which there exists a hyperpath containing v, .

Definition 4 (A-Nearest Neighbors Set). Given a vertex v, € V of an HSN,
we define the A\-Nearest Neighbors Set of vy, the subset of vertices NN} such
that Yv; € NN,?‘ we have dyin(vi,v;) < A with v; € U. Considering only the
constrained hyperpaths containing a vertex v,, we denote with NNZ»); the set of
nearest neighbors of vy, such that Vv; € NN{\Z we have (fmm(vk,vj lv.) <A

Using the above definition, we can define A-Nearest Users Set and A-Nearest
Objects Set, denoted as NNU» and NNO?, considering as neighbors only ver-
tices that belong to respectively users and objects type.

3.2 Relationships

We classify the relationships that can be established in the well-known Online
Social Networks in the following three categories: (i) User to User relation-
ships, describing user actions towards other users; (ii) Similarity relationships,
describing a relatedness between two objects, users or topics and (iii) User to
Object relationships, representing the action made by users on objects, that can
be involved some topics or other users. In the following, we provide the definition
for each type of relationships with some examples.

Definition 5 (User to User relationship). Let U C U a subset of users in
an OSN, we define user to user relationship each hyperedge he; with the following
properties: (1) HVhJ; = ug such that ux, € U, (2) HV}, C U — uy.

Examples of “user to user” relationships are properly represented by friendship,
following or membership of some online social networks (see Fig.1). For this
kind of relationships, we can set w(he;) to a value in [0,1] that is function of
the specific relationship and depends on the particular supported application.
In the opposite, a general strategy can assign the value 1 to each user to user
relationship.



Detection of Lurkers in Online Social Networks 7

Id:  MSNODIFRNODOO!

Name: _Friendship between Vinny and Giank
Type:  Friendship
Source: Facebook

.

Fig. 1. Friendship relationship.

Definition 6 (Similarity relationship). Let vy, v; €V (k # j) two vertices
of the same type of an OSN, we define similarity relationship each hyperedge
he; with HVh';_ = v and HV) = v;. The weight function for this relationship
returns similarity value between the two vertices.

It is possible to compute a similarity value: between two users (by consider-
ing different types of features (interests, profile information, preferences, etc.));
between two objects (using the well-known high and low level features and met-
rics proposed in the literature); between two topics (by the well-known metrics
on vocabularies or ontologies). In our model, a similarity hyperedge is effectively
generated if w(he;) > n, n being a given threshold (see Fig. 2).

Id: MSNOOTSMR00001
Name: ~ Similarity between two sunsets
Type:  Similarity

SSSSS :

Fig. 2. Multimedia similarity relationship.

Definition 7 (User to Object relationship). Let U CU a set of users, TC
T a set of topics and O C O a set of objects in a OSN, we define user to object
relationship each hyperedge he; with the following properties: (1) H Vh‘; = ug
such that uy, € U, (2) HV,  C OuTuU.

Examples of “user to object” relationships (see Fig. 3) are represented, pub-
lishing, reaction, annotation, review, comment (in the last three cases the set
HV_ can also contains one or more topics) or user tagging (involving also one
ore more users) activities. For this kind of relationships, we set w(he;) to a value
in [0,1] that is function of the specific relationship and depends on the particular
supported application. In the opposite, a general strategy can assign the value
1 to each user to object relationship.
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Id: MSNOD1MUP00001
I o0
4 Type:  Publishing
; » e
v o

Fig. 3. Multimedia tagging relationship.

3.3 Hypergraph Building

The proposed hypergraph building process, in part inspired by the methodology
proposed in [15], consist of three different stages. In the first step, called hyper-
graph structure construction, the crawled information about objects, users and
their relationships is used to construct the hypergraph structures in terms of
nodes and hyperedges. Successively, in the topic learning phase, we use the LDA
approach, proposed in [12], to learn the most important topics and to infer rela-
tions between topics and textual annotations. In the last stage, called similarity
computation, a similarity values between users, objects and topics are eventually
determined using proper strategies.

3.4 Centrality Measures

In the Social Network Analysis, the centrality is a measure to represent the
“importance” of a given user within related community that is possible to exploit
for several applications, such as influence analysis, expert finding, community
detection and so on.

Several measures [24] have been proposed in literature to determine the cen-
trality of a node in a social graph. In this work, we extend the most diffused
ones (in the case of undirected graphs) on the introduced hypergraph-based HSN
model and define a new centrality measure based on the concept of “neighbor-
hood” among users.

Definition 8 (Degree Centrality). Let vy € V a vertex of an HSN and I
the related incidence matriz, we define the degree centrality of vy as:

de(vg) = Z i(vk, he;) (2)
he;,eHE

In other terms, the degree centrality of a given node corresponds to the
number of social relationships in which the node is involved.

Definition 9 (Closeness Centrality). Let vy, € HV a vertex of an HSN,
we define the closeness centrality of vy as:

1

v;EV dimin(Vk, vj)

ce(vg) = 5 3)
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In this case, the closeness centrality of a node depends on the sum of distances
respect to all the other nodes. The nodes from which is more simple to reach the
other ones are those more important.

Definition 10 (Betweenness Centrality). Let vy, € HV a vertex of an
HSN, we define the betweenness centrality of vy as:

Z'Uj#szV U’Uj’Uz (’Uk)

J’U]"Uz

be(vy) =

(4)

Ov;v, (Vr) being the number of shortest hyperpaths connecting v;,v. and passing
through vy, while 0., is the total number of shortest hyperpaths between vj,v.,

In other terms, the betweenness centrality measures the number of times
that a node is present in the shortest hyperpaths between each pair of distinct
vertices of a hypergraph.

In addition to the discussed measures, we have introduced a novel centrality
measure that exploits the concept of A-Nearest Neighbors Set.

Definition 11 (Neighborhood Centrality). Let vy, € HV a vertex of an
HSN and X a given threshold, we define the neighborhood centrality of vy as:

NN) NHV

NN,?‘ being the \-Nearest Users Set of vy.

The neighborhood centrality of a given node can be measured by the number
of nodes that are “reachable” within a certain number of steps using the available
social paths among the different social entities.

Except for the degree centrality, the other introduced measures can be com-
puted locally with respect to a community of users (U C U C HV) and consid-
ering only vertices of user type for the end-to-end nodes of hyperpaths. In this
manner, centrality is refereed to user importance within the related community.
We define user centrality such kind of measure. In addition, in order to give more
importance to user-to-content relationships during the computation of distances
for the user neighborhood centrality, we can apply a penalty if the considered
hyperpaths contain some users; in this way, all the distances can be computed as
d(vg,vj) = d(vg,v;)+8-N, N being the number of user vertices in the hyperpath
between v; and v; and 8 a scaling factor!’. Eventually, we can obtain a topic-
sensitive centrality for the closeness, betweenness and neighborhood measures
considering in the distances’ computation only hyperpaths that contain a given
topic node. Just as an example, the topic-sensitive user neighborhood centrality
for a given user community is:

N NNUS, 0D
ne(ug|U,t,) = ———— (6)

)17—1

1 Such strategy is necessary to penalize lurkers, i.e., users of an HN that do not directly
interact with content but through user to user relationships.
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U being a user community, uy a single user and ¢, a given topic.

3.5 HSN Computation

Generally, hypergraphs are very complex data structures to manage, and for
computational reasons, different approaches have been introduced to deal with
their intrinsic complexity [18], especially for large graphs. In this work, we have
chosen to adopt the methodology that transforms the MSN hypergraph into a
bi-partite graph. In particular, each hyperedge is mapped into a subgraph with
the following characteristics (see Fig.4): (i) each hypergraph vertex corresponds
to a subgraph vertex; (ii) the hyperedge generates a new vertex: each vertex in
V;‘ and V_ is separately connected to the new vertex by a directed edge; (iii) the
hyperedge weight is uniformly distributed over each path connecting the vertex
in V' to the vertices in V.

Fig. 4. HSN mapping on bi-partite graph.

4 Lurker Detection Algorithm

In this section we describe our approach based on HSN model to address
the lurker problem. We propose a two steps algorithm based on the “Follow
the Leader strategy” [30], an intuitive sequential prediction strategy; firstly, it
detects the most influential people in a network and successively identify the
lurker as the user that is attached to the central node only for receiving infor-
mation, without producing any further knowledge. To better explain our idea,
we consider the subnet described in the Hypergraph representation showed in
Fig.52. It’s easily noted in Fig.5 that the Mr z user is a lurker; in fact he is
able to reach all users in HSN through Giank node. Table1 reports the user
centrality measures’ values related to the HSN representation. We can note as
the introduced centrality measure can be effectively detect possible lurkers.
Considering the proposed neighborhood measure, it is possible to note that
the node Mister X is a candidate lurker: in fact, it has a minimal neighborhood
centrality linked to a node having maximal neighborhood centrality. In the fol-
lowing, we report the proposed algorithm that describes the previous intuitions.

2 We have also considered the most important topics within the reviews.
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Fig. 5. Example of HSN.

Table 1. Example of user centrality measures

Degree | Closeness | Betweenness | Neighborhood (A =2, 8 = 1.5)
Vinny |2.00 0.14 0.0 0.25
Picus 2.00 0.14 0.0 0.25
Giank |5.00 0.25 0.6 0.75
MisterX | 2.00 0.16 0.0 0.0
Flora 3.00 0.16 0.0 0.25

Algorithm 1. Identify lurker candidate set L

Require: HSN
Ensure: L = {s1,82,...,8k}
NC «— ComputeCentrality
Pp, = max {NC}
P, = min {NC}
for p; € P, do
for p, € P, do
if 3Jhe : i(p;, he) = 1 Ai(pn, he) =1 then
Add p; to L
end if
end for
end for
return L

5 Evaluation

In this section we present the experimental evaluation aiming at evaluating effi-
ciency and effectiveness of our approach for lurkers detection. First, we analyzed
efficiency for the proposed HSN data model, showing both the elapsed times to
build a bipartite graph implementation of an HSN hypergraph and computation
times for the discussed user centrality measures, varying the dimension of the
graph. In the second phase, we evaluated the recall and precision in the lurkers
detection task with respect to a given ground truth.
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5.1 Dataset and Experimental Setup

For our experimental campaign, we leveraged the Yelp Challenge Dataset®, pro-
vided by Yelp in 2014. Table 2 provides the characterization of our dataset.

Table 2. Dataset characterization

Dataset | Users | Business objects | Reviews | Tips
Yelp 1M 144 K 4.1 M 947K

In particular, we exploited the following information to build of our HSN:
(i) users’ friendships: they have been used to instantiate user-to-user relation-
ships; (ii) users’ reviews: they have been used to instantiate user-to-content
relationships (topics were extracted form the textual information attached to
the different reviews using the LDA-based approach [12]); (iii) business objects’
geographical coordinates: they have been used to instantiate objects’ similarity
relationships based on a “closeness distance”; (iv) for each user the number of
reviews, compliments and friends and the number of votes assigned to her/his
reviews: such data have been used to obtain a Yelp users’ ranking, adopted as
ground-truth for our experiments. All the experiments were performed using the
Databricks platform*, a cloud-based [2] big data processing environment based
on Spark. We exploited 5 computing nodes each one composed by 8 cores and
15 GB RAM. All the algorithms have been implemented in Apache Spark using
Scala 2.11.

5.2 Efficiency

Figure 6(a) shows loading times for the HSN bipartite graph varying its size
(total number of edges and nodes); in turn, Fig. 6(b) reports elapsed times for
computing the different centrality measures on the bipartite data structure.

(a) Loading Times (b) Running Times

Fig. 6. Efficiency for the bipartite graph.

3 https://www.yelp.com/dataset_challenge.
4 https://databricks.com/.
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5.3 Effectiveness

Due to the lacks of ground-truth for lurker detection we adopted an approach
based on data-driven methodology as suggested in [32] and used it to assess the
proposed and competing methods. We first generated a ground-truth using dif-
ferent information contained in the Yelp dataset. In particular, the ground truth
represents a sort of ranking for Yelp users, where the rank or popularity of each
user has been computed as a linear and weighted combination of the following
four parameters: (i) the number of reviews, (ii) the number of compliments, (iii)
the number of friends and (iv) the number of votes assigned by other users to
her/his reviews.

Successively, we used Algorithm 1 on the generated ground truth to identify
the set of possible lurkers (that correspond to the most inactive users). Then, we
evaluated how each user centrality measure allows to detect lurkers with respect
to the ground-truth above defined by leveraging the following measures of Recall

and Precision: L o~
R:|UrjU| P_|UOU|

Ul U]

where U corresponds to the set of lurkers in the ground-truth and U is the set
of lurkers computed by a specific centrality measure.

In the Table3 we show the values of recall and precision for each kind of
user centrality considering the whole Yelp dataset. The results were obtained as
average values varying the cardinality of the set of lurkers from 50 to 200°.

Table 3. Recall and precision measures

Recall | Precision
Degree 0.13 10.25
Closeness 0.24 10.29
Betweenness | 0.33 | 0.30
Neighborhood | 0.48 | 0.55

6 Conclusion

In this paper we described a data model for Heterogeneous Social Networks,
combining information on users together with the generated content. Inspired
by hypergraph based approaches, our model provides a solution for representing
HSNs sufficiently general with respect to: (i) a particular social information net-
work, (ii) the different kinds of entities, (iii) the different types of relationships,
(iv) the different applications. Moreover, we implemented an algorithm for lurker
detection based on concept of neighborhood among users exploiting the features
of this model.

5 For the Neighborhood centrality, we set A = 6 and o = 1.5.
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As future work, we are planning to: (i) compare our approach with others

proposed in literature; (ii) develop more sophisticated algorithms for lurkers
detections; (iii) design and develop more algorithms for other data privacy and
security problems on the top of the implemented system.
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Abstract. In the component communication of Android application,
the risk that Intent can be constructed by attackers may result in mali-
cious component injection. To solve this problem, we develop IntentSoot,
a prototype for detecting Intent injection vulnerability in both public
components and private components for Android applications based on
static taint analysis. It first builds call graph and control flow graph
of Android application, and then tracks the taint propagation within a
component, between components and during the reflection call to detect
the potential Intent injection vulnerability. Experimental results validate
the effectiveness of IntentSoot in various kinds of applications.

Keywords: Static taint analysis + Call graph - Control flow graph -
Intent injection vulnerability

1 Introduction

With the growing momentum of the Android operating system, thousands of
applications (also called apps) emerge every day on the official Android mar-
ket (Google Play) and other alternative markets. In the second quarter of 2016,
Android devices occupied 86.2% of total sales on mobile operating system, and
2600 thousand apps have been installed from Google Play store in December
2016. Due to the fact that many application developers have poor security aware-
ness and application markets do not take comprehensive security testing mea-
sures, there are various security vulnerabilities in a large number of applications,
which brings security risks to users.

In order to enhance application security, each application is assigned a user
ID (UID) and runs in an isolated virtual machine. However, applications need
to share data with others in a collaborative environment, so Android provides a
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flexible communication mechanism named Inter-Process Communication (IPC),
which takes place in Binder or Intent [11]. Among them, Intent can transfer mes-
sages between the same or different application components as a message con-
tainer (including action, data, type, extras and other properties), which achieves
Inter Component Communication (ICC). A large number of studies have shown
that the introduction of ICC mechanism will expose applications to a variety
of external stressful conditions, and therefore applications is likely to receive
a large number of untrusted data, which causes security vulnerabilities. Intent
injection is an ICC application vulnerability. Generally, the application with
an intent injection contains a public component. The application can receive a
malicious intent message. Intent injection vulnerability is a relatively common
ICC vulnerability. Applications with this type of vulnerability typically contain
a public component. After the application receives a maliciously constructed
Intent message, it does not perform valid security authentication and directly
parses out the parameters for some security-sensitive operations, resulting in
malicious behaviors such as privilege elevation, information leakage, and even
remote code execution.

Related Work. Methods for detecting Intent injection vulnerability can be
roughly divided into two kinds, including dynamic analysis and static analysis
[14]. Dynamic analysis sends random input to the target application to identify
potential vulnerabilities by monitoring software anomalies. JarJarBink modified
the ICC parameters according to a custom variation strategy and sent them to
the target application component to evaluate the ICC [7]. Intent Fuzzer used a
new method combined with static analysis and test case generation [10]. For all
the public components of the application, the data structure of Intent is obtained
by static analysis, and then the corresponding fields are randomly changed. Com-
pared with JarJarBinks, Intent Fuzzer can detect exceptions from deeper logic
of code segments. However, it is difficult for the Fuzzing method to find available
vulnerabilities along with a lot of empty pointer exceptions. Without running
the practical application, static analysis directly analyzes Dalvik bytecode of the
application and extracts potential malicious behaviors. ComDroid [1] used static
analysis to detect ICC problems, but they believed that as long as the compo-
nent is exposed and there is no privilege protection, there are Intent injection
attacks. This coarse-grained analysis method will lead to a quantity of false
positives. CHEX found data flow between application components by connect-
ing all the code segments from the entry point to detect component hijacking
vulnerabilities [6]. However, due to the absence of data flow analysis between
components, they cannot detect the injection of private components, leading
to false negatives. Epicc [8] transformed the ICC issue to an IDE problem [9],
but there are still a lot of false positives. At the Blackhat conference in 2014,
Daniele proposed a static detection approach for Intent message vulnerabilities
in Android applications [7], but it only detects vulnerabilities in a single Activ-
ity component, which exists false negatives. Recently, IccTA proposed a static
detection method for ICC problems [4,5], which can be modified to directly con-
nect components but cannot detect the vulnerability during reflection calls. Since
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component exposure does not imply the presence of Intent injection and Intent
injection exists not only in public components, the above-mentioned studies is
common in false positives or false negatives and cannot effectively analyze the
dynamic loading as well as reflection mechanism in Android.

Our Contribution. In this paper, we present IntentSoot, a prototype to effec-
tively detect the Intent injection vulnerability in Android applications based on
static taint analysis. By defining the Intent message as a taint source and track-
ing the propagation of taint data within a component, IntentSoot can effectively
reduce the number of false positives and false negatives between components
and during reflection calls.

Roadmap. The rest of this paper is organized as follows. Section 2 introduces
the communication process security analysis in Android applications. Section 3
presents the overall structure of IntentSoot. Section4 details the principles of
IntentSoot. Section 5 shows the datasets and experimental results. Section 6 con-
cludes the paper.

2 Communication Process Security Analysis in Android
Application

2.1 Component Communication Mechanism

Android applications have four types of components, including Activity, Service,
BroadcastReceiver and ContentProvider. Except ContentProvider, the commu-
nication between the other three components requires an Intent message. Intent
is a media for ICC process to convey messages. Intent contains both the explicit
and the implicit, among which explicit Intent specifies the receiving component
by name, so the Intent is sent to a particular application component. However,
implicit Intent’s receiver can be all components that meet the conditions, and the
Android system determines which application can receive the Intent. Intent-filter
tag can be added to a component in AndroidManifest file, thus receiving differ-
ent Intent by defining action, category and data. In addition, all components
that have the intent-filter tag and do not have the attribute “exported” valued
false are public by default, and other applications can send Intent messages to
public components.

2.2 Intent Injection Vulnerability in Application Communication
Process

The Intent injection vulnerability was proposed in literature [2] at the first time,
and an application with such vulnerability typically has a public component that
can receive external Intent messages. The logic of internal processing in appli-
cation directly uses the parameter information parsed from the Intent message
for some security-sensitive operations without validation. If the Intent message
is carefully constructed by the attacker, it will cause Intent injection. The threat
model of Intent injection contains two roles, including attackers and victims, as
shown in Fig. 1.
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Fig. 1. Threat model for Intent injection attack

2.3 Intent Injection Example

Intent injection vulnerability means that, the taint data may not only flow within
a component and between components in the process of taint data propagation,
but also flow during the refection calls, as shown in Listing 1.1. Assuming that
doSomethingBadl and doSomethingBad2 are two security-sensitive API func-
tions, then there are two Intent injection vulnerabilities in this example. The first
vulnerability exists in the public component ActivityOl, where the parameter sl
is passed directly to the method doSomethingBadl without any security check.
The second vulnerability exists in the private component Activity02, where the
parameter s4 is passed to the method sendMSG in the class SendMessage, and
then passed to the method doSomethingBad2 without any security check. The
Next-Intent attack described in [13] utilized the Dropbox application’s private
components. The presence of the Intent injection vulnerability in the VideoPlay-
erActivity caused the leak of token information of a large quantity of Drophox
accounts. However, previous studies [1,3,6,8] were unable to detect Intent injec-
tion vulnerabilities in private components. Therefore, the purpose of this paper
is to develop a static analysis tool which can detect Intent injection vulnerabil-
ity in both public components and private components for Android applications
through the static taint analysis method.

3 Overall Design for IntentSoot

This section systematically introduces our tool named IntentSoot, whose overall
structure and flow chart is shown in Fig.2. We make some definitions first to
facilitate further description.

— Source method: The method where the caller is located, is represented by
Sm. As shown in Listing 1.1, the onCreate method in Activity02 is a source
method.

— Source class: The class where the source function is located, is represented
by Sc.

— Target method: The called method, is represented by Tm. As shown in
Listing 1.1, the sendMSG method in SendMessage is a target method.
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onCreate(Bunlde ...){...

: Intent il = this.getIntent();

1| String sl = il.getData().getQueryParameter("keyl"); //source
5| String s2 = il.getStringExtra("key2"); //source

1| //Activity01

7 doSomethingWith(s1);

8 Intent i2 = new Intent();

9 i2.setClass(..., BroadcastReceiver0Ol.class);
10| i2.putExtra("key2", s2);

11 sendBroadcast (i2);

12| }

13| Public void doSomethingWith(String value){

14| doSomethingBadl(value);//sink

15}

16| //BroadcastReceiver01

17| OnReceive(Context c, Intent i3){...

18 Intent i4 = new Intent(c, Activity02.class);
19| String s3 = i3.getStringExtra("key2");

20 I4.putExtra("key3",s3);

21 C.startActivity(i4);

22| }

23| //Activity02

24| onCreate(Bunlde){...

25| Intent i5 = getIntent();

2 String s4 = ib.getStringExtra("key3");

27| File file = new File("/adcard/DynamicLoadClient.apk");

28| if (file.exist()){

29 DexClassLoader cl = new DexClassLoader(file.toString(), ...);

30 try{

31 Class<?> myClass = cl.loadClass(”com.dynamicloadclient.SendMessage");

32 Constructor<?> constructor = myClass.getConstructor(new Class[]{String.class});
33 Object object = constructor.newInstance(new Object[]{"MessageMark"});
34

Method action = myClass.getMethod("SendMSG", new Class[]{String.class});
35 action.invoke(object, s4);

36 } catch (Exception e) {

37 e.printStackTrace();

38 }

390 ¥

10| }

11| //SendMessage

12| public void sendMSG(String content){
13 doSomethingBad2(content) ; //sink

14] }

Listing 1.1. The Intent injection example for apps without reflection

— Target class: The class where the called function is located, is represented
by Tc. As shown in Listing 1.1, the SendMessage class is a target class.

— Reflection method: The method used by the caller to implement the reflec-
tion mechanism, including the newlnstance and invoke methods, is repre-
sented by Rm. As shown in Listing 1.1, the newInstance method in line 33
and the invoke method in line 35 are reflection methods.

IntentSoot mainly consists of two parts: dynamic execution module
(IntentSoot-D) and static analysis module(IntentSoot-S).

IntenSoot first runs IntentSoot-D, installing the app into the Android device.
After installing the app, IntentSoot runs the app file and cyclically reads the
system’s log output to get information about the dynamic loading and reflection
calls. When capturing the dynamic loading behaviors, IntentSoot sends an adb
downloading command to the Android device, and then downloads the loaded
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Fig. 2. Overall structure and flow chart of IntentSoot

dex file to the local computer. When capturing the reflection call behaviors,
IntentSoot extracts the information such as Sm, Rm and Tm corresponding to
the reflection call from the log, and stores the information in the form of a triple
group of <Sm, Rm, Tm> in the local computer’s file called SRT library. The
downloaded dex file and SRT library will be used for subsequent static taint
analysis.

When the dynamic execution module is finished, IntentSoot runs IntentSoot-
S. IntentSoot-S is actually an improvement version of Soot [12]. It makes up
Soot’s defects by adding the dynamic execution module outputs, namely dex file
and the SRT library, to static taint analysis. Meanwhile, the mapping table
between ICC method and lifecycle method of target component is supplied
to make up the defect that Soot cannot handle component communication.
IntentSoot-S consists of three stages, including preprocessing stage, intermediate
processing stage and taint analysis stage.

4 Principle Introduction for IntentSoot

4.1 Principle Introduction for IntentSoot-D

IntentSoot-D includes running the app, downloading the dex file to the local
computer and collecting a triple group <Sm, Rm, Tm> of reflection call infor-
mation into the SRT library. The downloaded dex files and the SRT library will
be used for subsequent static taint analysis.

4.1.1 The Modifications for Android Source Code

We modify the Android source code according to the literature [15], and the
modified Android version is 4.4. The main modifications include:

— The modification of elements stored in the method call stack. The
method call stack in the source code only stores the class name and method
name. In order to get complete information, we modified it to store parameters
and return values of the method.
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— Increase the log output for dynamic loading. Modify the openDexFile
method in the DexFile.java file. Therefore, when dynamic loading behavior
occurs in the system, the system will output the path of the loaded dex file,
so that the loaded dex file can be downloaded by IntentSoot-D in time.

— Increase the log output of the newlnstance method call. Mod-
ify the newlnstance method in the Constructor.java file. Therefore, when
newlnstance method call occurs in the system, it will output class name
of the instantiated target class, instantiated method name and instantiated
parameters.

— Increase the log output of the invoke method call. Modify the invoke
method in the Method.java file. Therefore, when invoke method call occurs
in the system, it will output class name of the target class, method name and
parameters of the target method.

The items 2-4 above corresponds to the log output, which includes not only
the descripted log output but also the additional output, including log ID, uid
number, operation number and call stack information, etc. The log ID is used
to identify which log information need to be parsed by IntentSoot-D. Through
the uid number, IntentSoot-D can identify which log output is generated by
the application. The operation number is used to identify the type of moni-
tored program behavior. According to the difference of called method, we set
the newlnstance, invoke, openDexFile method corresponding to the number 1,
2, 3. In addition, the Android system outputs not only the log information of the
three items above but also the information of the Android method call stack in
the current thread, which will assist the IntentSoot-D to get the information of
source method and reflection method. The details will be described in Sect. 4.2.

Push

Sc Stack Cs Ms Ps
Sm I >
Method
Invocation
Push
Output Log |Re Stack Cr Mr Pr
ot [ wmt [ et | [ rm —> Cs | Ms | Ps
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Invocation
T
° A Output Log
m |
Sm Information
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Fig. 3. Schematic diagram of log analysis
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4.1.2 Log Analysis

After installing and running the application, IntentSoot can get the app’s uid
number. The app’s running requires actual use, as well as triggering dynamic
loading and reflection call as much as possible. IntentSoot-D will cyclically read
the phone’s log information, extracting the log informations of the app according
to the uid. When reading a record of dynamically loading dex files, IntentSoot-D
downloads the dex file to the specified folder in the local computer. When cap-
turing the output information of the newInstance method or the invoke method,
the IntentSoot extracts the information of the corresponding source method Sm,
the reflection method Rm and the target method Tm, which will be stored in
<Sm, Rm, Tm>.

The extraction principle of the information is described in Fig. 3. We use Cx,
Mzx, and Px to represent class name, method name and method parameter name,
respectively. X can be a value of s, r or t, representing the source, the reflection
and the target. For example, Cs represents the class name of the source class.
According to the modification in Sect.4.1.1, we can get the information of Tm
directly from log when newlInstance or invoke method is called. Similarly, we can
get the information about Sm and Rm through the Android method call stack in
current thread. The Android method call stack stores the method call sequence
from the current method call in chronological order. The method information
currently being called is stored on the top of the stack, and the last method
call from the current method call is stored on the second unit. Thus, when a
reflection method call occurs, the method at the top of the stack is usually the
information of the reflection method Rm, and the second unit in the stack is
the information of the source method Sm. According to the modification of the
elements stored in the method call stack of Android system in Sect. 4.1.1, we can
obtain the information of Sm, including Cs, Ms, Ps and the information of Rm,
including Cr, Mr, Pr through the output stack information when the reflection
method call occurs. Finally, IntentSoot-D will store Sm, Rm and Tm to the SRT
library in the form of a triple group.

4.2 Principle Introduction for IntentSoot-S

When the dynamic execution module is finished, IntentSoot runs IntentSoot-S.
First, the necessary Java class files in the apk file and in the dex file are loaded
into memory and converted into Soot’s internal representation—Jimple. Then the
reflection method is converted according to SRT library while the source point
is identified. Finally, IntentSoot builds correct CG and CFG and starts static
taint analysis.

4.2.1 Class Loading

Soot’s static analysis method is based on Soot’s Jimple language. Soot loads all
the classes contained in the apk file into memory, then builds the main method
and constructs the function call graph and the control flow graph. In order to
reduce the burden of memory, by using on-demand loading way, IntentSoot-S
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1| $r14 = new array(java.lang.Object) [1]

$r14[0] = "MessageMark";

3| $r15 = virtualinvoke $ri13.<java.lang.reflect.Constructor:java.lang.0Object newInstance(
java.lang.0Object[1)>($r14);

N

5| $r14 = new array(java.lang.Object) [1];

6| $r14[0] = $r7

7| $r5 = virtualinvoke $ri5.<java.lang.reflect.Method:java.lang.Object invoke(java.lang.
Object, java.lang.Object)>($r5, $rid);

Listing 1.2. The Jimple code before the transformation of newlnstance and invoke

loads the corresponding class in the loaded dex file. In other words, IntentSoot-S
only loads the source classes and the target classes in the SRT library. When
constructing the function call graph, Soot automatically loads the extra neces-
sary classes according to the extension of the function call graph. The target
method may exist either in the loaded dex file or in the class of the app or in the
Android system library named android.jar, and these possible files will serve as
the base class for Soot.

4.2.2 Modification Algorithm for Source Method
We first give the following definitions to facilitate the description of our
algorithm.

— Target reflection object. The object of instantiating the target class
through reflection mechanism, is represented by Fo, such as the “object”
object that is shown in the 33rd line of Listing 1.1.

— Target object. The object of directly instantiating target class, is repre-
sented by To.

— Target reflection parameter. The parameter that is passed to the target
method through the reflection mechanism, is represented by Fp, such as the
$r14 array shown in the third line and seventh line of Listing 1.2.

— Reflection object. The object of instantiating reflection class, is represented
by Ro, such as the “constructor” object in 32nd line and the “action” object
in the 34th line of Listing 1.1.

An algorithm flow chart for specific source method modification is shown
in Fig.4. For SRT mapping, IntentSoot-S first judges whether the reflection
method is newInstance or invoke method. For the invoke method, IntentSoot-S
first transforms the target reflection parameter Fp into the target parameter
Tp, then determines whether the target reflection object is empty. If it is empty,
IntentSoot constructs a static target method call. If it is not empty, IntentSoot-
S defines the object To of the target class type, and casts the target reflection
object Fo to To, finally executes a non-static method call. The newlnstance
method contains two types of parameters and no parameters. For the newln-
stance method with parameters, IntentSoot-S first defines and creates a target
object To, then casts the target reflection parameter Fp to the target parameter
Tp, invokes the target method Tm (init ()) and instantiates it, finally reassigns
the To object to the original target reflection object Fo to ensure that Fo is
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1| $r14 = new array(java.lang.Object) [1]

2| $r14[0] = "MessageMark";

3| $i1 = 0;

1| if $i1==0 goto labelO8;

5| $r18 = new com.dynamicloadclient.SendMessage;

6| special invoke $ri18.<com.dynamicloadclient.SendMessage:void<init>(java.lang.String)>("
SendMessage") ;

7| $r5 = $r18;

8| goto label09;

9| label08:

10| $r5 = virtualinvoke $ri13.<java.lang.reflect.Constructor:java.lang.Object newInstance(
java.lang.Object[])>($r14);

11| label09:

13| $r14 = new array(java.lang.Object) [1];

14| $r14[0] = $r7

15 $i0 = 0;

16| if $i0==0 goto labell4;

17| $r17 = (com.dynamicloadclient.SendMessage)$r5;

18| $r5 = virtualinvoke $ri17.<java.lang.reflect.Method:java.lang.Object invoke(java.lang.

Object, java.lang.Object)>($r5, $rid);

19| goto labellb;

20| labell4:

21| $r5 = virualinvoke $ri15.<java.lang.reflect. Method:java.lang.Object invoke(java.lang.
Object, java.lang.Object)>($r5, $rid);

labell5:

N
N

Listing 1.3. The Jimple code after the transformation of newInstance and invoke

passed normally in the program. The source code of the 33rd and 35th line in
Listing 1.1 corresponds to the Jimple code in Listing 1.2. Listing 1.3 shows the
result of the modified source method in Listing 1.2.

4.2.3 Source and Sink Definitions

IntentSoot uses the static taint analysis method to detect the sensitive operation
(Sink) by marking the untrusted input data (Source) and statically tracking the
propagation path of the taint data. The Source and Sink are defined as follows.

— Source method: the GET method of the Intent object that is used to extract
information about the Data and Extras fields, such as getStringExtra(), get-
Data() and so on.

— Sink method: some security-sensitive operations that are related to the API,
such as the page loading-loadUrl(), the command execution-Runtime.exec(),
the database query-query() and so on.

4.2.4 Build CG and CFG
CG is a directed graph, of which the nodes represent the functions and the edges
represent call points. In order to build a function call graph, IntentSoot needs
to determine the entry function of the program first. However, in the lifecycle
management of the components in Android, one of the lifecycle methods (e.g.,
onCreate) is likely to be the entry function of the program.

Since Intent injection vulnerability detection focuses primarily on the deliv-
ery of external Intent messages, when a public component receives an Intent
message, the extraction of Intent object fields information is usually done in a
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Fig. 4. Algorithm flow chart of modifying source method

specific lifecycle method. According to this feature, we defined the correspon-
dence between different component types and the component entry methods, as
listed in Table 1. IntentSoot selects the corresponding component entry method
as the entry point of the CG and then analyzes all the function call statements
from the CG entry.

CFG is also a directed graph. The nodes in CFG are basic blocks, and the
edges in the graph represent the conditional information from one basic block
to another basic block. IntentSoot traverses all nodes through Depth-first search
algorithm and then generates a CFG for each function in CG.

4.3 Static Taint Analysis

Static taint analysis is based on the constructed CG and CFG, including the
taint data trace within a component and between the components.
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Table 1. Component entry method

Component type Component entry method
Activity void OnCreate(BundlesavedlnstanceState);
Service void OnBind();

void OnStartCommand();
BroadcastReceiver void OnReceive();

4.3.1 The Taint Data Trace Within a Component

When the taint data within a component is tracked, IntentSoot identifies the
relevant fields information of the Intent object as the taint source, then performs
the taint data trace in program analysis to detect whether the taint data flows
into Sink method. The taint analysis are analyzed from the entry point of the
CG, traversing the CFG of each function. When the method call is encountered,
IntentSoot analyzes the taint data propagation in the method call through the
binding relationship between formal parameters and actual parameters.

4.3.2 The Taint Data Trace Between the Components

If the method call is an ICC method and its parameter Intent is taint data,
it is necessary to track the propagation of the taint information between the
components. As shown in the example application of Listing 1.1, when the pro-
gram is analyzed into the sendBroadcast method in component ActivityOl, it
is necessary to track the propagation of the taint data between components
and then continue the taint analysis within the BroadcastReceiver01 component
since parameter i2 is the taint data. It is also necessary to track the propaga-
tion of taint information between the BroadcastReceiver0l component and the
Activity02 component. However, the fact that communication between compo-
nents is performed by the operating system results in discontinuities of control
flow graph between components, as shown in Fig.5. There are no explicit call
process between the sendBroadcast method of the Activity0l component and
the onReceive method of the BroadcastReceiver01 component, so static analysis
cannot track the data flow information between components.

: Activity01 1 : Broadcast- 3 ; Activity02 |
! (public) - Receiver01 P (private) |
! ! (key2,s2) ! ' (key3,s3) ! !
i OnCreate(); i L' OnCreate(); i P Lv OnCreate(); i
i e e 3
! VA A i
I Vs I i I |
; V7 ; R ; |
! sendBroadcast(); T ! startActivity(); T 1 | doSomethingBad2() i

Fig. 5. ICC control flow for example application
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To achieve the taint data trace between the components, IntentSoot should
first determine the target components. When analyzing the ICC method, we
can parse the Intent or the AndroidManifest.xml file to determine the target
component. When the target component is determined, IntentSoot achieves the
continuity of control flow and data flow between components by constructing a
mapping table between the ICC methods and the lifecycle methods, as listed in
Table 2. When an ICC method is invoked, it is automatically replaced with the
corresponding lifecycle method, and the Intent is passed to the corresponding
method for taint data trace.

Table 2. Mapping table between ICC methods and lifecycle methods of target
component

Target ICC method Lifecycle method Intent information
component type pass
Activity startActivity (Intent i) OnCreate(Bundle - - -) i—getIntent()
start ActivityForResult(Intent i, - )
Service startService(Intent i) OnStartCommand (Intent i—Intent
bindService(Intent i, - -) intent,- - -) i—Intent
OnBind(Intent intent)
Broadcast sendBroadcast (Intent i) OnReceive(- - -, Intent i—Intent
receiver sendBroadcast(Intent i, - - ) intent)
sendOrderedBroadcast(Intent i, - - - )
sendOrderedBroadcast (Intent i,- - - )
sendStickyBroadcast(Intent i)
sendStickyOrderedBroadcast(Intent i,- - - )

4.3.3 Vulnerability Detection

Intent injection vulnerability detection occurs in the process of tracking taint.
When IntentSoot analyzes the internal Jimple statement, if the current state-
ment contains a function call, IntentSoot will first determine whether the method
is in the defined list of the Sink methods. If so, it further determines whether
the relevant parameters are taint data. If so, it means there is a potential Intent
injection vulnerability. Then data dependence graph of the parameters is gener-
ated, according to which the path of taint trace from the Source to the Sink is
recorded.

5 Experimental Results

5.1 Experimental Environment

The experimental platform is 64-bit Ubuntu 14.04 operating system. The number
of processor is 6. The frequency of CPU is 2.50 GHZ. The size of physical memory
is 6 GB. We selects two sample sets that include the standard test application
and the third party application to conduct experiments.

5.2 Contrast Test

In order to evaluate the performance of IntentSoot, we designed five types of
standard test applications that contain public component C1, private component
C2 and reflection calls, as listed in Table 3.
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Table 3. Five types of standard test applications

Application |Public component C1|Private Reflection |Whether Intent |Epicc Average
type component |call exists Intent |Soot analysis time
Cc2 vulnerability

A exist source and sink |- - yes v v 51/65

B exist source sink - yes V4 missed positives|52/56

C exist source - sink yes v missed positives|54/61

D no source - - no v false positives |12/45

E exist source, no sink |- - no v false positives [46/51

In this experiment, IntentSoot and Epicc were used to analyze the five types
of standard applications. Experimental results are shown in Table 3. We can find
that Epicc can only detect C-type applications, while IntentSoot can correctly
detect all five kinds of applications in terms of detection capability. Since Epicc
supposed that there are Intent injection vulnerabilities in all public components,
it didn’t perform fine-grained analysis for applications. In addition, the average
analysis time of IntentSoot is significantly less than Epicc, because IntentSoot
analyzes only the public components in the application and the private compo-
nents on demand, not handling the code of event response function in the process
of handling a single component. However, Epicc needs to analyze all the com-
ponents and all the code within a single component, causing large performance
overhead.

5.3 Function Test

We not only analyzed the standard test applications but also collected 60 appli-
cations of 10M from third party application market (HiMarket) as test sam-
ples, including security management applications, social applications and mobile
shopping applications. We found that seven test samples have the path from the
Source to Sink. We manually created an exploit trigger to prove that there are
indeed Intent injection vulnerabilities, and the test results are listed in Table 4.
From the table, we can find that there are a large number of public components
in each application. Furthermore, there are Intent injection vulnerabilities in a
public component of samplel. The public component can load any page, and
the WebView implements the addJavaScriptInterface interface, therefore it can
embed the JavaScript code to execute remote command. Sink points in Sample3
occur in private components, so IntentSoot requires taint data trace between
components. In addition, the number of public components in Sample6 is 11,
and the analysis time of Sample6 is significantly more than any other applica-
tions, mainly because the code of each public component in Sample6 is much
more complex than any other applications, and there may be codes such as
reflection calls.
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Table 4. Detection results for third party application vulnerability

Sample Public component Sink type Within Analysis time (s)
numbers/Total components/Between
component numbers components

Samplel | 7/43 Open the web page (Can Within components 93

execute remote commands)

Sample2 | 8/63 Execute remote commands Within components 111

Sample3 | 13/51 Open the web page Between components 187

Sample4 | 8/52 Write the specified file Within components 109

Sample5 | 8/49 Modify the database Within components 55

Sample6 | 11/63 Send a text message to the | Within components 257

specified number

Sample7 | 13/72 Modify the database Within components 172

6 Conclusion

We proposed IntentSoot, a prototype for detecting Intent injection vulnerability
of Android application based on static taint analysis, which considers the taint
data trace within a component, between the components and during reflection
calls. Compared with previous detection methods, experimental results shows
that IntentSoot can effectively reduce false positives and false negatives while
reducing performance overhead through only focusing on code snippets from the
outside application’s Intent message processing. However, IntentSoot does not
consider taint propagations of JNI call in the program code, which we will study
in the future.
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Abstract. In smart grid, large quantities of smart meters are installed in cus-
tomers’ homes to collect electricity usage data, which can then be used to draw
the load curve versus time of a day, and develop a plan or model for power
generation. However, such data can also reveal customer’s daily activities. In
addition, a non-intrusive load monitoring (NILM) device can monitor an elec-
trical circuit that contains a number of appliances which switch on and off
independently. If an adversary analyzes the meter readings together with the
data measured by NILM device, the customer’s privacy will be disclosed. In this
paper, we propose an effective privacy-preserving scheme for electric load
monitoring, which can guarantee differential privacy of data disclosure in smart
grid. In the proposed scheme, an energy consumption behavior model based on
Factorial Hidden Markov Model (FHMM) is established. In addition, Laplace
noise is added to the behavior parameter, which is different from the traditional
methods that usually add noise to the energy consumption data. The analysis
shows that the proposed scheme can get a better trade-off between utility and
privacy compared with other popular methods.

Keywords: Differential privacy * Non-intrusive load monitoring + Factorial
Hidden Markov Model - Kullback-Leibler divergence + Smart grid

1 Introduction

As a new generation of power grid, smart grid integrated with advanced information
and communication technology is regarded as an efficient and robust grid. To optimize
the energy utilization, lots of smart meters installed at users’ households are connected
to the communication network [1], and send their power consumption to the control
center of smart grid at a fine granularity.

© Springer International Publishing AG 2017
S. Wen et al. (Eds.): CSS 2017, LNCS 10581, pp. 32-42, 2017.
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However, the fine-grained energy consumption data collected by smart meter may
disclose the detailed information regarding the power consumption patterns of the
household appliances, which raises serious concerns about the user’s privacy [2].
Non-intrusive appliance load monitoring (NILM) is an advanced power signature
analysis tool, which is often used to break down the aggregate energy consumption
data into individual appliances [3]. Given a user’s load profile, an adversary can track
the states (ON or OFF) of all appliances with NILM. Based on the extracted
device-level energy consumption data, the adversary can further infer lots of
privacy-sensitive information about the user’s habits and behaviors.

In fact, there is a significant body of work analyzing the users’ privacy-preservation
[4]. The major privacy-preserving solutions can be classified into homomorphic
encryption [5-8], flattening energy signatures by battery-based load hiding (BLH)
[9-12] and noise addition [13—-15]. However, schemes based on homomorphic
encryption need to spend huge computational cost and always need a third party for key
distribution and management [15]. In addition, the credibility of the third party is
difficult to guarantee. The privacy-preserving schemes based on rechargeable battery are
limited to the battery capacity and may conflict with the user’s economic interest [17].
Zhao [13] adopts the BLH method to preserve user’s privacy-sensitive information and
uses differential privacy to measure the privacy-preserving performance. Noise addition
is a common solution to provide differential privacy which is a novel standard whose
outcome is not significantly affected by the removal or addition of single participants.

However, most schemes based on differential privacy are mainly used to protect
individual information for a statistical dataset, and current schemes applying differ-
ential privacy mainly focus on the privacy-preservation of smarting data during the data
aggregation among multiple consumers. There is less work contributing on preserving
device-level data against NILM [12]. Therefore, designing a reasonable data obfus-
cation algorithm which can apply the differential privacy to preserve the device-level
data against NILM is the focus of our paper. We summarize our contributions as
follows:

(1) Differing from traditional differential privacy schemes, we add noise into the
switch states of each appliance to provide differential privacy.

(2) We use the basic properties of differential privacy to prove the effectiveness of our
scheme in privacy-preservation.

(3) Motivated by the lower bound on utility which is called discriminant proposed by
Kifer [18], we define a measurement to prove the better performance of our
scheme in data-utility.

(4) We adopt the information theory of differential privacy proposed by Cuff [19] to
measure the trade-off between utility and privacy in our scheme.

The rest of this paper is organized as follows. Section 2 introduces the background
and related work. In Sect. 3, our scheme is stated. In Sect. 4, security analysis is given.
In Sect. 5, the performance of our scheme is evaluated. In Sect. 6, the paper is
concluded.
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2 Background and Related Work

2.1 Notations

Table 1. Notations in our scheme

Acronym | Descriptions

€ Privacy budget

<D, D’ > | Adjacent datasets

; Initial probability of appliance i

A; Transition probability of appliance i

B; Emission probability of appliance i

N The number of appliances

X; Hidden states sequence of appliance i

Y; Observed states sequence of appliance i

Youm Aggregate observed state sequence

Yirain Training energy consumption data

xﬁi) Hidden state of appliance i at time ¢

xgi)' Obfuscated hidden state of appliance i at time ¢
yﬁi) Observed state of appliance i at time ¢

ygi)' Obfuscated observed state of appliance i at time ¢
5;; Aggregate obfuscated observed state at time ¢
A The set of parameters A, B,

LSy Local sensitivity

2.2 Differential Privacy

Dwork [20] has proposed the notion of differential privacy for general datasets and
shows how to realize differential privacy by adding noise [21]. The property of dif-
ferential privacy and application in smart grid are discussed in [22-27] (Table 1).

Definition of differential privacy

M is a randomized algorithm. For any datasets D; and D’ differing from at most one
element, and all subsets of possible answers SCRange(M), M satisfies e-differential
privacy if both of the datasets satisfy the following condition:

P.{M(D) € S} <é&’* x P,{M(D') € S} (1)

Propertyl: Parallel Composition [22]

M, M,;. ..M, are different randomized algorithms with the privacy budgeting param-
eters &, &...6,. Then, the combined algorithm M (M,(D,), My(D»)...M,(D,)).pro-
vides (maxg;).-differential privacy for the disjoint datasets Dy, D;.. . .,.
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Property2: Stable Transformation [22]
For any two databases E and F, we say T provides c-stable if it meets the following
condition.

IT(E) & T(F)|[<cx [E® F| )

Here, ® represents the XOR operation. If the privacy preserving mechanism M
provides e-differential privacy and T is a c-stable transformation, the combination
M o T provides (¢ x c)-differential privacy.

2.3 Factorial Hidden Markov Model

As an extension of HMMs, FHMM [28] is used to model multiple independent hidden
state sequences in different times. X; represents independent hidden states sequence. Y;
represents corresponding observed states sequence. Y, represents the aggregated
observed states sequence.

3 Our Scheme

3.1 Design Goal

The design goals of the proposed scheme are given as follows.
Besides inherited from Barbosa’s [15] three design goals, our schemes also focus
on the following aspects:

(1) The entropy of the final obfuscated data should not be far from the original data.
(2) There is no outlier in the final obfuscated load profile.

3.2 System Model

We show the system model of our scheme in Fig. 3. The load signature is extracted
from the power consumption data. Then, each appliance’s switch state related with
consumer’s behavior is estimated based on the FHMM. Differing from the traditional
schemes which add noise into active power data, we add noise into the consumer’s
behaviors (switch states) to realize the differential privacy (Fig. 1).

3.3 Appliance Modeling

As we analyzed before, the energy consumption behavior can be modeled by the
FHMM, in which the aggregated active power sequence of the entire appliances is
regarded as the observed state and the switch state sequence of each appliance is
regarded as the hidden state. To estimate the hidden state, we need to estimate the
related parameters in FHMM firstly.

The related parameters of appliance i in FHMM contain the initial probabilities

; :P(xgi)), the conditional probabilities A; :P(xgi) |x§?l), emission probabilities

B; = P(ygi)|x§i>). To simplify the analysis, we use /; to denote the set of parameters.
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(a) Traditional noise addition scheme
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(b) Our noise addition scheme

Fig. 1. The architecture of our scheme

Based on the related parameters, we can calculate the initial probability

5 o (D 0 S YRCING
n=[[m=[[P(x)"), transition probability A= [[A; =[] P(x;"}x,",), emission
i1 i=1 i1 i1

N N L
probability A = [[A; =[] P(xgl)|x£i) 1) and the conditional probability of switch state
i=1 i=1
P(Y,X|A;, 1 <i<N) as follows:

P(Y,X|4,1<i<N) = nAB 3)

N denotes the number of appliances. Expectation Maximization algorithm (EM) is
a common solution to estimate these parameters by using an auxiliary function until the
convergence to a local maximum occurs. In our paper, we don’t adopt EM. Instead, we
take partial energy consumption data from all kinds of appliances as the training data
Yirain and estimate the parameters by Maximum Likelihood Estimation.

Given a series of energy consumption data Y, from a smart meter, we can
estimate all the appliances’ switch state sequences based on our FHMM model. With
the Maximum Likelihood Estimation, we can estimate all the appliances’ switch state
sequences as follows:

X1 X,.. Xy = argmax P(Yg,,, X|A) 4)

3.4 Noise Addition

Definition 1. Adjacent datasets. Instantiated by the notion of differential privacy
proposed by Dwork [20], we propose the notion of differential privacy for datasets of
the behavior signatures. We call switch D and D’ differing in at most one element
adjacent datasets, if the differential element is an additional behavior signature.
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Definition 2. Local sensitivity. For a mapping f : D — R¥, in which R* denotes a
k-dimensional vector and D' is an arbitrary adjacent dataset of D, the local sensitivity offis

LSy = max ||f (D) — f(D)]], (5)

For all the D and D’ differing in one appliance’s switch state.

Theorem 1. For f:D — R¥, the mechanism that adds noise with distribution
Lap(LSy/¢) provides e-differential privacy.
After getting the switch state sequences of appliance i in time ¢, we add Laplace into

the switch states of each appliance to generate the obfuscated switch state xgi) . The
detailed process can be expressed as follows:

xﬁiy = xgi) + lap (LS /&) (6)

3.5 Data Re-aggregation

After we get the obfuscated switch state sequence, we can generate the obfuscated
active power sequence based on the FHMM. While, considering the data-utility, we
adjust the obfuscated active power as follows:

L[ = o
=40 <> _0 (7)
CP x, ;é x, ﬂx, ;é 0

When x,(i)/ = xgi) and xt@’ # 0, the obfuscated active power based on FHMM is
similar to the average value of the energy consumption data in a time slot. To reflect the
real energy consumption, we take the original energy consumption data as the
obfuscated active power in this time slot.

When x,(i) = 0, theoretically, the obfuscated active power should be zero. However,
as the relationship between the switch states and observed states is estimated by FHMM
and may be nonzero value when xﬁi) = 0. Therefore, we set ygi) = 0 in this situation.

In fact, the active power of an appliance is a little different even in the same switch

state. When x, ;A xt ) and x, 75 0, to reflect the real energy consumption, we take the

value from the energy Consumption Profile (CP) whose switch state is equal to x,( D as

our obfuscated active power. The final aggregated active power in time ¢ can be
calculated as follows:

N ()/
V, = Z)’tl (8)
i=1
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4 Security Analysis

4.1 Privacy Analysis

Theorem 2: Our scheme provides e-differential privacy.

Proof: The process of our scheme Ty, can be expressed as follows:

Ty

(1) As the mapping T representing the FHMM can be regarded as a linier mapping
approximately and |E @ F| represent the number of different elements between E and
F. Therefore,

T(E) o T(F)|<|E@F|

Thus, the map 7T is c-stable and the value of c is one.
According to the property of differential privacy, transformation 7 provides e-
differential privacy.

4.2 Utility Analysis

Theorem 3: our scheme satisfies (k0,0) -utility.

Proof: In this paper, D can be regarded as the real switch states of an appliance in
different time slots. D’ can be regarded as the noisy switch states. Q represents the
FHMM algorithm.

k and b are linear parameters

QD) - Q|| = K||AD]|, = kY Ad,

As each noise Ad; ~ laplace(0, Ll—sf) the value of ) Ad; will converge to zero when

the value of n is large enough. Therefore, we have
QD) - QD)|[, < k0O

Therefore, our scheme is proved to satisfy (k0,0)-utility.
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5 Performance Evaluation

In this section, we use Fl-score [29] to measure the performance of our scheme in
terms of the level of privacy-preservation and adopt Kullback-Leibler divergence [30]
to measure the level of data-utility based on the REDD data set [31] with the tool
NILMTK [32]. As shown in Fig. 2, we compare our scheme with Barbosa’s scheme
and Sankar’s scheme as follows.

L] bl |

it i | A

(a) Original profile ~ (b) Barbosa’s scheme (c) Sankar’s scheme (d) Our scheme

Fig. 2. Energy consumption profiles processed by different schemes (multiple appliances)
e=10

5.1 Privacy-Preserving Level of Our Scheme

We adopt FHMM to estimate the switch states from the active power data obfuscated
by Barbosa’s scheme, Sankar’s scheme and our scheme. As shown in Fig. 3, the
Fl-score [29] of our scheme is less than the other schemes, which means that our
scheme has a higher level of privacy preservation.

:
I O screme

07 [ senker's scheme
[ J8atosé's screme
06| I P without s

Fidge Lght Microwaie Wsherdyer

Fig. 3. Fl-score Comparison of schemes’ preservation.

5.2 Data-Utility of Our Scheme

Kullback-Leibler divergence is a measure of how one probability distribution diverges
from another expected probability distribution.
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Fig. 4. KL-Divergence Comparison of schemes’ utility

As shown in Fig. 4, We can find that the Kullback—Leibler divergence of our
scheme is the lowest one and our scheme’s obfuscated profile is very similar to the
original profile. Therefore, our scheme outperformes the others in data-utility.

6 Conclusion

In this paper, we propose a privacy-preserving scheme based on the obfuscated switch
states to realize the differential privacy in smart grid. We adopt the Factorial Hidden
Markov Model to estimate the switch states of each appliance. Then, noise is added
into the switch state to achieve the differential privacy. Based on the obfuscated switch
states, we generate the obfuscated observed states and adjust them to guarantee the
data-utility. At last, we analyze the performance of our scheme, and compare it with
other similar schemes in terms of the level of privacy-preserving and data-utility. The
security analysis and performance evaluation show that our scheme provides a better
utility-privacy tradeoff.
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Abstract. Protecting data security and privacy is one of the top con-
cerns in the public cloud. As the cloud infrastructure is complex, and it is
difficult for cloud users to gain trust. Particularly, how to guarantee the
confidentiality and integrity of in-memory user private data in untrusted
cloud faces big challenges. The in-memory data is typically used for
online processing that requires high performance and plaintext access in
CPU, therefore simple data encryption is infeasible for in-memory data
security protection. In this paper, we propose a secure in-memory data
cache scheme based on the memcached key-value store system and lever-
age the new trusted Intel SGX processors to protect sensitive operations.
Firstly, we build a secure enclave and design a trusted channel protocol
using remote attestation mechanism. Secondly, we propose a cache server
partitioning method that decouples the sensitive key-value operations
with enclave protection. Thirdly, we implement a secure client library to
maintain the original cache semantics for application compatibility. The
experimental result showed that the proposed solutions achieves com-
parable performance with the traditional key-value store systems, while
improves the level of data security in untrusted cloud.

Keywords: Data security - Cloud computing + In-memory caching -
Trusted computing

1 Introduction

Cloud computing are prevalent nowadays. There is a great amount of private
data existing in the public cloud. Data security is one of the top concerns when
we use the cloud services. Cloud users have to rely on both the providers and
their globally distributed cloud infrastructures (including software and hardware
platform) to not expose their privacy.

However, the traditional public cloud architecture is based on a hierarchical
multi-layer security model. In this hierarchical model, the security mechanisms
mainly target at protecting the more privileged codes (of cloud providers) from
untrusted application codes (of cloud users), and seldom aim at protecting user
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data from being accessed by the privileged codes [1]. Therefore, the users must
trust: (i) the provider’s hardware used to run their applications; (ii) the cloud
provider’s software, including privileged system software (host OS, hypervisor,
firmware) and the full stack of cloud management software; (iii) the system
administrators and other staffs that have entitlements to access cloud facilities.
From this point of view, the trusted computing base (TCB) to the cloud user
is very large and uncertain. And there were many data leakage incidents [2,3]
happened due to software and administrative vulnerabilities.

With the increasing security concerns in the cloud industry, new hardware
technologies for trusted computing have evolved rapidly. Trusted execution envi-
ronments (TEEs) can provide applications with a secure execution context. Even
if the rest of software (hypervisor, OS, etc.) are compromised, the application
inside TEE can still remain trusted. The recent Intel Software Guard Extensions
(SGX) [4] and the ARM TrustZone [5] are among the promising techniques that
protect user’s security code and data against malicious software that attempts
to compromise its integrity and confidentiality.

Our objective is to provide cloud users a trusted self-controlled manner to
protect their sensitive in-memory data in the public cloud. In this paper, we aim
to protect in-memory key-value caching data based on the new trusted mode of
hardware processors. Cloud users need only trust the hardware and their own
applications, thus reducing TCB to the minimum. By design and implementation
of secure key-value in-memory caching system, we focus on achieving the follow-
ing goals: (i) Users’ code and data are guaranteed to reside in the memory of
the cloud provider’s trusted physical machine. (ii) Confidentiality and integrity
of user’s private data are protected even if the cloud provider’s software stack is
compromised and controlled by adversaries. (iii) The performance gap between
the secure in-memory caching system and the original system without the secu-
rity enhancements should be kept small.

Reaching the above three goals faces some challenges. First of all, establishing
trust between the cloud servers and the user clients involves intricate attesta-
tion mechanisms. And partitioning the key-value caching system into trusted
and untrusted parts to minimize TCB is non-trivial. Secondly, the interaction
between trusted parts and the rest of the system should be carefully examined to
prevent potential attacks, such as the Iago attacks [6]. Finally, context switches
into in the trusted mode of hardware processor incur high performance overhead.

In this paper, we propose a secure in-memory data cache scheme that uses
the new Intel SGX processors to protect user private data in the public cloud.
The main contributions of this paper is described as follows:

(1) To establish trust between the cloud servers and the user clients, we build
a secure enclave and design a trusted channel protocol using the Intel SGX
CPU extensions and remote attestation mechanism. The user’s confidential
code and data are stored in the enclave, and other malicious software cannot
access the enclave protected by the trusted hardware.

(2) To reduce the trusted computing base (TCB) and maintain high perfor-
mance, we propose a cache server partitioning mechanism that decouples the
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sensitive key-value operations into the enclave region and the non-sensitive
operations outside the enclave. The sensitive operations that involve modify-
ing data content of key-value pairs are executed in the secure enclave region,
while the rest of operations are executed in the normal application space.
(3) We provide a secure client library to maintain the original caching semantics
for application compatibility. The key-value pairs are encrypted using hard-
ware accelerated crypto instructions. We use the AES-GCM [7] encryption
scheme to guarantee the confidentiality, integrity, and authenticity of the
encrypted key-value pairs that stored in the remote server’s memory.

The experimental result showed that the proposed solutions achieves compa-
rable performance with the traditional key-value store systems, while improves
the level of data security in untrusted cloud.

The rest of this paper is organised as follows. Section 2 provides background of
Intel SGX. Section 3 describes secure key-value store system design and imple-
mentation. Section4 presents performance evaluation. Section 5 describes the
related work. And finally, Sect. 6 concludes our work.

2 Background

2.1 SGX Overview

Enclave Protection. The confidentiality and integrity of enclave’s code and
data are protected by the processor. The SGX processor is responsible for the
linear to physical address mappings of each enclave. An enclave is created by
invoking an ECREATE instruction that sets up a control structure (named as
SECS, SGX Enclave Control Structure) in the protected memory region. After
the creation of an enclave, the pre-allocated memory pages are added into the
enclave by using the EADD instructions. The pages added into the enclave region
are named as EPC (Enclave Page Cache) pages. The EPC pages must be mapped
to a real physical memory region. For each EPC page, the processor maintains
contents in the EPCM (Enclave Page Cache Mapping) structure, which tracks
the EPC page’s status of validity and accessibility, its enclave ID, page type
(regular, SECS, etc.), the linear addresses of the enclave that are allowed to
access the page, and permissions (read/write/execute). EPC page contents are
encrypted and integrity protected when reside in memory after they leave out of
the processor cache. The contents reside in the processor caches are protected
by CPU access controls.

Attestation. SGX provides CPU-based attestation and sealing mechanisms [8].
The remote attestation in SGX enables a remote user to validate that the
user’s designated code and data have been actually loaded into an SGX enclave.
Through establishing shared secrets between enclave and the remote user, the
user can gain confidence of having an end-to-end trusted communication channel
with the enclave. In the process of the enclave construction, SGX computes a
secure hash digest of the enclave’s initial state. The sealing mechanism [8] enables
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each enclave to get unique keys that are derived from the processor hardware and
the enclave’s digest, and retrieve a report signed by the processor to prove its
identity to another local enclave (named local attestation). To support remote
attestation, a special quoting enclave (QE) is provisioned in each SGX-enabled
processor. Only the QE can access a unique asymmetric private key that is man-
ufactured within the processor. The QE can sign a hash digest of a local enclave
together with the digest of enclave contents to create a quote. Using the trusted
QE, a remote user can obtain the quote that proves the report is sent from the
specific SGX-enabled enclave. Like the TPM, the hardware manufacture is the
root of trust for attestation.

2.2 Key-Value Store System

The in-memory key-value store systems are widely used in the cloud. To speed
up the process of data retrieving, most frequently accessed data is cached in
memory in the form of (key, value) pairs. As shown in Fig. 1, the key-value store
systems (using memcached [9] as an example) typically have both server side and
client side. In the server side, (key, value) pairs are efficiently structured in linked
list. Hash functions are deployed to accelerate the process of searching keys, and
cache replacement algorithms are used to evict less frequently accessed data when
memory capacity is limited. Commonly, there are multiple distributed cache
servers to form an aggregated pool of memory caching resources. In the client
side, using the predefined protocols, clients can issue commands via network
(TCP/UDP), such as set/get/add/replace/append, to operate on the data
stored in remote cache servers.

However, this kind of key-value store systems have multiple security vul-
nerabilities. First, most (key,value) pairs are plaintexts reside in memory,
which can easily cause information leakage to adversaries. Second, (key, value)
pairs are sent through networks, which may occur man-in-the-middle attacks.

Client Side Server Side
Application GET/SET Memcached > I
Server 1 Server 1 R |
o
s |
@
Application Memcached Dg— |
Server 2 Server 2 -
s |
o
3|
el
Application Memcached 8_ |
Server 3 Server 3

Fig. 1. The key-value in-memory store system. The data caching servers are distributed
in the cloud data center, which forms an aggregated memory resource pool. The clients
issue commands to store/retrieve key-value pairs.
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Finally, even if the (key, value) pairs are encrypted, processing them online still
need to be decrypted, and how to protect the private key in the public cloud
faces a big challenge. Therefore, designing a secure and high performance key-
value store systems to guarantee the confidentiality and integrity of the data is
an urgent request in the public cloud.

2.3 Threat Model

We assume that the key-value caching system is deployed in an untrusted public
cloud environment, in which the attacker may compromise the whole software
stack of the cloud platform. The compromised software includes hypervisors,
host/guest OSes, and other resource management and administration software.
This assumption can be found in the cloud when an attacker exploited vulner-
abilities in the hypervisor or OS kernel and gained the privilege of accessing
the user-level data resides in memory, in storage devices, or in the network. In
the hardware level, the attacker may take control of physical machines and may
read/write data after it leaves the processor by using hardware means, such
as probing, DMA, or inject arbitrary network packages. We assume that the
attacker could not physically explore and compromise the SGX-enabled proces-
sors as long as the processor packages are manufactured without security defects.
However, in this paper, we do not guarantee the availability of the key-value store
system, which is another hot research topic. The Denial-of-Service (DoS) attack
and side-channel attacks are also beyond the scope of this paper.

3 Secure In-memory Data Cache

3.1 Overview

Our goal is to design a secure in-memory data cache system in the untrusted
cloud. To guarantee the confidentiality and integrity of key-value pairs stored
in remote cloud servers, the proposed system has two major parts: secure cache
servers and secure clients. Based on SGX-enabled processors, we propose the
attestation and key exchange protocol to build an end-to-end trusted chan-
nel between servers and clients. In the secure cache servers, we partition the
key-value store system into trusted enclave region and non-enclave region. The
confidential operations related to updating key-value pairs are executed in the
enclave region, while other operations are executed in the non-enclave region. We
store key-value pairs encrypted and authenticated in the non-enclave memory
region. In this design, cache servers can maintain most of the caching operations
in native speed while guarantee data confidentiality and integrity. In the client
side, a secure client library is implemented that other applications can use it
to access the remote cache servers with APIs as defined in general key-value
store protocols. The following sections will describe the trusted channel proto-
col, the cache server partitions mechanism, and the secure client library design
respectively.
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3.2 Trusted Channel Protocol

To establish an end-to-end trusted communication channel between servers and
clients, we present the trusted channel protocol in Fig. 2. The protocol consists
of four major phases, we show the detailed descriptions as follows:

Phase (1): At the beginning, the client prepares the code of cache server which
consists of trusted code in the enclave region (denoted as Ce.) and the rest of
code in the non-enclave region (C,.-). As the Eq. (1) shows, the first message
sent from the client to the server (denoted as C'S7) includes Cee, Ceg-, as well
as the client’s public key (denoted as pk,, ). We use ‘|’ to denote the concatenation
of two messages.

Csl = Cecl ‘Cecl* |pku (1)

Phase (2): The server receives the C'S7 message, then extracts Cecj, Coei—, and
pky. After obtaining the Ce. code, the server checks integrity of the code and
initialises an enclave with C,.;. Once the enclave is successfully initialised, the
server enters into the enclave. In the enclave mode, C¢.; generates a symmetric
key ks and encrypts it using pk, as Eq. (2) shows. The symmetric key ks is used
for secure communication between the enclave and the client after the remote
attestation process succeeds.

ms = Ency, {ks} (2)

To certify the integrity of CS; to the client, Ce; uses HMAC (keyed-hash
message authentication code) [cite] to generate an authenticated digest of C'Sy
using ks as shown in Eq. (3).

In the remote attestation process, C,; uses the SGX QE to generate a quote
which certifies that the message is sent from a genuine SGX enclave (as described
in Sect. 2.1). However, the quote from QE only proves that the code is running
on the SGX-enabled server, but lacks the evidence that the server is located in
the authentic cloud provider’s data center rather than in other places controlled
by the adversary. Therefore, we propose to create an additional cloud quoting
enclave (CQE) (similar in [10]) in each server to sign the report that the message
is sent from the cloud provider’s SGX server.

SCy = mS|HMAC{kS’ CSl}‘QEecl{mSHCQEecl{mS} (3)

Overall, the second message sent from the server to the client is shown in
Eq. (3), which includes the encrypted symmetric key my, the HMAC of CSy, the
quote from SGX QE, and the quote from Cloud QE.

Phase (3): The client receives the CS; message, then extracts m,
Hyac{ks, CS1}, QE, ;{ms}, and CQE, ;{ms}. The client uses its private key
ps, to decrypt mg and obtains the symmetric key ks. Then, the client can ver-
ify the integrity of C'Sy using Hpsac{ks, CS1}. After the code integrity check
succeeds, the client uses the public keys of both QE and CQE to verify that the
message m is sent from the enclave which resides in the SGX-enabled provider’s
physical server.
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Client Secure Enclave

Phase (1): CS; CS;1= Cou| Cocl | Pk Extract Binaries

Binaries Package >> & Build Enclave

Verify Attestation |, SC2 = m | Hyaclks, CSi} Pha;:n(qi)t:eSCZ
& Integrlty | QEecl{ms} | CQEecl{ms} Attestation

Phase (3): CS3  |CS; = Encyitk, | COMMAN% Decrypt Secret k,
Key exchange & Parse Command

Check Cache SC, = Enc; {STATUS} Phase (4): SC4
Server Status << Channel Built

Fig. 2. A brief overview of the trusted channel protocol. The grey arrows represent
encrypted communications.

Once all verifications succeed, the third message is sent from the client to
the server as shown in Eq. (4). C'S3 includes a symmetric key k, generated for
crypto-operations of key-value pairs and the COMMAND used to launch the
rest part of the code resides in cache server. The message is encrypted using the
symmetric key ks.

CS3 = Ency_{k,| COMMAND} (4)

Phase (4): The server receives the C'S3 message, then decrypts and extracts
k, and COMMAND in the enclave using ks. The symmetric key k, is protected
within the enclave and never leaves out of the enclave. The enclave checks the
integrity of C,.-, parses the COMMAND, and launches the rest part of the
key-value cache system. The enclave collects the STATUS of the system and
sends a message SCy4 back to the client. This message is also encrypted using
the symmetric key k.

SCy = Ency, {STATUS} (5)

After completing the above four major steps, the trusted channel is estab-
lished between the server and the client. And the enclave created in the server
acts as a trusted control knob associated with the remote cloud users for the
key-value store operations. All encryptions in the protocol uses the AES-GCM
[7] scheme to provide confidentiality, integrity, and authenticity assurances on
the data.

3.3 Cache Server Partitions

The key-value store system in the cache server is partitioned into enclave region
and non-enclave region. The enclave region involves processing confidential data,
while the non-enclave region is responsible for the data-oblivious maintenance
work. In the cache server, the major functions of key-value store system includes:
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(1) allocating memory resources; (2) storing/retrieving/updating key-value pairs;
and (3) recycling memory resources used to store key-value pairs. Considering the
large overhead of memory allocation/deallocation in enclave mode, we choose to
put these operations in the non-enclave region. The cache server should response
to the client’s request in time to meet the QoS (Quality of Service) of cloud
applications.

As for the operations of storing/retrieving and updating key-value pairs, we
classify these operations into two categories: the type I operations (short for
OPy) that involve modifying data content of key-value pairs and the type II
operations (short for OPyy) that only process on the encrypted data as a whole.
Specifically, the O Py operations include append/prepend, increase/decrease,
and the OPr; operations include set, add, get, replace, delete, touch. The
O Py operations need to decrypt the key-value pairs, update the data, and re-
encrypt the data. Therefore, the O Py operations have to be executed inside the
enclave. While the O Py operations do not involve decrypting the key-value pairs
in the server side, these operations can be executed in the non-enclave region.

The communications between enclave region and non-enclave region may
bring new attack surfaces. To minimize the attack surfaces, we depend on the
in-enclave library. However, some functions may rely on the potentially malicious
OS system calls, which may return a forged input to the enclave (usually known
as lago attacks [6]). To prevent such attacks, we uses the secure enclave-host
communication protocol [11]. The protocol defines a narrow interface to the
enclave and is driven by the trusted enclave in a strict communication manner.

3.4 Secure Client Library

In the traditional key-value store system, the clients communicate with the cache
servers through TCP connections. The cache servers listen on some configurable
ports; the cache clients connect to these ports, send operation commands to the
servers, read the responses from servers, and finally close the connections. To
ease deployment, we introduce a secure client library that supports secure com-
munication with the cache servers. The main functions of the secure client library
include: (i) secure encryption and decryption of key-value pairs; (ii) support of
the client and server communication protocol.

For example, the client decides to send a (key, value) pair to store in the cache
server. The client first calls the library function of the SET command. Inside
the SET command function, the key and the (key,value) pair are encrypted
respectively using the established symmetric key k, (described in Sect. 3.2). The
encrypted key is used for indexing and hashing operations in the cache server,
and the encrypted (key,value) pair as a whole is stored as the new value. Once
the encryption is done, the SET command function sends the command and the
encrypted (key,value) pair to the server. The server parses the command and
stores the data in memory. When the client decides to retrieve the previously
stored (key,value) pair in the server, it calls the library function of the GET
command. The GET command function sends the command to the server and
parses the received responses. Then, the library function uses the AES-GCM
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scheme to decrypt the received (key,value) pair and also check the integrity
and authenticity of the data. Once the decrypted (key,value) pair passes the
check, the library function returns it to the client application.

4 Performance Evaluation

4.1 Experiment Platform

In this section, we evaluate the proposed secure key-value store system (short
for SeKV) using the Intel SGX processor and real-life memcached benchmarks.
Firstly, we describe the experimental platform. The physical server is configured
with a 2.70 GHz Intel Core i5-6400 processor (code name Skylake), 32 GB of
RAM, and a 1 TB disk storage. The ethernet controller is the Intel Corporation
Ethernet Connection (2) 1219-V (rev 31). The client machine is configured with
a 2.6 GHz Intel Core 15-4570 processor, 8 GB of RAM, and 256 GB SSD storage.
Both machines are installed with the Ubuntu 14.04.5 64-bit OS, the Linux kernel
version is 4.7.0.

To evaluate the performance of the SeKV system, we use the following two
configurations of key-value cache systems for comparison.

(1) BaseKV runs the default memcached [9] server daemon and the client
sends plaintext key-value pairs to the server. The BaseKV system has no per-
formance penalties of enclave overhead, crypto operations overhead and secure
communication overhead.

(2) EncKYV runs the default memcached server daemon and the client sends
encrypted key-value pairs to the server. In the server side, there is no enclave
module to guarantee that the crypto operations are executed in a trusted envi-
ronment. In the client side, the key-value pairs are encrypted /decrypted the same
as the SeKV system. But there is no secure communication channel between the
client and the enclave.

We use the synthetic and real-life benchmarks to test the performance of
key-value cache systems. The synthetic key-value requests are generated using
the twemperf tool. And we use the Cloud Suite data caching benchmark as the
real-life applications for the key-value systems.

4.2 Overall Performance Comparison

To compare the overall performance of key-value systems, we use the data
caching benchmark in the CloudSuite [12]. The data caching benchmark deploys
the memcached key-value systems for caching the real-life applications of the
Twitter dataset. The original dataset consumes 300 MB of server memory, and
we scaled the dataset up to 10 GB of main memory using the loader tool in the
benchmark.

Figure 3 shows the overall performance of three key-value systems: (a) the
BaseKV; (b) the EncKV; (¢) the SeKV. To deploy the proposed SeKV system in
the data caching benchmark, we replace the default memcached server with the
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Fig. 3. The performance comparison of three key-value systems: (a) the BaseKV;
(b) the EncKV; and (c) the SeKV. The performance metrics include: the aver-
age latency (Awvg_Lat) of key-value operations, the 90-percentile (90th_Lat), the 95-
percentile (95th_Lat), and the 99-percentile (99th_Lat) latencies.

SeKV server and modify the client code to integrate secure client library. The
performance metrics include: the average latency (Awvg_Lat) of key-value opera-
tions in a period of time (1s in the experiment setting), the 90-percentile latency
(90th_Lat) of key-value operations (which means the latency of 90% operations
are lower than the value of 90th_Lat during a period of time), and similarly the
95-percentile latency (95th_Lat) and the 99-percentile latency (99th_Lat). In the
experiment, we adopt the default GET/SET ratio of 4:1 and set 4 client worker
threads with 40 TCP connections. The client threads issue 16000 requests per
second to the cache server.

From the experimental result, we can observe that the performance difference
among the BaseKV, the EncKV and the SeKV is modest. The Awvg_Lat of all
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Fig. 4. The Key-Value operation performance comparisons between BaseKV, EncKV
and SeKV. Figure (a) represents the SET operations average latency due to the key-
value size variations; and Figure (b) represents the GET operations average latency
due to the key-value size variations.

three systems are kept below 10 ms, which is acceptable in the typical key-value
caching system deployment. As Fig.3 shows, the 90th_Lat of the BaseKV is
slightly lower than the EncKV and the SeKV, which is due to the encryption
overhead in the EncKV and SeKV systems. The 95th_Lat and 99th_Lat in the
three systems are increased up to 40 ms. This is because some large size of key-
value pairs in the dataset are transmitted between the client and the server. The
network communication latencies dominate in the operations of the large size
key-value pairs. Therefore, 1% to 5% of the key-value operations have relatively
high latencies as shown in the figure.

4.3 Key-Value Size Variation Impact

The size of key-value pair varies depending on the caching dataset. To study the
performance impact of the key-value size variation on the SeKV system, we set
the experiment to manually increase the size of key-value pairs and record their
average latencies. We vary the key-value size from 1 KB to 1024 KB to show the
different performance impact.

Figure 4(a) shows the performance of the SET operations with different key-
value sizes under the three systems. From the experimental result, we can observe
that the average latencies of the SET operations in all the three systems increase
as the sizes of key-value pairs increase. The reason is that the network trans-
mission time increases due to the data size increases. However, the latency gap
between the BaseKV and the SeKV also increases as the crypto operations on
larger dataset cost more CPU time. As Fig.4(b) shows, the trend is similar in
the GET operations. The average latency of the GET operation is smaller than
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the SET operation, which is due to the GET operations need fewer network com-
munications and the decryption time is also shorter than the encryption time.
For the largest size of key-value pair, the latency gap between the BaseKV and
the SeKV is within 10%, which is acceptable considering the security guarantees
provided in the SeKV system.

5 Related Work

SGX enabled research. The Intel SGX technique was first introduced in
[8,13,14]. A few of projects [1,10] have conducted SGX-related research in the
cloud environment. Researchers in [1] proposed the architecture named Haven
that enables unmodified windows applications to run on the SGX mode in an
untrusted cloud. Haven loads both a trusted application and a trusted library
OS into an enclave. Haven achieves application security with good compatibil-
ity, but its TCB is still relatively large for common cloud users. F. Schuster etc.
[10] suggested using SGX for trustworthy data analytics in the cloud. They pro-
posed VC3 that only protects user’s MapReduce code and data in SGX enclaves,
but keeps the Hadoop software, OS, and hypervisor out of the TCB. They fur-
ther proposed methods [15] of observing and preventing leakage in MapReduce
using VC3. R. Sinha et al. [16] proposed a approach of verifying confidentiality
of enclave programs. Prerit Jain et al. [11] established an open source project
OpenSGX that emulates Intel SGX hardware components at the instruction
level with the QEMU emulator. It also provides OS components and toolchains
for SGX research and development. [17,18] were the preliminary studies on the
OpenSGX platform that leverages SGX to develop trusted network applications.

Hardware based solutions. Besides the recently introduced Intel SGX, exist-
ing hardware technologies for trusted computing, known as trusted execution
environments (TEEs), include TPM [19], Intel TXT [20], and ARM TrustZone
[5], etc. Researchers used these TEEs in many different scenarios [21-24]. For
example, J. M. McCune etc. [25] proposed Flicker that time-mutiplexes the whole
system between trusted Flicker sessions and untrusted host OS using TPMs.
TrInc [21] provides trustworthy computation by using TPM for distributed sys-
tems. The performance overhead in TPM based implementations are very high,
thus preventing the TPM adoption in most performance sensitive applications.
Recently, V. Costan et al. [26] presented a detailed analysis of SGX design and
then proposed a new hardware extensions [27] that achieve stronger security
isolation and have good performance.

6 Conclusion

In this paper, we proposed the secure in-memory data cache scheme based on
the Intel SGX processor. We proposed a trusted channel protocol to establish
trust between the cache server deployed in the public cloud and the cloud user
client. Then, we proposed a cache server partitioning mechanism to decouple the
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secret operations into the enclave region and the non-secret operations outside
the enclave. In this manner, the cache server not only provides the guarantees
of data confidentiality and integrity, but also keeps the performance close to the
traditional key-value store systems. We also provided a secure client library to
maintain the original cache semantics so that users can easily deploy the secure
system using the same library APIs as in the traditional key-value systems. The
experimental results showed that the proposed solution achieves near native
performance compared with the default and the encrypted versions of key-value
caching systems. In the future, we plan to design more advanced security fea-
tures for key-value store systems, such as the high availability with multi-cloud
support.
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Abstract. k-anonymity is a popular method to preserve privacy in microdata,
which sacrifices data utility for preserving individuals’ privacy. Therefore, how
to preserve privacy with high data utility has been becoming a hot topic in
k-anonymity area. Existing anonymization methods seldomly consider the data
utility for specific data mining. To address the problem, we define a novel
attribute weight measurement for determining the generalization order, and
further propose a new anonymization algorithm based on the weight measure-
ment using global generalization, called Weighted Full-Domain Anonymization
(WFDA) Algorithm. The main idea of the algorithm is to generalize attributes
with large weights to lower levels, and attributes with small weights to high
levels. The proposed algorithm can reserve data utility for classification to a
large extent. Experiments show that anonymous data resulted from the proposed
method retains higher utility, i.e., has better classification accuracy, than that
generated by other anonymization methods.

Keywords: Privacy preservation - k-anonymity - Classification - Genera-
lization

1 Introduction

Microdata play an increasingly important role in data mining. Many organizations are
collecting and publishing microdata. However, as publishing microdata may threaten
individuals’ privacy, privacy preservation has become a hot topic recently. Simply
removing the attributes that identify individuals cannot effectively protect their privacy,
because adversaries could make use of the released public data to re-identify indi-
viduals. Sweeney [1] pointed out that there were about 87% of Americans can be
uniquely identified through the combination of their gender, birthday and postcode.
To address the problem, Samarati and Sweeney [2] proposed the k-anonymity
model. It requires that each record is indistinguishable from at least k—1 other records
with respect to quasi-identifier (QID) attributes in an anonymized table. The k-
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anonymity can protect individuals’ identities from being re-identified with larger than
1/k probability. But it can not resist homogeneity and background knowledge attacks,
and therefore many other enhanced privacy preservation models have been proposed,
such as [-diversity [3], -closeness [4], k"“-anonymity [5], P-sensitive k-anonymity [6].

Generalization [2] is a typical technique to achieve anonymity models. The idea of
generalization is to replace original values of quasi-identifier attributes with less
specific but semantically consistent values. As generalization distorts the original
microdata, it deteriorates the utility of the data. Thus, how to reserve the data utility of
anonymous data has become a hot topic in privacy preservation area [7]. So far, various
generalization methods have been proposed, but only a few of them are focus on
specific data mining tasks, such as Yin et al. [8], Tsai et al. [9]. Iyengar [10] proposed
an optimization approach to minimize class impurity in data generalization. However,
the method is impractical for large sized datasets. Wang et al. [11] proposed a
bottom-up anonymization method for classification, but it can only handle categorical
values. TDS [12] (top-down specialization method) is an improved version of the
bottom-up method in [11], which is efficient and keeps high classification accuracy.
TDR [13] (Top-Down Refinement) is a further improvement on the TDS. It can not
only handle categorical attributes with taxonomy, categorical attributes without tax-
onomy, and continuous attributes, but also handle data with multiple quasi-identifiers.
Kisilevich et al. [14] proposed a multi-dimensional suppression approach for
classification-aware anonymization, called KACTUS. The method makes use of a
decision tree, i.e. C4.5, as a base for deciding multi-dimensional regions to be sup-
pressed. And Lefevre et al. [15] proposed the notion of multidimensional k-anonymity,
called Mondrian. Mondrian has then been extended to InfoGain Mondrian [16] for a
specific task such as classification. InfoGain Mondrian has been shown to achieve
better classification accuracy than the TDS [12]. Li et al. [17] proposed an IACK
(Information based Anonymization for Classification given k) algorithm. The method
first determines the generalization level of each attribute according to its distribution.
However, they did not consider the fact that different attributes have different impact on
building classifiers.

Motivated by the fact that the attribute generalization level should be determined by
the classification capability instead of the privacy requirement, we propose a new
anonymization method for classification, which is able to ensure that the attribute
generalization level be more appropriate for classification and to avoid over-
generalizing attributes that are important for classification. Major contributions of the
paper are as follows.

(1) We develop an attribute weight measurement based on the information gain ratio
of the attribute, and use it as the criteria to determine the order of generalization
on QI attributes.

(2) We introduce the attribute level weight and firstly use it as the metric to determine
the best generalization level during the generalization process.

(3) We propose a Weighted Full-Domain Anonymization (WFDA) Algorithm incor-
porating global generalization and data suppression to achieve anonymization.
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2 Preliminaries

Definition 1 (Quasi-identifier). A quasi-identifier (QID) is a set of publicly-accessible
attributes that each individual attribute cannot uniquely identify a person, but the
combination of these attributes can yield unique identification. For example, in the data
set in Table 1, {Gender, Age, Pcode} compose a quasi-identifier.

Table 1. Global recording example

(a) A raw table (b) 2-anonymous view by global recoding.
Gender  Age Pcode Class Gender Age Pcode  Problem
female 35 4661 stress * [20,39] 466* stress
male 36 4663 obesity * [20,39] 466* obesity
female 37 4663 obesity * [20,39] 466* obesity
female 21 4354 stress * [20,39] 435%* stress
female 25 4354 obesity * [20,39] 435%* obesity
female 55 4331 stress * [40,59] 433* stress
female 57 4331 obesity * [40,59] 433* obesity
female 67 4652 stress * [60,79] 465* stress
female 69 4653 obesity * [60,79] 465* obesity
male 68 4653 stress * [60,79] 465* stress
male 48 4354 obesity * [40,59] 435%* obesity
male 54 4354 stress * [40,59] 435%* stress

Definition 2 (Anonymous Equivalent Class). An anonymous equivalent class of a

table with respect to a set of attributes is a set of tuples with the same attribute values.
For example, tuples 1, 2, 3 in Table 1(b) form an equivalent class with respect to

the attribute set {Gender, Age, Pcode}, whose corresponding values are identical.

Definition 3 (k-anonymity). If each record in a table has at least kK — 1 other records
with the same QID values, the table satisfies k-anonymity, and the table is called a
k-anonymized table.

According to the definitions, k-anonymity requires that the size of each equivalent
class with respect to quasi-identifier is at least k. For example, Table 1(b) is a
2-anonymized table of Table 1(a), where the quasi-identifier is {Gender, Age, Pcode}.

Definition 4 (Generalization). Generalization is one of the most popular approaches
for k-anonymizing microdata. The main idea of generalization is to replace the original
values of Quasi-identifier with less specific values which are semantically consistent
with the original values.



60 J. Han et al.

Generalization can be divided two categories: global recoding and local recoding.
For global recording, once an attribute value is generalized, each occurrence of the
value should be replaced by the new generalized value. Figure 1 shows the general-
ization hierarchy of the attribute Pcode. Incognito [2] is a typical global-recoding
algorithm. Table 1(b) is a global recoding version of the original table (a). It is easy to
see that global recoding may over-generalization microdata.

z4={*} *
23:\14***} 4***
22-(43+* 46%%} 43+ 46+

Z1={435% 433* 465* 466*} 435% 433 465+ 466*

z0={4354,4331,4652,4653,4661,4663 } 4354 4331 4652 4653 4663 4661

Fig. 1. The procedure of generalization

Definition 5. Entropy [18] is used to measure the uncertainty of events. Let D be a
training set. Suppose the label attribute has m distinct values which partition D into
m classes, i.e. Cy, Cs, ..., C,,. Let |C,-_p| and |D| denote the number of tuples in C; and
D respectively. The entropy of D can be defined as Eq. (1).

Info(D) = 3" (prlox(1/p) m

where p; is the probability that a tuple belongs to C;, which can be calculated as
|C,<_ D | / |D|. The base of the log function is 2, because the information is encoded in bits.

Suppose that an attribute A of a table D has v distinct discrete values,
{a1,ay,...a,}. The table can be partitioned into v subsets, i.e. (D, D, ...D,), where
D; contains those tuples whose values of attribute A is g;. If attribute A is used as the
test attribute, the new expected information required to classify a tuple based on
attribute A can be measured by Eq. (2).

Ifor(D) = 3 1 D) o)
i=1

where % is the weight of the i-th partition, Info, (D) denotes the expected information.

Definition 6. Information gain [18] is defined as the difference between the original
expected information (i.e., based on just the proportion of classes) and the new
expected information (i.e., obtained after partitioning on A), which can be calculated by

Eq. (3).
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Gain (A) = Info (D) — Infos(D) (3)

The greater the information gain of an attribute is, the greater the uncertainty
information it contains. As data classification is favorable of the uncertainty informa-
tion of attributes, the ID3 classification algorithm can use information gain as the
attribute selection metric.

3 The WFDA Algorithm for Classification

Generalization can be divided into two categories, namely global recoding and local
recoding. Local recoding can preserve more information than global recoding. But
value consistency is very important for classification. For example, local recoding may
generalize values of the Age attribute into 23, 10-15, 18, 20-30, 40-60, and the
generalized values are not suitable for most classification tools as overlapping intervals
brings challenges to classification tasks. That is to say, attribute values are preferred to
be within the same domain for most classification tasks. Therefore, global recoding is
preferred to achieve k-anonymity for classification applications, for the reason that it
can generalize attribute values into the domain with non-overlapping values, such as
10-20, 20-30, 30—40 and so on.

To preserve the quality of anonymized data for classification, we propose a new
method to anonymize datasets based on global recording, called Weighted
Full-Domain Algorithm (WFDA). The goal of the proposed algorithm is to generalize
attributes with large weights to lower levels, and attributes with small weights to high
levels. To achieve this goal, two problems should be considered: (1) how to determine
the order of attributes to be generalized; and (2) how to select the best generalization
levels for each attribute. For the first problem, we propose attribute weight measure-
ments based on information gain and generalize attributes according to their weights.
For the second one, we introduce a method to adaptively determine the best general-
ization level for each attribute.

3.1 Determination of Attribute Weight

Generally, the attribute with the highest information gain is chosen as a splitting
attribute preferentially. The higher the information gain an attribute has, the more
important it is for classification analysis. So we propose an attribute weight mea-
surement based on information gain of the attribute, which is defined as an exponential
function of its information gain, seeing Eq. (4),

Wy = eGain(A) (4)

where A is an attribute, Gain(A) is the information gain of A, e is the mathematical
constant (the base of the natural logarithm).

For example, a data table includes four attributes A, B, C, D, suppose Gain(A) is
0.8, Gain(B) is 1.2, Gain(C) is 0.3, and Gain(D) is 0.5. Then the corresponding
attribute weights are shown in Table 2.
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Table 2. The attribute weights of different attributes

/ A B C D
Information gain | 0.8 12 |03 |05
Weight (wy) 2.226|3.320 | 1.349 | 1.649

The information gain measurement prefers to select the attribute with a large value
domain. However, this attribute might be useless for classification. Thus, information
gain ratio [18] is proposed for selecting classification attributes. Information gain ratio
is defined as follows.

GainRatio(A) = Gain(A)/Splitl(A) (5)

where Splirl(A) = Ev: (pilog(1/pi)).

Information gain works fine for most cases, unless there are a few attributes with a
large number of values (or has a large value domain). Information gain is biased
towards choosing attributes with large value domains as root nodes. Information gain
ratio is a modification of information gain. It overcomes the shortage of information
gain by taking into account the number of branches that would result before making the
split. That is to say that the bias of information gain could be avoided by taking the
intrinsic information of a split into account.

Accordingly, we propose an attribute weight measurement based on the informa-
tion gain ratio, and define it as Eq. (6).

Wy = eGuinRativ(A) (6)
where A is an attribute, GainRatio(A) is the information gain ratio of A, e is the
mathematical constant (the base of the natural logarithm). The higher the information
gain ratio of an attribute is, the more important the attribute is for classification.

3.2 Selection of Attribute Generalization Levels

Information gain or information gain ration can be used as the metric to select gen-
eralization levels of attributes. For an attribute, different generalization levels results in
different information gains or information gain rations. Let denote the attribute levels
weight on attribute A at the generalization level i, which can be calculated using
Eq. (6).

For instance, Fig. 2 shows the generalization taxonomy of a given attribute A, there
are 8 values at level 1, 4 values at level 2, and 2 values at level 3. Table 3 lists of the
attribute A at different generalization levels, which are calculated according to the
Eq. (6). During generalization, we can select the best generalization level as the one
with the largest weight.
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* level = 4
m n level =3
i J k l level =2

a b c d e f g h level = 1

Fig. 2. The generalization taxonomy of attribute A

Table 3. w/, of the attributes at different generalization level

Level | InfoGainRatio | w/,

1 0.55 1.733
2 1.22 3.386
3 1.05 2.857

3.3 Suppression Ratio

In practical, the generalization cannot often make all tuples satisfy anonymous con-
straints, and those tuples not satisfying anonymous constraints are often suppressed to
satisfy the predefined anonymous constrains. Whereas simply suppress tuples could
result in high information loss. To make information loss as less as possible, we
proposed a suppression policy. Let n' denote the number of tuples which do not satisfy
anonymous constraints, n be the tuples number of the whole dataset, then the sup-
pression ratio r can be calculated as

r=n'/n. (7)

The suppression policy is that if the suppression ratio r is smaller than a given
threshold ry, we suppress these tuples which do not satisfy anonymous constraints;
otherwise, we generalize these tuple to the highest level. Generally, our goal is to
generalize attributes with large weights to lower levels, and attributes with small
weights to high levels. Thus, we choose the attribute with the smallest wi, first to be
generalized in the anonymization algorithm. In this paper we set ry = 0.08.

For example, for Table 1(a), attributes {age, race, education, worktime} are gen-
eralized to levels {2, 1, 2, 2} respectively, and their corresponding weights are listed in
Table 4.
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Table 4. The w', after generalization

/| Age |Race | Education | Worktime
wi, [2.224 | 1.561 | 1.602 1.751

If the suppression ratio r is larger than the threshold r, attributes should be gen-
eralized in ascending order according to their weights. For example, for the given
attributes {age, race, education, worktime}, the order we choose to generalize is race,
education, worktime, age.

3.4 Algorithm Description

The proposed WFDA algorithm first generalizes the original data into the favor levels
for classification, and then suppresses tuples not satisfying anonymous constraints
according to the suppression policy. The detailed description of the algorithm is
described in Algorithm 1.

Algorithm 1 Weighted Full-Domain algorithm(WFDA)

Input: A original dataset 7, a suppression threshold 7.
Output: an anonymized dataset 7’
Steps:

fori=1tomdo //mis attributes number of quasi-identifier
compute information gain ratio and  for each hierarchical level of 4;;

find /; that maximizes the W

generalize attribute 4; to the level /; ;
end for
r=n/ny;,
// ng is the tuple number of D, n is the number of tuple which do not satisfy the & anonymity con-
straints
while (r> ro) do
generalize the attribute 4 that the attribute levels weight is minimum to the next levels
end while
return anonymous table 7’

4 Experiments

We use the Adult dataset from UCI Machine Learning Repository [19] as the testing
dataset. Adult dataset is US census data and has been a benchmark dataset for com-
paring anonymity algorithm. We treat the 6 attributes described in Table 5 as
quasi-identifiers and the salary attribute as the sensitive information. We discretize
salary as 50K and >50K. The Adult dataset includes 30801 records. We use JAVA to
implement the algorithm. All experiments were conducted on an Intel Core(TM)Duo
2.00 GHz PC with 4-Gbyte RAM. For classification analysis, we use C4.5 Classifier,
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Table 5. Attribute description of adult

Num | Attribute | Attribute type | Numerical range | Levels
1 Age Numeric 74 5
2 Work class | Categorical 8 3
3 Gender Categorical 2 2
4 Race Categorical 5 3
5 Education | Categorical 16 4
6 Work time | Numeric 80 5

NaiveBayes Classifier, logistic classifier and AD tree classifier in weka (Waikato
Environment for Knowledge Analysis) [20].

4.1 Selection of the Generalization Level

For an attribute A, the generalization level is determined by its level weights calculated
according to the Eq. (6). We assume that the larger the weight w) is, the more
favorable for the classification algorithms are. Thus, we select the level with the
maximal wight wi, as its generalization level. Figure 3 shows the weights of different
levels of attributes in the Adult dataset. From the figure we can see that, the weight
variable of attribute age reaches the peak at level 2, the weight variable of attribute
workclass is peaked at level 1, the weight variable of attribute race is peaked at level 2,
gender peaks at 1, education peaks at 2, and worktime peaks at 2.
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Fig. 3. The values of w/, at different levels

4.2 Data Quality

In this experiment, our goal is to show that the proposed method can generate high
quality anonymous datasets while anonymizing the dataset satisfying a broad range of
anonymity requirements. Specifically, we compare the accuracies of classification on
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the original dataset, on anonymous datasets resulting from Incognito Full-Domain
algorithm, and on anonymous dataset generated by the Weighted Full-Domain Algo-
rithm (WFDA) using the C4.5 classifier, Naive Bayesian classifier, respectively.
Comparison results are shown in Figs. 4, 5, 6 and 7. Classification accuracy of
anonymous dataset generated by the WFDA is very close to that of the original data,
and is higher than that of anonymous dataset generated by Incognito on C4.5 classifier,
Naive Bayesian classifier, logistic classifier and AD tree classifier.
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Fig. 4. The classification accuracy in the C4.5 classifier
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Fig. 5. The classification accuracy in the Naive Bayesian classifier

Figures 8 and 9 show the classification accuracy of C4.5 classifier and Naive
Bayesian classifier on k anonymized dataset resulted from WDFA and IACk [17] in
comparison against the accuracy on the original dataset. The classification accuracy on
the anonymous dataset generated by WFDA is slightly higher than the accuracy on the
dataset resulted from the IACk.
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Classification accuracy

Fig. 9. The classification accuracy in the Naive Bayesian classifier

To implement k-anonymity, the IACk algorithm might directly suppress equivalent
class with tuples not satisfying the anonymity constraints. when k growing larger, the
TACk algorithm cause more information loss. Whereas, the WFDA algorithm continues
to generalize attributes with small weights until r < r¢, and then inconsistent values are
subsequently suppressed. Figure 10 shows that the percentage of the suppressed tuples
by WFDA which is obviously lower than the percentage of the suppressed tuples by

IACk.
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4.3 Efficiency

Figure 11 shows the running time of the WFDA and TACk algorithms with various
k. From the figure we can observe that the running time of WFDA is slightly higher
than that of the IACk algorithm, as the attribute generalization level control is added in
the WFDA. We consider that the increment of computational cost is acceptable.
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Fig. 11. Running time

5 Conclusion

The problem of anonymizing microdata for classification is considered in the paper,
and a new anonymization algorithm, which takes the importance of attributes on
classification into account, is proposed. Experiments show that the proposed method
can generate anonymous dataset with better classification results than existing k-
anonymization methods.

This paper focuses on designing methods to preserve the data utility of anonymous
datasets for classification. In the future, we plan to find effective methods to anonymize
datasets for other data mining tasks, such as association rules, clustering etc.
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Abstract. Contract signing allows two or more mutual distrust entities
to sign a predefined digital contract in a fair and effective way. It is a
significant cryptographic service in commercial environment, where the
crucial property for contract signing protocols is fairness. The existing
solutions involved a trusted third party (TTP) to solve the problem of
fairness. However, the existence of TTP become a bottleneck, since it can
be a single point of failure or suffer from external or internal attack. In
this paper, we propose a fair three-party contract singing protocol based
on the primitive of blockchain, which provides a novel solution to design
a fair protocol without a TTP. Our proposed construction makes use of
the verifiable encrypted signature and the blockchain to accomplish the
fair exchange. As result, a dishonest party will be monetarily penalized
as it aborts after receiving the current output. Moreover, the privacy of
the contract content can be preserved on the public chain.

Keywords: Contract signing - Blockchain - Verifiable encrypted signa-
ture - Penalty

1 Introduction

A contract signing protocol is a communication protocol which allows two or
more participants to sign a digital contract. An important property of contract
signing protocol is fairness, permitting the participants to exchange signed con-
tract in an all-or-nothing way. Namely, the involved participants either obtain
a valid contract or nothing useful at the end of the protocol. It means that dis-
honest participants can not get more advantage than honest ones. The fairness
is very easy to achieve in face-to-face contract signing. However, due to lack
of trust in computer network, there are many security threats that can not be
ignored [12,13,23]. Therefore, signing contract electronically in a fair way has
become a challenging problem.

A number of electronic contract signing schemes have been proposed in the
literature [5,10,11,14,16-18], and there are two major solutions to solve the
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S. Wen et al. (Eds.): CSS 2017, LNCS 10581, pp. 72-85, 2017.
https://doi.org/10.1007/978-3-319-69471-9_6



A Fair Three-Party Contract Singing Protocol Based on Blockchain 73

problem of fairness in existing protocols. The first one is TTP-free protocol [15],
that is, the participants exchange their signatures on a contract by means of “bit
by bit”. In this scenario, parties in the protocol release their secrets gradually
in multiple rounds. If any of the parties fails to complete the exchange, they can
still complete by searching the remaining bits of signatures. It had the advantage
of removing the TTP, though it was not suitable for real world application due
to its high communication cost. Another solution is to introduce a trusted third
party (TTP), who is online or offline to mediate the exchange of signature. In
contract-signing protocols, a TTP can make the execution of the signing process
simpler and efficient. In the online-TTP setting [6], the main problem is that the
TTP becomes a bottleneck of the system when there are multiple participants in
the system. Contract signing protocols with an offline TTP [2,3,5,10,14,16,17]
are more practical, in which TTP is only involved in the case of dispute, called
optimistic contract signing.

It seems that existing solutions have disadvantages. Among these protocols,
some require participants to run an extra protocol to guarantee the fairness,
which could be much more expensive (especially in the communication cost)
than a standard protocol; some need an external party who must be trusted,
e.g. in the optimistic protocol, the party needs to contact with a trusted third
party each time a dispute occurs. In summary, all these protocols exist the
weakness that the honest party has to make extra effort to prevent adversary
from cheating. Blockchain provides a solution to solving the trust problem, which
was proposed as the underlying technology of Bitcoin [19]. Bitcoin is a peer-to-
peer decentralized digital currency system and uses the cryptography tools to
build a currency system without a trusted third party. Its novel and open design
has attracted more and more attention. Due to the advantage of Bitcoin system,
it is applicable to design fair protocol. Recently, Andrychowicz [1] showed how
the advantages of Bitcoin can be used in designing fair multiparty computations.
To the best of our knowledge, it seems that there is no similar investigation on
fair contract signing protocol based on Bitcoin blockchain.

1.1 Owur Contributions

In this paper, we propose a fair three-party contract singing protocol based on
blockchain. Different from previous works, the proposed protocol does not need
a third party to guarantee the fairness. The contributions of this paper are as
follows:

— We construct a fair three-party contract signing protocol with penalties.
The proposed protocol combines threshold public key encryption with ver-
ifiable encryption to protect the privacy of contract content. Also, it uses
the blockchain to finish the fair exchange. The proposed protocol enables a
dishonest party to be monetarily penalized when he aborts after receiving
the current output. Different from previous works, there is not a bank or a
trusted third party to guarantee the fairness. The setting of proposed struc-
ture is more practical than existing ones.
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— The privacy of the contract against the blockchain can be preserved in our
proposed protocol. The parties only publish the decryption shares to the
blockchain. As a result, the nodes on the public chain only learn some decryp-
tion shares. Since the nodes never get the encrypted items, they can not
decrypt the encryption of signed contract. At last, the contract signing pro-
tocol required only constant number of communication rounds. The setting
of the proposed structure is more efficient than previous ones.

1.2 Organization

The rest of paper is organized as follows. Some preliminaries are given in Sect. 2,
and the proposed fair three-party contract singing protocol is given in Sect. 3.
The security analysis and performance analysis is given in Sect.4, and finally,
conclusion remarks in Sect. 5.

2 Preliminaries

In this section, we first give an overview of threshold ElGamal encryption and
verifiable encryption signature. Then, we introduce some notion of blockchain.

2.1 Threshold ElGamal Encryption

As [16], a threshold encryption scheme consists of four probabilistic polynomial
time algorithms: Key Generation, Verification, Decryption and Encryption. In
this paper, we will adopt the ElGamal threshold encryption (i.e., k = n) scheme
to build our protocol. Assume there are n participants in the scheme. They have
previously agreed on the primes p and ¢, where ¢ | p — 1. Let g be a generator
of Z, Zy is a group with the large prime order p.

— Key Generation: Each party randomly chooses x; € Z, and the set of private
keys are SK = {z1,22, -z, }. Computes h; = ¢g”. As [16,20] done, each
party commits to h; and broadcasts to all participants. Denote these public
verification key as PVK = {hq,--- , h,}. The public key PK = (g, h), where
h=1l, = gz

— Encryption: Given a message m, the party randomly chooses r € Z, and
computes a = ¢g",b = mh". The ciphertext is E = (a, b).

— Verification: The verification algorithm is run by given the verification key
PV K, the ciphertext F and the decryption share d; = ¢g"** belonging to party
i. If loggh; = logyd;, it outputs valid. Otherwise, it outputs invalid.

— Decryption: The decryption algorithm takes input the n decryption d;,i €
{1,---n}. Then, it computes d = [[ d; and decrypts the ciphertext as:

b mh” mh”

m = — = =

d_grle hr
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2.2 Verifiable Encrypted Signature

The verifiable encrypted signature allows a party to encrypt his message signa-
ture and the recipient can verify the signature without performing any decryp-
tion. Asokan et al. [4] formally introduced the notion of verifiable encrypted sig-
nature. Boneh et al. [8] presented the first non-interactive verifiable encrypted
signature scheme by verifiably encrypting the BLS signature [9]. Recently, Shao
et al. [21] proposed the first verifiably encrypted discrete-log signature scheme.
In this section, we will combine Shao’s verifiable encrypted signature with the
threshold encryption to describe the scheme.

As described in Sect.2.1, considering a k out of n threshold encryption
scheme, a single public key is used to perform the encryption on a message,
though the corresponding secret key is shared among a set of n decrypter. Only
k of them work together, they can decrypt a message. Assume every party has
obtained the public key h and the corresponding secret key has been distributed
between them. Here, we consider k¥ = n. The party P; wants to run a verifiable
encrypted signature scheme to send his encrypted signature to P». P» can use the
public key h and the public key of P; to verify the signature without performing
decryption. A verifiably encrypted signature scheme consists of four probabilis-
tic polynomial time algorithms: Setup, KeyGen, VEsign, VEVerify, Decryption
[8,21].

— Setup: On input the secure parameters, generates public hash functions and
the system parameters.

— KeyGen: Given the system parameters, the participants generates key pair
(x4, y;), which is used for signing the contract. Then, they work together to
generate the public key of threshold encryption h.

— VEsign: For a message M € {0,1}*, the signer P; computes a signature
(M, o) with his private key x}, then generates a V ES; with the public key of
threshold encryption h.

— VEVerify: After receiving the verifiable encrypted signature of the message
M , the verifier checks the verification equations for the V E'S; with the respect
to the public key y; and h.

— Decryption: The decryption algorithm takes input the n decryption shares
of all participants. Then, each participant extracts the signature with the
decryption shares.

2.3 Blockchain

A blockchain is essentially a distributed database on the peer-to-peer network.
It maintains continuously growing blocks which record the data and can pre-
vent these data from tampering and revision. The blockchain was firstly used in
Bitcoin, which was conceptualised by Satoshi Nakamoto in 2008 [19]. It was a
core component of the Bitcoin system. The invention of the blockchain enabled
Bitcoin to become the first electronic currency without the use of a trusted
authority [22].
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Fig. 1. The graph gives the relationship of two transaction. Assume T4 and T are
two related transactions produced by two users. A and B are two public key. T}, is a
previous transaction can be redeemed by A. [T4] denotes messages contained the input
script of T" and all content of T4 except the output script. This example describes that
Ta can be redeemed by the public key B in time t.

Addresses and transactions are two components of Bitcoin system. Every user
in the system has a key pair. A bitcoin address is the hash of the user’s public
key. The private key is used for signing the transactions, and the public key
is used for verifying the signatures. A transaction has some input and output.
The input script of the transactions is a signature, and the output script is a
verification algorithm, which controls the conditions weather the coins can be
redeemed or not. In a real system, users can define the condition flexibly. In the
standard transaction, input-script is just a signature with the sender’s secret key,
and out-script implements a signature verification with the recipient’s public key.
If the time t is 0, it means the transaction is locked and final. As an example,
Fig. 1 gives the relationship of two transaction.

3 The Proposed Fair Contract Signing Protocol

In this section, we introduce a concrete construction of three-parties contract
signing protocol. The three participants are denoted by P4, Pp, Pc. We assume
all participants can be either honest or malicious. We define that the party Pa
obtains a valid contract only if P4 has received the other two parties’ signature on
the contract. If P4 only received one party’s signature, say Pg, then the contract
is invalid. Our proposed fair contract signing protocol should satisfy the security
of completeness, fairness, timeliness, non-repudiation, and confidentiality [3].
We assume all messages between the participants are reliably transferred.
Our protocol does not need the messages to be transferred in sequence. We
also assume the communication channel between the participants is resilient.
The property of resilient refers to asynchronous communication model without
global clocks, in which the messages can be delayed arbitrarily but will reach
eventually in finite time. In order to avoid disputes, the deadline time in our
protocol should include the time to be delayed in the communication channel.
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3.1 Our Protocol

In this section, we present a fair three-parties contract signing protocol with
penalties. Before describing our protocol in detail, we introduce some notations
first. There are three parties involved in our protocol, denote by P;,i € {A, B,C}.
They have agreed on a contract M in advance. Denote by o; the signature
on contract M with the secret key of the party P;,i € {A,B,C}. VES; is a
verifiable encrypted signature of P;’s signed contract under the public key h.
In our protocol, we use blockchain network to guarantee the fairness. In the

following, we use T; to denote a bitcoin transaction. P; it> P; denote a deposit
q,

transaction produced by F; with ¢ coins and it can be calimed by P; only if it
provides S;. After the time ¢, P; can get back the deposit.

Note that we do not describe the agreement on the contract and the amount of
the coins in detail. It may require a number of rounds of communication between
the involved parties through a security channel. All parties should agree on the
deadline for each phase in the protocol. Our protocol has four phases. The details
are as below.

— Key Generation. In this phase, all parties join together to generate a public
key for the verifiable encrypted signature algorithm. They firstly agree on a
prime p—order subgroup Z, C Z, q is a large prime. Assume g is a generator
of Z,. Then each P;,i € {A, B,C} does:

o Firstly, Party P4 randomly chooses x1 € Zj, as his secret key. He computes
hi1 = g”*. Then he randomly selects a string r; and makes commitment
Cy = C(hy,71) to hy as [16,20] done. Sends C to party Pg and Pc.
e When all the two parties have received the commitment, P4 opens the
commitment C. Pg and Pg obtain Pa’s h;.
e Pp and Pc repeat the same process as P4 does. At the end, all the parties
have the public key set {h1, ha, hg}. The threshold encryption’s public key
h is computed as:
h=TI hi = TT7 g% = g%i™ = g™
Here, we let . = ). x;.
Note that all parties know the public key, but they cannot find the secret key
x =) . x; unless they all work together.

— Signature Exchange. In this phase, each P;,i € {A, B,C} computes a
signature o; on the contract M. And then, it runs the verifiable encrypted
signature scheme described in Sect. 2.2 to encrypt o;. At last, P; sends the
encrypted signature V ES; to other parties. Assume the system has produced
two public hash functions: H : {0,1}* — Z;, Hy : Zp — Z;. P; generates the
verifiable encrypted signature as follows.

e Firstly, the party P4 randomly chooses x} € Zy as his private key and

computes y; = g"’/’/l. h is the public key which has been generated in
phase 1.
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e For a contract M € {0, 1}*, the party P4 randomly chooses three integers
r1,t11,t12 € Z;. Computes the signature oy = H(M)*, ay = yi*, by =

h,e = 011??17 o= ght, rig = (H(M)b)h, ri3 = 43?11y = hit2,
hi1 = Hi(H(M),g,y1,h, 711,712,713, 714), S11 = t11 — h112], s12 = t12 —
h1171, The verifiable encrypted signature of the contract M is VES; =
(a17bl7017h11,811, 812)-

e After receiving the contract M’s verifiable encrypted signature VES; =
(a1,b1,c1,h11, 511, 512), the recipient Pj,j € {B,C} computes r; =
ylge, vy = I (H(M)b) ™, 1y = @iy, vy = Wk, by, =
Hy(H(M),g,v1,
hy 1,79, T3, T14). If h11 = R, P; accepts the encrypted signature. Oth-
erwise, he aborts the protocol.

e P;,j € {B,C} repeat the same process as P4 does. At the end,
each P;,i € {A, B,C} receives the verifiable encryption signature sets
VES; i€ {1,2,3)}.

If anything goes wrong up to the time ¢, that is, other participant does not
receive the verifiable encryption V ES;, he can abort the protocol.

Shares Exchange. In this phase, each party will send the decryption shares
to other parties to decrypt each VES;. Here, we will use the special nature
of bitcoin to guarantee the fairness of the exchange. If a dishonest party
aborts after receiving all shares, he will be monetarily penalized. First, each
P; should make a deposit transaction via Bitcoin system to commit that he
will reveal the share S; = (a]’, a5?, a3"). If he does not reveal the secret share
S; by deadline, he will be punished and the other parties will be compensated.
After all parties make the deposit, they reveal their secret share .S; via a claim
transaction step by step. The process of deposit and claim is shown in Fig. 3,
as well the detailed descriptions.

e Deposit. This process begins when each party receives all verifiable
encryptions signatures V ES; from the other one. If anything goes wrong
or the protocol exchange has been aborted, it cannot be run. The process
of deposit protocol can be described as [7]:

PA S1AS2AS3 PC (1)

q,73
S1AS2AS
pp 0505, b (2)
q,73
S1NAS2
—_—
2q,72

Py 21, P, (4)

q,T1

Pe Pp (3)

It can be divided in two steps. Formulas (1) and (2) are the first step.
That is, parties P4, Pg make a deposit of g coins to recipient Po at the
same time. This deposit transaction can be claimed by P¢ only if he can
produce the secret value Sy, Ss, S3 in round 73. As second step, party Po
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makes a deposit of 2¢ coins to recipient Pg, which can be claimed by Pp

when he produces 57, S in round 75. Party Pg makes a deposit of ¢ coins

to recipient P4, which can be claimed by P4 when he produces S; in

round 77. Here, 73 < 75 < 7q. The details are described in the following.

x For i € {A, B}, P; does the following.
1. P4 prepares an unredeemed transaction 7' that can be redeemed
with a key known only to P4. Then P4 builds a new transaction T(}ep
with ¢ coins according to some condition described in Fig.2. And
he keeps it private and create another transaction 77, s which has a
locked time 73.
2. P4 sends the body [Trlef] to Po and asks Pg to sign. Po signs [TTlef]
and sends back the signed transaction to Pa. If the signed [T}, ;] does
not reach P4 by deadline, P4 aborts. After receiving the signed [T}, f],
P4 posts the transaction Tc}ep to the Ledger. This show that P4 can
get his deposit back when P¢ is dishonest.
3. Pg makes the deposit transaction T(?ep at the same time. The
process is the same as the above step. In order to get a better under-
standing of this step, Fig. 2 shows the details of this step in bitcoin
syntax.

x This is the second step. This step begins after the transactions {Téep,i
€ {1,2}} appear on the ledger. For k = C to B, Pj does the following;:
1. The party Pc prepares an unredeemed transaction 79 that can
be redeemed with a key known only to Po. Then Pg builds a new
transaction Tgep with 2¢ coins according to some condition which are
different from Step 1. Po creates another transaction 772, 7 which has
a locked time 75. Po sends the body [T?ef] to Pg and asks Pg to

sign. Pp signs [Tfef] and sends back the signed transaction to Pc.

If the signed [T}, ;] does not reach Pc by deadline, then Po aborts.
After receiving the signed [Tfe f]7 P¢ posts the transaction T;’ep to the

Ledger. Figure 3 shows the details of this step.

2. The party Pp also prepares another unredeemed transaction 7%
and builds a new transaction szep with ¢ coins. Then he repeats the

same process as P does. Pp posts the transaction Tj;p to the Ledger.
This step is illustrated in Fig. 4.

If anything goes wrong up to the time to, that is, other participant does

not make deposit, the protocol can be aborted.

e Claim. Wait until all parties have made deposit, all parties begin to make
claim transaction in the reverse direction.

x The party P4 firstly makes claim transaction as described next. He
prepares a transaction T fl,a and posts it to the ledge. When the trans-
action appears on the ledger, Pp, Po collect Si. If the transaction
T fl/a does not appear on the ledger, Pp gets his deposit back wait by
round 7 + 1.
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Tieplin : TF)

in — seript : Sig;([Th,,))

out — script(body, 01,09, S1, S2,S3) :
(ver;(body, o1) A verj (body, o2))V

((verj (body,o2)) A (¢(S1) =1A$(S2) =1
AG(S5) = 1))

value : q

T (in: T} D i
cta(tn : Tiep) : | Tiglin: Th,) !
in — script : Sigy([Tha)), Sty S2, S LT e i Y S Ty 1

out — script(body, o) : verj(body, )

i

R |

value : g } value : q |
-

} locktime : 3 H

Fig. 2. Description of Formula (1) and (2) in bitcoin syntax. Here, i = 1,2 and j' = C.
Wheni=1,7=A. Wheni=1, j = B.

T3,(in: T3)

in — script : Sige((T3,,))

out — script(body, 01,02, S1,52) :
((verc(body, 1) A (verp(body, 02)))V
((verp(body, 02)) A (4(S1) = 1A $(S1) = 1))

value : 2q

T3 (in: T3 Vs sy |

cln("" dcx7) : Tragf(i” : Tip) :

in — script : Sigp([T3,)), S1, S2 Lo 1
e

. |
out — script(body, 0) : verp(body,7) :L out — script(body, o) : verc(body, o) I

value : 2q | value : 2q i
=

Fig. 3. Description of Formula (3) in bitcoin syntax.

x Then, the party Pp uses S; and Sy to create the transaction Tc‘n’la to
claim his deposit. When the transaction appears on the ledger, P4, Po
collect Sy. If the transaction 75, does not appear on the ledger, Pp
gets his deposit back wait by round 72 + 1.

x At last, the party Pc uses S, S2 to create the transaction Tclla and Tfla
to claim his deposit. When the transaction appears on the ledger,
Py, Pg collect Ss3. If the transaction Tcll , and Tfl ., does not appear on
the ledger, P4 and Pg get their deposit back wait by round 73+ 1. Py
posts the transaction T, ¢ and gets his deposit back wait by round
T3 + 1.
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T3, (in : T*)

in — script : Sigp((T3,,])

out — script(body, 01,02, 5) :
(verp(body, o1) A (vera(body, o2)V
((vera(body, o2)) A ($(S1) = 1)

value : q
o ; T e T TTTTTTTTTTT !
73, (in: T3,) TG0 Ts) !
B | T T, T T T T T
in — script : Siga([T3,]), 1 J_Zn — script : Siga([T2)), Sign((TZ)) !
""" NN
out — script(body, o) : vera(body, o) L out — script(body, o) : verg(body, o) !
Tt T T [
value : q L_v_al_u_e_(z ____________________ 4'
: Locktime : 1 :

Fig. 4. Description of Formula (4) in bitcoin syntax.

If anything goes wrong up to the time t3, that is, if any participants
does not make claim transaction, it means that the decryption share of
someone has not revealed, then the protocol can be aborted.
— Decryption. In this phase, P; can decrypt each V ES; after receiving all the
necessary values. He can get the other parties signature on the contract M.
The decryption for o; is as follows:

3
’ 3 ’
— Tk _ T DTk _ Ti ) x T/ T
Uz‘—Ci/H% =o;b;" /a3 =o;b;" faf = 0;a] /aj
1

4 Analysis of Our Proposed Scheme

4.1 Security Analysis

Theorem 1. The proposed three-parties contract signing protocol satisfies the
property of fairness.

Proof. In our protocol, the property of fairness is guaranteed by: (1) All par-
ticipant obtain valid signed contract or they only obtained the others verifiable
signature on the contract. (2) If a dishonest party does not abide by the protocol,
then the honest party is compensated and the dishonest one has to pay a fine.

We prove the first one. Assuming that threshold encryption scheme and the
verifiable signature scheme are all secure. We assume the party P; is dishonest.
He refused to send his V ES; to other two parties after receiving the other’s in
the phase of signature exchange. In this case, the other two parties wait until the
deadline time and then they can abort the protocol. According to the protocol,
the following phase can not be run. Despite F; has obtained other parties’ VES},
but he did not have the shared key for the ciphertext. Therefore, if the phase 3
does not run, they only obtain others verifiable signature on the contract.
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Next, we prove the second one. At the end of the protocol, all honest parties
will receive all shares S; without paying any fine. The honest party who publishes
his share but does no obtain all decryption shares is compensated by ¢ coins. If
each honest party who does not publish his own shares can get his deposit back,
no corrupt party obtains all shares. There are three cases:

— The party P4 does not publish his share S;. It means that the Claim phase
has not been executed. No party obtains all share.

— The party Pp does not publish his share S;. There are two cases. First, Py
has made claim transaction and Ppg receives the shares Si. In this case, Pp
only needs to publish his own shares Sy and gets his deposit back. Otherwise,
he will pay ¢ coins to P4. Second, P4 did not publish his shares. In this case,
Pp does not make claim transaction and no party obtains Ss.

— The party Po does not publish his share S3. In this case, it means that Po
is the first party who obtains all shares. If P is dishonest and it aborts the
protocol, then P4 and Pg do not obtain Pg’s shares. But both of them get
the deposit after time 73. This is due to, as when P4 published S7, it gets
q coins from Pg. While Pg gets 2¢ coins from Py when he publishes S5. At
this point, both of them has been compensated.

4.2 Performance Analysis

In the following, we present the performance analysis of our proposed protocol.
In our protocol, each party P; sends one verifiable encryption to the other two
parties. In the end, he broadcasts the transactions containing the decryption
shares to the blockchain. The number of messages which every party P; sends is
O(n), where n is the numbers of parties. If there are n parties, the total message
complexity is O(n?). Besides, our protocol only needs a constant number of
rounds. Table 1 presents the comparison between our protocol and the previous
works.

Table 1. Comparison with the previous scheme.

Scheme Communication complexity | Message complexity | TTP
Scheme [5] | O(n?) O(n?) Yes
Scheme [14] | O(n®) O(n) Yes
Scheme [17] | O(n?) O(n) Yes
Scheme [18] | O(n?) O(n) Yes
Our scheme | O(n?) O(1) No

Firstly, our proposed protocol is based on blockchain without a TTP, unique
model compared to all others that need a TTP to resolve the dispute. The
existence of TTP become a bottleneck, since it can be a single point of failure
or suffer from external or internal attacks. Second, [14] is the first solution for
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fair optimistic multi-party contract signing protocol. In this protocol, the total
number of messages needed is O(n?) and the communication complexity is O(n?)
rounds, where n is the number of the participants. Though, Garay’s [14] solution
was very inefficiency. Another scheme proposed in [5], which efficiency depends
on the number of dishonest parties. We consider the worst case that the number
of dishonest parties is n — 1, it needs (n+1)n(n+1) (O(n?)) messages and n+ 1
rounds. The round complexity was decreased by [18] to O(n?), but also need
O(n?) messages. It is introduced in [17] a linear fair multi-party contract signing
protocol based on the optimistic model with a lower bound on the message
complexity of O(n?), as well the round complexity was not constant. In summary,
the proposed protocol is more efficient than existing ones.

Table 2. Comparison among schemes.

Properties Scheme
Scheme [5] | Scheme [14] | Scheme [17] | Scheme [18] | Our scheme

Fairness Weak

Timeliness Vv

Non-repudiation | X
Confidentiality | X

NN
AN
AN
AN

As seen in Table 2, scheme [14] was introduced by Chadha et al. [10] that
did not satisfy the fairness property when n > 4. Scheme [5] assumed that TTP
should know the number of the dishonest parties and all honest parties could not
abort the protocol. In case that, if some honest parties want to abort, fairness
could not be guaranteed for other honest ones, and therefore, scheme [5] was
weak in fairness. In summary, our proposed scheme can satisfy all of the security
properties.

5 Conclusions

Multi-party contract signing is a practical applications of electronic data inter-
change. A crucial property for a contract signing protocol is fairness. The existing
solutions to solve the problem of fairness need a trusted third party (TTP) to
involve in the dispute. Blockchain, as the underlying technology of bitcoin, pro-
vides a solution to solve the trust problem of the third party. In this paper,
we propose a fair three-party contract singing protocol based on blockchain.
The proposed construction allows the participants to sign a contract in a fair
way without needing a arbitrator. Meanwhile it can protect the privacy of the
contract content.
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Abstract. Attribute based signature (ABS) is a novel primitive of dig-
ital signature that allows the signer to endorse a piece of message with
a set of certain attributes in order to preserve the privacy of the signer’s
identity. There are multiple authorities that issue different secret keys
for signer’s various attributes. And a central authority is usually estab-
lished to manage all these attribute authorities. This brings a huge work-
load to compute a signature and also a threat to security and privacy if
the central authority is compromised. In this paper, we present an out-
sourced decentralized multi-authority attribute based signature (ODMA-
ABS) scheme. Compared with existing multi-authority attribute based
signature schemes, the ODMA-ABS scheme achieves a stronger notion of
attribute privacy and authority collusion resistance. And the workload
to compute a signature is further reduced by utilizing the outsourcing
technique, which makes our scheme more practical in reality.

Keywords: Attribute based signature - Outsourcing computation -
Decentralization - Distributed computation

1 Introduction

Attribute based signature (ABS) is a primitive that derives from identity based
signature [1]. It enables a signer to endorse a message on behalf of a set of
attributes rather than his (her) unique identity, which brings development to the
harmony between message endorsement and identity privacy-preserving. This is
of great significance since privacy has now become an important-but-fragile part
for individuals, especially in this Big Data Age. As an example to show the
application of ABS, consider an e-voting scenario, the voter has to be someone
whose identity satisfies certain requirements. Then he (she) is able to generate
a signature of the candidate he (she) would like to elect as the ballot. However
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using his (her) identity as the signing private key will simultaneous reveal his
(her) vote. Under such circumstance, an ABS protocol is competent for both
requirements of candidate election and voter privacy. Other applications of ABS
lie in different aspects like fulfilling security requirement in attribute based mes-
saging system [2], providing access control in anonymous authentication system
[3], etc.

In an ABS, the user takes his attribute set to query the attribute authority
for secret keys corresponding to certain attributes. Since an individual may have
various kinds of attributes, e.g. gender, profession, address, etc., there are usu-
ally multiple attribute authorities that handle different kinds of attribute key
requests. These different authorities may not communicate with or trust each
other, even may not be aware of each other. This multi-authority setting greatly
relieves the computational workload of single authority, and more importantly,
enhances the security since one or some of the authorities’ compromission or
corruption may not affect the others.

However, multi-authority setting brings a difficulty on how to generate a
common secret now that authorities may not trust or communicate with each
other. A feasible way is to build a central authority to manage each authority
and allocate different part of a shared secret to them. But this brings us back
to the drawback of single authority scenario because once the central authority
is compromised, the whole system will be no longer secure. So a crucial point in
attribute based signature is decentralization.

Efficiency is another crucial point for the practice of ABS. Actually, the multi-
authority setting does not reduce workload the signer has to do, or even increase
it in some ways because now the signer has to interact with multiple authorities
to obtain the secret keys associated to his whole attributes. This situation may
become even worse when the signer would like to perform the message endorsing
action on some portable device, like the mobile phone. Fortunately, with the
development of cloud computing, the signer can choose to outsource the heavy
computational workload in the singing phase to the cloud to enjoy the unlimited
computational resource of the cloud in a pay-per-use manner. This motivates us
to construct an efficient, secure and attribute-private ABS scheme.

1.1 Related Works

Attribute Based Signature. ABS was first defined and constructed in 2008
by Maji et al. [2], where they present a scheme supporting predicate described
by monotone span program. Later, a (n,n)-threshold predicate construction
was proposed by Li and Kim [4], after which Shahandashti and Safavi-Naini
[5] improved the predicate to (k,n)-threshold. In 2010, Li et al. [6] proposed
another construction that achieves better efficiency than that in [4,5]. What
is more, they also proposed a construction for multi-authority (MA) scenario.
There are other works that focus on MA-ABS [7-9]. In 2013, Okamoto and
Takashima [10] proposed the first decentralized multi-authority attribute-based
signature (DMA-ABS) scheme in the random oracle model, which removes the
trusted central authority of the MA-ABS scheme. Though their scheme was as
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efficient as former MA-ABS, the size of the private keys or signature is still very
large.

Outsourcing Computation. Outsourcing computation (OC) was first pro-
posed by Hohenberger and Lysyanskaya [11] and formally defined by Gennaro et
al. [12]. Gennaro et al. presented a way to use Gentry’s [13] fully homomorphic
encryption (FHE) together with Yao’s [14] 2-party computation to securely out-
source any circuit evaluation. Since operating FHE costs too much, the scheme
is not very practical. Later other works [15-17] were proposed to improve the
performance of using FHE, yet the cost still can not be very ideal.

To avoid using FHE, some works have been done to seek secure ways to out-
source specific kind of computation. As for attribute based cryptography, Green
et al. [18] proposed a scheme to outsource the decryption phase of attribute
based encryption (ABE) scheme, and [19] proposed a scheme to outsource the
encryption and decryption of ABE. In 2014, Li et al. [20] proposed an outsourced
attribute based signature (OABS) scheme. They use the blinding technique to
make attribute private piecewise and thus will not reveal attribute privacy in the
outsourcing paradigm. However their construction is in single attribute model.
Recently, Ren et al. [21] proposed another OABS scheme that achieves correct-
ness verification of the outsourced singing operation, yet still a single authority
proposal.

1.2 Owur Contribution

In this paper, we propose a new model called outsourced decentralized multi-
authority attribute based signature (ABS). It captures both the security require-
ments of an ABS protocol and the efficiency requirement of an OC protocol. We
present the specific construction of an ODMA-ABS scheme and give the cor-
responding analysis of each property, like correctness, unforgeability, attribute
privacy, efficiency, etc. We also provide a comparison among some existing MA-
ABS schemes and ours.

1.3 Paper Organization

The remaining parts of the paper are organized as follows. Some necessary
preliminaries are provided for the proposed schemes in Sect.2. The model of
decentralized multi-authority attribute based signature (DMA-ABS) scheme
is defined in Sect.3. The proposed outsourced decentralized multi-authority
attribute based signature is presented and analyzed in Sect.4. Section5 con-
cludes the paper and shows future work.

2 Preliminaries

In this section, we provide the definitions of pseudorandom function (PRF) and
Bilinear Map. We also provide the computational assumption that is used for
the construction of our scheme, the co-CDH assumption and XDH assumption.
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2.1 Pseudorandom Function

Our construction takes use of the pseudorandom function (PRF), which was
first introduced by Goldreich et al. [22]. Informally speaking, a PRF takes as
input a random value in the domain and outputs a value that is computational
indistinguishable from a truly random value in the range. We give the specific
definition of the pseudorandom function family below.

Definition 1 (Pseudorandom function family). Let F = {fs|s €
{0, 1} }xen. Then F is called a family of (X(X),Y (\)) pseudorandom function
if the following holds,

~VAEN,Vs € {0,1}*, fs : {0, 1}XN) — {0,1}Y N,
~ VA e N,Vs € {0,1}*, £ can be computed in polynomial time;

— Pseudorandomness: for any probabilistic polynomial time algorithm A, there
holds

|PrASs (12) = 1]s < {0,1}}] — PrlA9(1*) = 1]g <& R(X(N), Y (V)]| < negl(N),

where R(X(N),Y(N\)) is the set of all possible functions g = {0,1}¥XN —
{0,1}Y ),

2.2 Bilinear Map

Our constructions also utilize the bilinear map. The bilinear map is a power-
ful tool in non-interactive authentication and has been widely applied in both
signature and outsourcing computation schemes [23,24].

Definition 2 (Bilinear Map). Let G1,Gy and Gr be finite cyclic multiplica-
tive groups of prime order p, and g1, gz be generators of G1 and Go respectively.
A map é : Gy X Go — Gr is called a bilinear map if it satisfies the following
properties:

— Bilinearity: it holds that

é(g?,gé’) = é(gth)ab (1)

for all a,b € Z,,.

— Non-degeneracy: There exist G1 € G1,Gy € Gy such that é(G1,Ga) # 1.

— Computability: There exists an efficient algorithm to compute é(G1,G2) for
any G € Gl,GQ € Gs.

We say that the bilinear group is symmetric if there exists an efficiently com-
putable isomorphism ¢ from G to G, and an efficiently computable isomorphism
¢’ from Gy to Gy. Similarly, we say that the bilinear group is asymmetric if such
¢’ does not exist. (¢ from G; to Go may or may not exists.) Our construction is
based on asymmetric group where such ¢ exists.
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2.3 Threshold Predicate

Our construction applies to threshold predicate. We present the specific defini-
tion.

Definition 3 (Threshold Predicate). Let U* be an attribute set of size d, and
k be an integer in [1,d], a threshold predicate is a monotone boolean function that
1s defined as follows.

L, [UNU*| >k
0, otherwise

Vv (U) = {

We say that an attribute set U satisfies a predicate 7 if 7(U) = 1.

2.4 Lagrange Coefficient
Our construction also utilize the Lagrange interpolation.

Definition 4 (Lagrange coefficient). Let p(:) be a d — 1 degree polynomial,
andp(1),--- ,p(d) be the corresponding values in d points. Write S = {1,--- ,d}.
We define the Lagrange coefficient in the computation p(zx) as

Ais(a) = [ =2

P
jesgzi L

Then the polynomial p(z) can be represented as

2.5 Computational Assumption

Our construction of the scheme is based on the standard assumption, the co-CDH
assumption and the XDH assumption.

Definition 5 (co-CDH Assumption). Let G be a bilinear group generator
that takes as input a parameter A and outputs a description of a bilinear group
(P, 91,92, G1,Go,Gr, €), where p is the order, g1,g2 the generators of Gi,Go
respectively, and € the bilinear map from Gy x Gy to Gp. We say that the co-
CDH assumption (t,€) holds if for any probabilistic polynomial t-time algorithm
A there holds

|P7‘[A(p’ 9179279‘11793) = gng S €,

where a,b €r Zy.
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Definition 6 (XDH Assumption). Let (p, g1, g2, G1, G2, Gr,

é,9) be an asymmetric bilinear tuple where ¢ is a one way map from Gy to
Go. We say that the XDH assumption (t,€) holds in Go if for any probabilistic
polynomial t-time algorithm A there holds

|P7"[~A(p7é7¢791792,95a912779§b) = 1] - PT[A(pvéa¢791a9279579127795) = 1| < €,
where a,b,c € Zy.

Notice that the XDH assumption does not hold in symmetric bilinear groups.
This is obvious since that one can map ¢¢ into G; and use bilinear map é to
distinguish the XDH tuple. The same thing also holds for group G; in asymmetric
setting since ¢ exists.

3 Modeling ODMA-ABS

In this section, we present some relative notitions of the ODMA-ABS. Gen-
erally speaking, an ODMA-ABS enjoys the property of trusted authority free
while maintaining the unforgeability and attributes privacy of an ABS protocol,
and the computational efficiency and security of an outsourcing computation
protocol.

3.1 Definitions

Definition 7 (Outsourced Decentralized Multi-authority Attribute
Based Signature). An Outsourced decentralized multi-authority attribute based
signature scheme m is defined via the following five algorithms.

- (PP,MSK) «— Setup(\, N): The randomized system setup algorithm takes
as input a secure parameter X\, the number of attribute authorities N, and
outputs the public parameter PP and the master secret key MSK for each
attribute authority. This is done by the multiple authorities.

- (OKy,SKy) «— AKeyGen(PP,MSK, Aj.): The randomized key genera-
tion algorithm takes as input the public parameter PP, the master secret key
MSK, the attribute set Ay ., of user u and outputs the outsourcing key OKy,
and the private key SKy.. This is done individually by each attribute authority.

= Opart — 8GNy (OK, Ay, Ty cr): The randomized outsourced signing algo-
rithm takes as input the outsourcing key OK of all attribute authorities, the
user’s attribute set Ay, a set of predicate 1y, cr and outputs the partial sig-
nature opar. This is done by the signing cloud server (SCS).

-0 — Sign(SK,m,ath,Tnmc;): The randomized signing algorithm takes as
input the private key SK, the message to-be-signed m, the partial signature
Opart, the set of predicate Tnk,C; and outputs the formal signature o. This is
done by the user.

- b — Verify(PP,o,m, Tnk,C;)‘ The deterministic verification algorithm takes
as input the public parameter PP, the signature o with signed message m and
predicate T, c: and outputs 1 if it the signature is valid and 0 otherwise. This
is dome by the verifier.
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Definition 8 (Correctness). An ODMA-ABS scheme is correct if for all (PP,
MSK) & Setup(\, N), all attribute sets {Ay}, all (OKy, SKi) <~ AKeyGen
(PP,MSK, Ay..), all predicate Ty, 7, all 0 part £ Sign,,,(OK, Ay, T, c; ), all

messages m, and all o i Sign(SK, m, opart, Tnk,C;), the verification algorithm
outputs 1 with probability 1 — € where € is negligible.

An ODMA-ABS protocol is supposed to satisfy the unforgeability property. Con-
sider the unforgeablity experiment between a challenger C and an adversary F
in a selective predicate model.

— Initial. C receives a corrupted authorities set K. C {1,--- , N} and challenge
predicate 15, c;, where k ¢ K..
Setup. C runs the Setup(\, N) algorithm. It sends PP to F and keeps M SK.
— Query. F is allowed to perform a series of the following queries to the oracle.
e Private key query: F can query C for SK with an identity u.
o Qutsourcing key query: F can query C for SK with attribute set
{AkTrgx, -
e Signing query: F can query C for signature with message m and predicate
T.
— Forgery. F outputs a tuple (m*,a*,Tnk’C;).

We say that F wins if (i) (m*,0*,7,, c;) passes the verification algorithm;
(ii) Yon,,cp(Ax) = 1 for any A that has been submitted to the Outsourcing

key query oracle; (iii) (m*, 7y, c:) has not been submitted to the Signing query
ODMA-ABS

oracle. Define the probability of F in winning the experiment as Ezpz
Definition 9 (Unforgeability). An ODMA-ABS scheme is (t,e,n,qp,qo,
gs)-unforgeable if no probabilistic polynomial t time adversary F can win the
unforgeability experiment over € when at most n attribute authorities are cor-
rupted, with at most q,, qo, and qs times of private key query, outsourcing key
query and stgning query respectively.

An ODMA-ABS protocol is supposed to realize attribute privacy for the
signer. Informally, attribute privacy requires that the signature reveals nothing
about user’s identity or attribute set except for what is revealed explicitly.

Definition 10 (Attribute privacy). An ODMA-ABS scheme is attribute pri-
vate if for all (PP, MSK) xil Setup(A\,N), any A, and A,s that satisfy
Y(Ay) =1 and any opare,i — Stgng,(OK;, Ay, T) for (i = 1,2), the distri-
bution of o1 «— Sign(SK1,m, 0part, 1, L) and oo «— Sign(SKa,m, 0per,2,T) are
equal.

As an outsourcing scheme, the ODMA-ABS is also supposed to satisfy the
efficiency property.

Definition 11 (Efficiency). An ODMA-ABS scheme is efficient if the total
computation cost on the signer side is less than the cost to generate the signature
all by the user.
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4 The Proposed ODMA-ABS Scheme

4.1 Anonymous Key Issue Protocol

Our construction takes use of an anonymous key issue (AKI) protocol proposed
in [25]. We would like to give a brief introduction first.

The AKI is an interactive protocol executed between user side and attribute
authority side. In the AKI, the user U and attribute authority A have access to
some common known values, while keeping some secret values as well, and they
jointly compute a value via the following steps.

— Step 1: Set up the public parameters including a group G of order p and two
group elements g, h € G.

— Step 2: A general 2-party computation protocol is executed on input (u,aq)
from u and 8 from A, where u is the hash value of the user’s identity GID,
and (a1, 3) €g G. Such 2-party computation can be realized via the proposal
in [26]. As a result, A obtains = := (8 + u)a; mod p.

— Step 3: A computes X7 := gf/x X5 := h®" and sends X7, X5 to U, where
0, T €ER L.

— Step 4: On receiving X;,Xs, U picks as €r Z, and computes Y :=
(X{*X5)®. Then send Y to A.

— Step 5: On receiving Y, A picks a v €r Z, and computes Z := Y7/7. Then
send Z to U.

— Step 6: Finally, on receiving Z, U computes Z/%2 = (h®g!/(F+w))7,

The correctness of the above protocol is easy to verified by the following
equation.

ZVaz = y/(r/az) = (x0T X7/TY = (guv/epen) = (pagt/(Bruyy (3)

The above protocol is secure under DDH assumption assuming that the
underlying 2-party computation is secure. The proof can be found in [25].

Now we are about to utilize the AKI protocol to construct the signature
scheme.

4.2 ODMA-ABS Construction

The construction is based on the signature scheme of Li et al.’s [6]. We will
present the specific steps of our scheme. Let the Lagrange coefficients be as that
in Definition 4. Then the proposed ODMA-ABS scheme is shown as follows.

— Setup(A, N): On input the security parameter A, and a common reference
string (CRS), the N attribute authorities generate an admissible asymmetric
bilinear group denoted by e = (p, g1, g2, G1, G2, G, é(-, ), ¢(-)) and two col-
lision resistant Hash functions (CRHF) H : {0,1}* — Z,, H' : {0,1}* — Go.
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The former maps user’s global identity to an element in Z, (denoted by u)
and the latter maps the message to be signed to an element in G,. Select an
admissible Go€ rpGo among the authorities.

Then, for each attribute authority k € {1,---, N}, redefine the attributes in
universe {Ug}reqi,..., vy as elements in Z,, and define a dy-element default
attribute set Cj. Choose a CRHF Hj : {0,1}* — Gz, which maps each
attribute ¢ to the element in Gi. Select x,vp€rZ, and compute y, =
G;k,Yk = gquk,Zk = é(Yk, Gg)

Next the authorities pairwise engage a two party key exchange protocol such
that authority & and j share a unique seed si; € Z,, which is only known to
them two but not to any other authority ¢ ¢ {k, j}. Specially, define s; = s;.
Then the pseudorandom function between authority k& and j for user u is
defined as

PRF},;(u) = Go™/ vt o e 7, (4)

Finally, the public parameter
PP = ({yk7 Yk?7 Zka Hk7 dk}ke{l,--- N} H> Hlv €, GQ);

and the master secret key

MSK = ({ok, vk, {kj }jeq1, - ,N}\{k} Fhefl, N} )-

AKeyGen(PP,MSK, Ay,,): To generate the key on attribute set Ay, ,,, user
u executes independently N — 1 anonymous key issuing protocol with author-
ity k that works as follows.

1. For j € {1,--- , N}\{k}, let
g =y;" h=Ga,a=0k;Ryj,b = sij,c = 0k;,

where Ry; is selected randomly from Z, by k, éx; = 1 if & > j and
dr; = —1 otherwise. As a consequence, u gets

Dy; = GYPRFy; (u), k > j
Dy; = G5 JPRFy;(u), k < j
2. k randomly selects a dy, — 1 degree polynomial pg(-) such that
p() = vk — >, Ry (5)
je{l"" 7N}\{k}

and for each i € Ak’q U Ck and each Tk, Iandomly selected from Z ,
computes p
dk,iO = ng()Hk(Z) ki dk,il = glk’i.
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Finally, k£ outputs the outsourcing key

OK = ({dg,i0, dr,i1 Yica, ucy),

and the user’s private key

SKi = ({Drj}jefr, N}\{k})-

- Sign,(OK, Ay, Ty, c;): For the outsouced signing query from user u,
with OK;, = ({dk,imdk,il}ieAk,uUCkL A, = {Ak,u}ke{l,-»-,N} and predicate
Ton,.c; (+), where |C}| = my and ny could be 0, the SCS works as follows.

1. For each k € {1,---, N}, select a random ng-element attribute subset
Al C A wNCY, and a (dy —ny)-element default attribute subset C}, C Cy.
Define S;, = A% U C;C, |Sk| =d.

2. Select my + d — ny random values Si 1, -, Sk,my+d—n; from Zp, and
compute the following items

Ai s, (0) N\ Sk,
oo = H (H dk,ioSk H Hy(i)™)
1<k<N €Sy i€CrUC!,
Ai5,.(0) sp .
o =1 Bt i€ o
g, i e CP\A;

3. Output the partial signature

Opart = (00, {{0%i Yiccruor Yrefr, - NY)

— Sign(SK, m, opart, Tn,,c;): To generate the formal signature after receiving
Opart from SCS, u works as follows.
1. Compute

D, = H Dy
(k7j)€{l,~- )N}X{lv”' 7N}\{k}
2. Select a random value s from Z, and compute

09 =Dy -0 H/(m”Tnk,C;)S
os =95, Oki = O

3. Output the final signature as

o= (Uo, Os, {{Uk,i}ieC;UC,’c}ke{l,m ,N})

— Verify(PP,0,m,T,, c:): On input the signature o, the message m with pred-

icate 1" and let v = H'(m/|| T, c;), the verification is processed by checking
the following equation

égro)= [I 1 TI Zeélons Hi()] - é(os,v) (6)

1<k<N ieC;uUCy,

Output 1 and accept the signature if the above equation holds; otherwise 0
and reject the signature.
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4.3 Security Analysis

We now give a specific analysis of correctness, unlinkability, unforgeability and
attribute privacy.

Correctness. Correctness is shown in the following theorem.

Theorem 1. The proposed ODMA-ABS scheme is correct.

Proof. Let D, = H(k,j)e{Lm,N}x{l,m,N}\{k} Dy, Sy = A, Uc, and v =
H'(m||Ty,,c;). The correctness of our proposed scheme derives from the fol-
lowing equation.

étono0) = élon D TIT it T ™) -0

k 1€Sk ieC*UC’
= él(g1, 95" kH [T He@) =25 @ T Hel)™) - o)
1€Sk i€Cy UC’ (7)
=e(g1,95 " [IC TI  e(ona He(0)) - v*)
k ieCruCy

= H[ H é(0k,i, Hi(7))] - é(0s,v)

k<N ieCpuCy,

Unlinkablity. Our construction achieves authority unlinkability.

Theorem 2. The proposed ODMA-ABS scheme is an authority unlinkable
ABS when at most N — 2 attribute authorities are corrupted, under the XDH
assumption.

Informally speaking, the property of unlinkability requires that the corrupted
authorities cannot collude with each other to reconstruct the user’s private key by
pooling their secrets together when at least some authorities are honest. And it
is obvious to see that based on the discrete logarithm assumption, the corrupted
authorities can only see the published value G;j of the honest authority j, but
have no idea of the secret value z;. What is more, the underlying AKI protocol
in Sect.4. A is secure under the DDH assumption [25]. Thus the unlinkability
holds for our ODMA-ABS scheme.

Unforgeability. Our scheme achieves unforgeability. We have the following
theorem.

Theorem 3. The proposed ODMA-ABS scheme is unforgeable under co-CDH
assumption.
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Proof. Let F be an adversary that has a non-negligible advantage € in breaking
the unforgeability of the proposed ODMA-ABS scheme. And suppose that F
makes at most gm,,qn’,9r,q0 and ¢g times of queries to the hash functions
Hj, (of authority k), H’, the private key generation oracle, the outsourcing key
generation oracle and the signing oracle respectively. Given a co-CDH tuple
(g¢,95,€) and to compute g4b, the challenger C sets A = g¢¢, B = g5. Then
execute the simulation as follows.

Initial. C receives a corrupted authorities set 1,--- , N\{k} and a challenge
predicate 15, cx. Here the predicate is restricted for only authority & since other
authorities are corrupted and can generate the corresponding signature for any
predicate.

Setup. Let the default attribute set denoted by Cj, for authority k. C selects
a d —ny, subset C}, C Cy, and publishes Gy = ¢, G2 = gg to F. k picks 1, €r Zy
and interacts with other k—1 authorities and shares the secret seeds sj;. Publish
Yr = ng to F.

Query. C initializes an integer j = 0, an empty table L and an empty set U,
F is allowed to issue queries as follows.

— Hp-query. C maintains a list £ to store the answers to the hash oracle Hi. On
receiving a query i, C first checks the list £ and returns the corresponding
answer if the same value has been queried. Otherwise, C simulates as follows.

1. If i € C} Uy, it chooses a (i ; € Z, and answers Hy (i) = gg’“
2. If i ¢ C} U CY, it chooses oy 4, Bk, € Zy, and answers Hy (i) = Gga’“'iggk’i
After returning Hy(i), C adds the tuple (i, Hi(4)) onto the list £;.

— H'-query. C picks a value d€g{l, -+ ,gy/} and maintains a list Lo to store
the answers to the hash oracle H'. On receiving the I-th query my || Towicr,
for 1 <1 < g and 1 < ng; < dy, C first checks the list £o and returns
the corresponding answer if the same value has been queried. Otherwise, C
simulates as follows. )

L. If I = ¢, it chooses a 3}, ; € Z;, and answers H'(my || Vo, ,.0:,) = gg""é.
2. If I # 0,it chooses ag, Bk € Zp and answers H'(my || Tnk’l’czvl) =
Gza;”gg;e’l
After returning H'(my || Tny..c;,), C adds the tuple (my || T, .0
Yo,y ,)) onto the list Lo.

— Private key query. On receiving a private key query of identity u, C first sets
U = U U {u} and maintains a list £3. Then it checks if (u, SK}) exists in L.
If so, return SKj. Otherwise, C performs the same operation as that in the
scheme. This is because the secret key zj is not invalid. As a consequence,
F receives Dy = Ga*PRFy;(u) for k > j and Dy = Go*™ /PRFy,;(u) for
k < j, where Ryj is randomly selected from Z, by C. Finally, after returning
SKj, C adds the tuple (u, SKj) onto the list L.

— Qutsourcing key query. On receiving an outsourcing key request on attribute
set A, C sets j = j + 1 and maintains a list £4. Then it simulates as follows.

H (my |

*
k1’
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1. If |AxNCf| < ng, it chooses three sets I', I, S such that I' = (A, NCY) U
o | =dp —land I' C I" C A, UCY, S = I" U {0}. Here we assume
|Ag| > ng. Then for i € I, it chooses 74 ;,7%,% €r Z, and simulates

{dk,io = ¢£G 1) Hyg (i)
drin =9,

FOI'Z. S (AkUCk)\F/7 let Rk; = Zje{l,“' ,N}\{N} Rk‘j? 'rk;’i == r;ﬁ,i - MJ’T‘SL(O)
where 7,1 €g Z, and simulate

A o) — Bri i
dp 0 =p(Gy)rer T ATt @) Ao.s(0),

i B !
QT iTk,d
G2 ki "’192 ’

Ag,s(®)

_20s@
di1 =G1 “Ri gy

2. If |[Ax N C}| > nyg, it chooses a1 and a random polynomial py(-) with
pr(0) = a1 and simulates OKy, for i € A, U Cy, as

(dpi0, dp.i1) = (H(G1)P* O Hy (i)™, g7+

where 14, €g Zp.

— Signing Query. On receiving a signing request on (m, T, c*) C first simulates
the outsourced signing phase for corrupted authorities je{1,--- ,N}\{k}.
Since all keys corresponding to corrupted authorities are well plrep:au"ed7 the
simulation of o and o0;; executes just the same as that in the outsourced
signing phase of the proposed scheme, where o;( represents the factors to
construct o), except the part generated from authority k’s OK. To simulate
the part of k’s with request (m, Y, o), C checks whether [Ay N CF| < ny. If
so, it executes the above private key query and outsourcing key query once

again and generate a signature with other kK — 1 part normally as that in the

proposed scheme. Otherwise, i.e. Ay N C}| > ny, if H'(m || Ty ;) = gg" ’

the query is aborted. Otherwise, assume that H'(m || 7, ;) = Gy lgﬁ" !

and C selects a nj-element subset C* C C; and a (dy — n),)-element subset

Cy CCy. Let spy =5, — ==, Sk = C* U C}/ and simulate the signature as
’ kol
follows:
o= IL oo I] [Hx@)™ =)
je{1,-- ,N}\{k} 1ESE
’ ’ —ﬁ’:C’l ﬁ, s
[T (0™ ]G iohig(Gr) " gfiohs
jecyucy
i4Ai,s, (0 i .
o= 9" (O Fe , 1€ Sk
ki gfk 1’ ic CZ\C*
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where ',7pi,s6; €r Zp for i € C*UCY and j € C* U CY. For
part of the signature the corrupted Finally, C returns simulated signature
(00,05, {{Uk,i}ieC;uC,;’}ke{l,m,N}) to F.

Forgery. After performing the query phase, F outputs a forged signature
o™ on message m* with predicate 15, c:. If the associated default attribute set

is not C}, or H'(m, Tn;,cg) #+ g?”, C will abort. Otherwise the forged signature
passes the verification algorithm which means,

elgrop) = II [ I Yaé(of;, Hi(i))]

1<k<N i€C;UCy,
e(Jz,Hl(m*,Tn%7c§<)) .
= II [ II é(ok, Hi(2))]
1<k<N ieC}uCy
[ Zié(os, H'(m*, Vs cr)) (8)
1<k<N

= I1 [ II eélof.9")
1<k<N ieC}uUC;,
é(G1,G9) H Zjé(Uzvgzﬁ )
je{1,-- ,N}\{k}

Then C can compute ggb as,

ab __ 0-3 9
9o = vj * \Bos « 5}; s ( )
Hje{l,...,N}\{k} Gy Hieczucl’c(¢(o—k,i) i)p(os*)

Assume that F breaks the unforgeability of the proposed ODMA-ABS
scheme in ¢ time with probability e. Then we can build an algorithm to solve
the co-CDH problem in ' time with probability €', where t' ~ (>, qm, + qu +
N(N —1)gp +2[A0lgo + 2 3, (ICF| + di, — 7x)gs)te and € = m. Here

e
Ao represents the average number of attributes in queried set in outsourcing key
query, Ci,j and 7y, represent the average parameter of the predicate in signing

W represent the probability of which the cases ‘the associ-
dp—1

1
query, - and

ated default attribute set is C}, and H'(m, Tn;c,C';) = g2ﬁ %7 happen respectively.
What is more, t. represents the time to perform a single-based exponentiation
operation in Gy or G, and we assume without loss of reasonability that one
multi-based exponentiation which multiples up to 2 single-based exponentiation
takes roughly the same as a single-based exponentiation [20)].

Attribute Privacy. Our construction also achieves attribute privacy.
Theorem 4. The proposed ODMA-ABS scheme is attribute private.

Proof. The proof of the theorem is simple. In fact, the core of our construction
is that any of the values of d attribute points can reconstruct the polynomial
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Table 1. Comparison of the three ABS schemes

DMA-ABS [10] | OABS [17] ODMA-ABS
Authority involved Multiple Single Multiple
Decentralization X L 4
Corrupted authorities tolerance | Weak No Strong (N — 1)
Key size 15¢|G| SK :2|G| SK : |G| o

OK :2(d+i—1) | OK : 2(i+N[dg))|G|

Signature size 13¢|G| B+m+d—n)|G| | (2+ (my +di — nk)N)|G|
Computation cost of the signer | (14i + ri2) M 4(M + E) 2E + (N2 = N +2)M

by Lagrange interpolation. And we simply take & from the user’s attribute set
(also belong to the predicate attribute set) and d — k from the default attribute
set. Thus, it is obvious that for attribute sets A,; and A,s that both satisfy
the predicate, they both catch such k£ elements that together with some d — k
elements from the default attribute set can retrieve the value of the polynomial
at point 0 and furthermore generate a valid signature. This indicates that the
attribute privacy holds. Here we omit the formal proof since it is similar with
that in [20].

Efficiency. Now we analyze the efficiency of the scheme. In fact, the efficiency is
obvious since that if no SCS exists, the signer will operate the same procedure as
the Sign,, algorithm but in an outsourcing paradigm this part of computation
is delegated to the SCS without producing extra computation. Here we need to
assume the SCS to be semi-honest, which honestly perform the computation it
is advertised but try to discover as much information as what it is not supposed
to know. When it comes to the case that the SCS is malicious, the verification
procedure need to be added to check whether the SCS has honestly performed
the computation. We will discuss this in the extended version of this paper.

4.4 Performance

Now we compare our scheme to Li et al’s [17] OABS and Okamato and
Takashima’s [10] DMA-ABS in Table1, where i = |A,|, d,n,m represent the
corresponding dy, ny, my in our multi-authority setting, die, T, TR represent the
average of di,ny, my in our scheme, |G| represents the length of a group ele-
ment, r represents the parameter usually smaller than i. M and E represents
multiplication and exponentiation operation in the group. From the table we can
see that our scheme enjoys a better security properties, and if we assume that
N is small, which is reasonable in some scenario, like e-voting, our scheme also
achieves a better efficiency.

5 Conclusion

In this paper, we have presented an outsourced decentralized multi-authority
attribute based signature scheme. The ODMA-ABS achieves a strong notion of
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singer’s privacy and can tolerant the collusion of at most N — 1 authorities.
Furthermore, by outsourcing heavy computation workload to a singing cloud
server, the scheme also achieves good performance in efficiency. We have proved
the security properties and made a comparison to some existing schemes to show
the efficiency.
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Abstract. We propose an efficient revocable multi-authority large-
universe attribute-based encryption system deployed to cloud storage
service, which supports multiple authorities issuing secret keys for users
with attributes from different domains in considering of privacy pre-
serving and efficiency. In addition, it supports large-universe attributes
allowing attributes denoted as any string in a large universe. Further-
more, it realizes an efficient revocation of attributes with less computa-
tion of key updating and data re-encryption. For this system, we define
the security notion named indistinguishability against selective author-
ity and access policy and statically chosen ciphertext attacks (IND-sAA-
sCCA2), which can meet the majority of current security needs. Finally,
a concrete scheme supporting ciphertext verifiability is constructed on
prime-order groups to improve computing efficiency. We prove that the
scheme satisfies IND-sAA-sCCA2 security with the help of a Chameleon
hash function.

1 Introduction

Cloud storage provides a convenient way for data owners to store huge amount
of data and share files with others. With the development of cloud storage,
preserving data security is an important factor to concern. Traditional public
key cryptosystems can realize encryption of shared files to ensure security while
only the one with corresponding secret key has the ability to decrypt it, which
is not flexible enough for one-to-many data sharing [1]. Thus attribute-based
encryption (ABE) [2] was proposed to achieve fine-grained access control, with
which the data owners can encrypt files according to the attributes of the target
recipients without knowing their exact identities.

In an ABE system, the authority generates secret keys for users correspond-
ing to their attributes. However, different kinds of attributes might be autho-
rized by different departments, and these departments might not want to share
authentication information to a unified third-party authority [3]. For example,
Alice shares a file with the access policy (“Google Employees” and “Facebook
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Employees”), where the attributes should be authorized by Google and Face-
book, but they cannot share out all of their employees’ information to preserve
privacy. To solve this obstacle, multi-authority ABE (MA-ABE) [4] was pro-
posed to allow users get secret keys from multiple authorities associating with
their varies attributes. Besides, to enable any meaningful string to act as an
attribute and to expand the attribute universe, large-universe multi-authority
ABE was then proposed to further improve the function of ABE. Most of the
large-universe MA-ABE schemes were constructed on composite-order groups,
seriously affecting the operational efficiency [5]. Then Rouselakis and Waters [6]
proposed the efficient version based on prime-order groups with statical security.

However, once some data visitors are deprived of their certain attributes
or have leaked their secret keys occasionally, the associating authority has to
generate secret keys to all users under it and require the data owners to re-
encrypt and re-upload the shared files whose access policy is associated with
such attributes [7]. In this case, the computation load is linearly related to the
users’ number and it brings a heavy burden to all users. To make things worse, a
large number of users share their files through the mobile intelligent devices with
limited computing power, which has a high demand for computational efficiency.
What’s more, a practical revocable large-universe MA-ABE with higher security,
like CCA2, is urgently needed to ensure the cloud storage operators provide more
secure services.

1.1 Owur Contributions

We define a new efficient revocable multi-authority large-universe attribute-
based encryption system on prime-order groups with IND-sAA-sCCA2 security.
Our main contributions are summarized as follows.

We formalized the security notion, indistinguishability against selective
authority and access policy and statically chosen ciphertext attacks (IND-
sAA-sCCA2) for revocable multi-authority large-universe ABE. In this security
notion, an adversary should declare an access policy that it will attack as well
as a set of corrupted authorities. Then the adversary can play a statical CCA2
security game with the challenger, but it cannot guess out which is the encrypted
message with a more than negligible probability. We use Chameleon hash func-
tion to prevent the challenge ciphertext tampered and we treat the hashed value
as an on-the-fly dummy attribute to finish the simulation of the CCA2 game.

We construct a concrete revocable multi-authority large-universe CP-ABE
scheme on prime-order groups, which has an efficient performance in encryp-
tion and supports ciphertext verifiability by cloud server [8]. The subset-cover
revocation framework is used in this scheme to achieve efficient and flexible revo-
cation of users and reduce the computation cost in updating keys from linearly
to logarithmically correlated with the number of users. Besides, only one part
of the shared files need to be re-encrypted by the cloud server to prevent the
revoked users from decrypting them.

Above all, the proposed revocable multi-authority large-universe CP-ABE
system can meet almost all of the current function, efficiency and security needs
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for cloud storage service, and thus it is suitable for real deployment in cloud
storage.

1.2 Related Work

ABE was first proposed by Sahai and Waters [2], and Goyal et al. introduced
and distinguished ABE (KP-ABE) and ciphertext-policy ABE (CP-ABE). In
KP-ABE, secret keys are associated with access policies and ciphertexts are
associated with attributes, while in CP-ABE the ciphertexts are associated with
access policies and secret keys are associated with attributes. Then KP-ABE
was proposed by Goyal et al. [9] and CP-ABE was proposed by Bethencourt et
al. [10]. And many ABE scheme was proposed to enhance the security [11-14].
Okamoto et al. [15] and Lewko et al. [16] proposed fully secure constructions
in the standard model. Multi-authority ABE was proposed by Chase [4] which
allows multiple attribute authorities. Since then, many multi-authority ABE [17-
20] have been proposed with improvement in efficiency or security. Lewko et al.
[21] proposed a new multi-authority CP-ABE with adaptive security, and Liu et
al. [22] proposed a fully secure version without random oracles.

The first large-universe ABE was proposed in [23] on composite order groups
and the first large universe KP-ABE on prime order groups was then proposed
in [24] by Lewko. And Rouselakis et al. [25] proposed large-universe CP-ABE
and KP-ABE with selective security in standard model. Rouselakis and Waters
then proposed an efficient large universe multi-authority attribute-based encryp-
tion scheme with statical security. Revocation of ABE can be realized with two
methods: direct and indirect revocation [26]. [27] proposed the revocable KP-
ABE with indirect method by updating keys. And Sahai et al. proposed the
revocable ABE by updating keys and updating ciphertext [28]. And Tsuchida et
al. [29] constructed the revocable multi-authority ABE with CPA security.

To enhance security of ABE, several approaches have been proposed to realize
CCA2 security [30]. Caneti-Halevi-Katz [31] approach was proposed which can
convert the KP-ABE in [9] with CPA security to CCA2 security. Yamada et
al. [32] came up with a generic construction to transform CPA-secure ABE to
CCA2-secure ABE if the ABE satisfies delegatability or verifiability. Chen et
al. [33] and Ge et al. [34] constructed ABE schemes without one-time signature,
which is used in above approaches, with limitation that it only supports threshold
access policies. And recently, Liu et al. [35] proposed CCA2-secure KP-ABE with
the help of a Chameleon hash function.

2 Preliminaries

2.1 Computational Assumption

To prove security of the scheme, we use the assumption on prime order bilin-
ear groups in [6] which is a modified version of the g-Decisional Parallel
Bilinear Diffie-Hellman Exponent (-DPBDHE) Assumption [14] and named
q-DPBDHE2. The assumption is defined as follows.
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q-DPBDHE?2 Problem. Let G and G be the bilinear groups of order p, e :
G x G — Gr, and g be a generator of G. Pick s,a,bi,b2,...,b, £ Zy, and
R& Gr and a tuple

saibj /b.s
" }igi")elat Laa)

D :(GJ% e 9, gsv {gal}?G[Qq],z {gbj ai}(i,j')E[Zq,q]ﬂ {gS/bi}iE[qh {g
i#q+1 i#q+1 A5

Given the tuple (D, e(g,9)**"") or (D, R), an algorithm B outputs a bit

b € {0,1}. We define that B has advantage € in solving -DPBDHE2 problem if

|Pr[B(D, e(g,9)*™" ") = 0] — Pr[B(D, R) = 0]| > ¢
where the probability is over the random choice of g € G, R € G, s,a,by,bo, ...,
by € Z,, and random bits used in B.

q-DPBDHE2 Assumption. The g-DPBDHE2 assumption holds in G if there
is no algorithm that has advantage at least € in solving the (¢, ¢, ¢)-DPBDHE2
problem in polynomial time t.

2.2 Linear Secret Sharing Schemes

Definition 1 (Linear Secret Sharing Schemes (LSSS) [25,27]). Let U be
the attribute universe. A secret sharing scheme II with domain of secrets Zj
for realizing access structure on U is linear if:

1. The shares of a secret z for each attribute form a vector over Z,

2. There exists a matric A € ZL*" for each access structure A. For all i €
[€], we define the function (i) that labels the i-th row of A with attributes
from U. When we consider the column vector ¥ = (z,72,73,...,7) ", where

79,13y vy T £ Zy,, the vector of  shares of the secret z according to Pi is
equal to N = Ae ¥ € Zf,“. And the share A; belongs to the attribute §(i) for
i€l

We refer to the tuple (A,d) as the access structure A encoded by the LSSS-
policy. All secret sharing schemes should satisfy the requirements [27] including
reconstruction requirement that the secret can be reconstructed efficiently for
authorized sets and security requirement that it’s hard to reveal any partial infor-
mation about the secret for any unauthorized sets. These requirements are used
in out setting. Let S denote an authorized set of attributes and let I be the set
of rows whose labels are in S. The reconstruction requirement states that there
exists constants {w; € Z,}ier such that for any valid shares {\; = (A7), }ier
of a secret z according to I, we have that ), ;w;\; = 2. Additionally, the
constants {w; }ies can be calculated in time polynomial in the size of the matrix
A. For unauthorized sets S’, no such constants {w;};cr exist, but there exists a
vector 7 € Z},X" such that its first component d; = 1 and Z: ) E) = 0 for all
iel.
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2.3 Chameleon Hash

The Chameleon hash is used in our scheme to prove the security. A Chameleon
hash function consists of three algorithms, and only some one knowing the secret
key can find collisions for its inputs.

~ KeyGeng, (1)) — (SK.p, PK.p): It takes in the security parameter A € N
then outputs the secret key and the public key.

— Hep(PKep, M, rep) — Vi It takes in the public key PK.p, the message M
and an auxiliary parameter r.;, then outputs the hashed value V.

— UForgech(SKepn, M,7ep, M') — 1., : It takes in the secret key SK.;, a mes-
sage M with its auxiliary parameter r., and a new message M’ then out-
puts a new auxiliary parameter 77, such that the hashed value of M with
Ten is equal to the hashed value of M’ with 17, i.e., Hop(PKepn, M, rcp) =
Hch(PKch,Ml,’rgh).

2.4 Subset-Cover Revocation Framework

Let v denote a non-leaf node, and let vy, (vg) denote the left (right) child of v.
In the binary tree BT, each user is assigned to a leaf node, and if it is revoked
on time Tj, it will be added into the revocation list RL. For a current time T,
the KUNode(BT, RL) function is defined as follows:

KUNode(BT, RL)

XY 0

V('Ui, Tz) S RL
if T; <T then add Path(v;) to X

Vo € X
if ¢ X, then add zz to Y
ifxp ¢ X, then add zg to Y

if Y = 0, then add root to Y’

Return Y

3 Revocable Multi-authority CP-ABE

3.1 System Model

There are four roles in this system, named cloud server, authorities, data own-
ers and data visitors, as described in Fig.1. And this system consists of nine
polynomial time algorithms defined as follows.

~ GSetup(1*) — Param: The cloud server runs this algorithm to set up this
system. It takes in the security parameter and outputs the system parameters.

— ASetup(f) — (PKy, SKy): The authority 6 runs this algorithm to set up the
authority’s public key and private key.

- KeyGen(ID, 0, att, SKg) — SKIp qtt: The authority runs this algorithm to
generate private key to the data visitor ID with attribute att.
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|
e ASetup(9) — (PKy,SKg) |
"\ KeyGen(ID, 0, att, SKo) — SKip,aee |
CeyUp(BTy, RL) — {KUpn) |
|

|

Fig. 1. System model

— KeyUp(BTy, RL) — {KUp n}: The authority runs this algorithm to update
keys to unrevoked data visitors. It takes in the revocation list and a binary
tree, and outputs the updated re-encryption part of private keys, which is
then sent to the unrevoked data visitors and the cloud server.

- RKGen({KNg N}, {KUspn}) — RKp/ L: The cloud server and unrevoked
data visitors run this algorithm to get the updated re-encryption keys. It
takes in {KUp n}, and {K Ny n} that is a part of SKip 44, and outputs the
resulting re-encryption keys.

— Enc(M, (A,§),{PKy}) — C: The data owner runs this algorithm to encrypt
message with corresponding access policy.

— ReEnc(C, RK4) — C': The cloud server runs this algorithm to re-encrypt
ciphertext to prevent revoked users from decrypting it.

— Dec(C',RKp,{SK|pait}) — M/ L: The data visitor runs this algorithm
to decrypt the ciphertext and if the data visitor does not satisfy the access
policy or some of its corresponding attributes have been revoked, it cannot
decrypt the ciphertext correctly.

— Rev(ID, att, RL) — RL: The authority runs this algorithm to add the revoked
users ID with attribute att into the revocation list.

3.2 Security Model

We define the indistinguishability against selective authority and access policy
and statically chosen ciphertext attacks (IND-sAA-sCCA2) for this revocable
multi-authority large-universe CP-ABE. In this security model, the adversary
can query for secret keys associated with any access policy and query for decryp-
tion of any ciphertext, except that it cannot query for decryption of the challenge
ciphertext and if it queries for secret keys associated with its selected access
policy, it can only do this at phase 1 and it has to revoke one of the selected
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attributes immediately. Formally, the IND-sAA-sCCA2 security model is defined
through the following game played between an adversary A and a challenger B.

Init. A selects a challenge access policy (A*,*) and selects a set of corrupt
authorities Cy, then sends them to challenger B.

Setup. B sends to A the public parameter Param.

Phase 1. A statically issues queries including AuthoritySetupQueries, Secr-
etKeyQueries, RevocationQueries, Re — EncryptionQueries, DecryptionQue-
ries. If the queried attributes set satisfies the selected access policy, A has to
revoke one of the attributes from all users.

Challenge. A submits two messages My, My with equal length to B. Then B flips
a random coin b € {0,1} and encrypts M, with the selected access policy. After
being re-encrypted by the latest re-encryption keys, the re-encrypted ciphertext
is returned to A.

Phase 2. A and B processes the same as in Phase1 except that A cannot
make secret key query for the selected access policy or decryption query for the
challenge ciphertext.

Guess. Finally, A outputs a guess b’ € {0,1}, and wins in the game if b’ = b.

4 Concrete Scheme

The proposed scheme is as follows.

— GSetup(1*) — Param: The cloud server runs this algorithm and takes
as input the system security parameter 1*. It picks a prime order bilinear

group generator G, and runs (G,p,g) £ G(1"). Tt randomly picks expo-

nents ag, By £ Z, as the master key, and computes PKy = (e(g, g)*°, g™)
as the public key. For identity and attribute are usually in the form of
strings, it chooses a function H mapping identity ID to elements of G,
and another function F' mapping attributes to elements of G. Then it
defines the attribute universe ¥ and the authority universe Uy, and T :
U — Uy is a publicly computable function mapping each attribute to a
unique authority, which means that, for example, T maps the attribute
“att;@0;” to its authority “#;”. It initializes a revocation list RL = (.
Finally, it picks a Chameleon hash function H., : {0,1}* — U and runs the
KeyGenCh(l’\) — (SK.p, PK.p). Thus the global parameters are Param =
(p,G,g,H, F\T, Hep,,U, Uy, PKy, PK.p, RL), which is the input for all of the
following algorithms but we omit for simplicity.

— ASetup(d) — (PKp,SKp): The authority runs this algorithm and takes
as input the global parameters Param and the index of the authority

6 € Up \ {0}. Tt randomly picks two exponents «yg, Sy £ Z,, then pub-
lishes the public key PKy = (e(g,9)*,¢%), and keeps the private key

SKo = (o, Bs)-
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- KeyGen(ID, 0, att, SKy) — SKip,qui: To generate private keys for the user ID
with attribute att € U, the authority runs this algorithm as follows. Firstly,
it sets up a binary tree BTy if BTy has not yet existed, where each user
with attribute T'(att) = 6 is assigned as a leaf node and it increases the
height as the number of users increases. For each node N in binary tree BTy,
it randomly picks {K Ny n} £ Zy,. Then the authority 6 randomly picks
r & Z, and computes Kip . = g% H(ID)P F(att)", K{D,att = ¢". Finally,
it outputs SKip att = (K1 atts Kip 1) 15K No,N } NePath(iD))s gives SKip att
to the user ID, and gives (BTp, {K Nyp N} Nepatn(iD)) to the cloud server.

— KeyUp(BTy, RL) — {KUp n}: This algorithm is run by the authority 6. It
takes as input the revocation list RL and the binary tree BTy kept by 6,
and randomly picks RKjy £ Z,, for BTy, and publishes {KUy v} = {RKy x
KNy N}NeKUNode(BTs,RL)-

— RKGen({KNg n},{KUpn}) — RKp/ L: This algorithm is run by the user
ID and cloud server to generate the re-encryption key RKy for all unrevoked
user with attribute T'(att) = 6. If Path(ID) N KUNode(BTyp,RL) = 0, it
returns L, otherwise, calculates the node N € Path(ID)NKU Node(BTy, RL)

and computes the re-encryption key RKy = fﬁ%ﬂﬁ

— Enc(M,(A,6),{PKy}) — C: This algorithm is run by the message sender.
It takes as input a message M, an access policy (A,0) with A € fo", and
the public keys {PKy} of the relevant authorities, where 8 = T'(att). We
defines a function p : [{] — Uy as p(-) = T(§(+)) to map rows to authorities.

Then it randomly picks z,va, ..., Up, W, ..., wy £ Z, and creates vectors
— T — T - —
v = (z,v9,...,0,) and w = (0,wa,...,w,) . Welet \, = A, @ ¥ denote
—
the share of z corresponding to row z, and w, = A, ® W denote the share of
—
0, where A, is the 2-th row of matrix A. Let wg = ) ., w,. For each row x

of A, it randomly picks exponent ¢, £ Z,, and tgy £ Z,, and computes the

ciphertext C' = (Co, {C1,2,C2.2,C3.2, Ca,z Yae(0,0), Ten) as follows:

Co =M -e(g,9)",Cro = e(g,9)"e(g,9)*", C20 = g~*, Cs0 = g9,

V = Hep(PKen, PKen || C\ Ca0,7en),Cao = F(V)',

{Cio=elg,9)*e(g,9) ", Caw = g%, Cs.0 = g7 g Cso = F(6(2))" }aci
— ReEnc(C, RK44:) — C': This algorithm is run by the cloud server. It firstly

computes V' = Hop (PKep, PKep || C\ Cao,7cn) and verifies the validity of
the ciphertext by computing:

[+

e(Ci,z,9) - €(Ca,z, F(att)
e(Ca0,9) - €(Ca0, F(V"))

[Locig(e(Cawy g% @) - e(Ca,, 9)) 2
e(C2,0,9%) - e(Cs,0, 9) B

~

)=1 (1)
1

1 3)

If the equation holds, it means that the ciphertext is encrypted exactly by
the attribute att, and it has not been tampered maliciously. The cloud server
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re-encrypts the ciphertext by computing ¢’ = (Cy, C,0,Ca,0,Cs,0,Cua0,
{0173;,02,33,C37£,OffT(é(z))}$e[g],’l"ch). Then the re-encrypted ciphertext C’
would be stored securely on the cloud server.

— Dec(C',RKp,{SK|p,au}) — M/ L: This algorithm is run by the decryp-
tor ID with attributes att. It ﬁrst}y computes the original ciphertext C' = C’
except that {Cy ¢ }aeig = {C’Zfﬂém) }eerg- Then it verifies the validity of the
ciphertext with the Egs. (1), (2) and (3) in the algorithm ReFEnc. If the equa-
tion holds, it means that the ciphertext is encrypted exactly by the attribute
att, and it has not been tampered maliciously or the attributes att have not
been revoked for this decryptor ID. Let (A,d) be the access policy of the
ciphertext. It computes:

Cre - e(Kip,5(2); C2,) - e(H(ID), Cs,) - €(Kip 52, Caa) = €(9,9)™" - e(H(ID), g)*"

Then it calculates a constants ¢, € Z, such that ) cmz = (1,0,---,0). For
= = — —

A =A,0v andw, = A, e, (1,0,--- ,0)e v =z and (1,0,--- ,0)ew =

Finally, the decryptor computes:

Co _ M-e(g,9)°

M= (el 9P e(HD), ) ) —  elg.9)°

— Rev(ID,att, RL) — RL: This algorithm is run by each authority to revoke
a certain attribute att from a user ID. It just add this user’s identity and
revoked attribute into the revocation list RL.

5 Security Analysis

In this section, we prove that the proposed scheme is IND-sAA-sCCA2 secure.
At the Init phase, the adversary first selects a target access policy (A*,0*) and a
set of corrupted authorities Cp that it will attack, with limitation that p[¢] Z Cp.
At the setup phase, the simulator randomly picks a message M* and an auxiliary
parameter 7* to compute the ciphertext C* ahead of time, where the Chameleon
hash function V* in C] o acts as the challenge on-the-fly dummy attribute. At
the challenge phase, the simulator ignores the contribution of the rows belonging
to the corrupted authorities based on “zero-out” lemma. Given the challenge
message My and M, the simulator replaces M* with M, in C*, while the V*
remains unchanged because of Chameleon hash function. At phase 1 and phase 2,
the adversary should statically output all queries (ID;,.S;) about a single ID;
at once, where S; = {atty,...,att|s,} is a set of all attributes that ID has.
Then the simulator splits the unknown parameters into two parts to continue
the simulation process. Besides, the adversary can make KeyGen queries for
(ID], S;) whose attributes S} satisfies (A*,d*) only at phase 1, but it has to
revoke at least one attribute att* € S; \ {T'(att) € Cyp} for all user who has
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attribute att* to prevent them from being colluded by the adversary before the
challenge phase. If the attacker attempts to modify the challenge ciphertext to
query for decryption, the simulator will verify the consistency of the ciphertext
and then detect this malicious tamper. We review the “zero-out” lemma whose
proof can be found in [6].

Lemma 1. Let (A* € ngx”, 0*) be the selected challenge access policy, and Cy be
a set of corrupted authorities, where C C [£] denotes the set of rows corresponding
to the attributes in Cy, and c denotes the dimension of the subspace spanned by the
rows of C. Then the distribution of the shares {\; }z¢[¢) sharing the secret z € Z,
generated by A* is the same as the distribution of the shares {\, }.c(q sharing
the secret z generated by A’, where A, ; =0 for all (x,j) € Cx[n' =n—c]. And
for each row Al ., there is only one “1” in one of the last ¢ positions, and “0”
in others.

Theorem 1. Let G be a prime-order bilinear group generator and II =
{GSetup, ASetup, KeyGen, KeyUp, RKGen, Enc, ReEnc, Dec} be a concrete
scheme. The proposed concrete scheme II is IND-sAA-sCCA2 secure if the
(q+1)-DPBDHE2 assumption holds on G, the employed Chameleon hash func-
tion is secure, and the size of selected matriz is at most q X q.

Proof. Suppose that there is a probabilistic polynomial time adversary A who
has advantage € to break our concrete scheme in the security game. We construct
a simulator B that can solve the (q+1)-DPBDHE2 problem on G with the tuple
(D,T) as input and interact with A as follows.

Init. Algorithm A selects a challenge access policy (A*,¢*) which means an
attribute set S* = {atty,...,att g+ }, and selects a set of corrupt authorities C,
then sends them to B. We have that A* is a matrix whose size ¢ X n is at most
g x qand 6* : [{] = Z,.

Setup. Algorithm B gets the tuple (D,T) from (q+1)-DPBDHE2 challenger
and substitutes A* with the matrix A’ according to “zero-out” lamma. It

randomly picks a challenge message M* £ Gr and sets C5 = M* - T. It
calls a secure Chameleon hash function H., : {0,1}* — U and runs the
KeyGene,(1*) — (SKen, PKey). It randomly picks an auxiliary parameter
e B Z, and computes V* = Hp(PKep, C§,r),). Then V* is regarded as a
challenge on-the-fly dummy attribute authorized by 6y controlled by B, and B
calculates a matrix Agyq € Z;X" representing the access policy of V*. B ran-

domly picks af), 3 £ Zp and sets ag = af + 5 ,c xuqer1) beal™2 By = B +
D reXU{e+1} > o bya?377 Ayiq ;. Thus it calculates PKo = (e(g,g)?, g%) =

(6(97g)aé’e(gb”m,gaﬁl)A”l’l,95‘3 H?lzg(gb‘+1aq+37j)’4’f+lvj). B sends to A the
public parameter Param = (p,G,qg,,T, Hep,U, Uy, PKo, PK.p,, RL), where the
random oracles H and F are programmed by the simulator and RL = ().
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Phase 1. Algorithm A statically issues following queries.

Authority Setup Queries: A outputs a set of non-corrupted authorities
Ny € Uy, and Ny N Cy = . For each @ € Ny, there are two cases:

- If 6 ¢ p[f], B randomly picks ag, Bp £ Z, and outputs the public key

(e(g,9),9").
— If 0 € p[¢]\Cy, let X = {z|p(x) = 0}, which means the x —th row of A is corre-

sponding to 6. B randomly picks o, 5 il Z,, and computes (e(g, 9)*¢, g")

’ . q+1 / / q+3— ] X
:(6(979)049 H E(QbLa,ga )A";’l7gﬂ9 H H za )

zEXU{L+1} zeXU{L+1} j=2

where the secret key is (ag, 8p) for g = af + ZmeXu{£+1} bwaq+2Afv,1 and
Bo = By + e xufert) 2ojn bya*?I A .

H-Oracle Queries: A queries to oracle H for identity ID; with attribute set
S;. If there is no row z such that 5( ) € Sl, B randomly picks R/ s Z, and

1

computes H(ID;) = ghi - g*...¢g°" = ghi Hk 5 9% . Otherwise, for some
rowsX’—{x|(5( ) €S, N[} and X¢ —{x\T( ( ) ECgﬂ[]} Bcanﬁnda
vector d c Z"Xl with d; 1 = 1 such that A* ° d = (0 and A’ ° d = 0 for

n'—1

all z € X' U X¢ and then B computes H(ID;) = g" - (g*)%2 ... (g% )i’ =
g" T (g ).

F-Oracle Queries: A queries to oracle F' for attribute att whose authority
is 0 = Tatt. If 6 ¢ p[¢] or 8 € Cy, B randomly picks F(att) £ Zy. If
0 € plf], let X" = {z|p[z] = 0} \ {z]|0(z) = att}. Then B randomly picks
Uarr < Z, and outputs F'(att) = gliart geexuter1y Zgeln) bs atTIAL,
9" [oexrugesny e (ghee™ ") Ao,

Secret Key Queries: A makes secret key queries for (ID;, S;), and B computes
secret key (Kip, aut, KI'DM“, {K No N} NnePath(ip,)) for every att € S;. There are
three cases:

— T(att) = 6 ¢ p[f]: B randomly picks r, ay, By £ Zy and {KNo N} NePath(ID;)

£ Z, if it has not been stored. Then it outputs Kip, ot =

g* H(ID;)% F(att)", Kip, att = 9" {KNo,N} NePath(D,)-
— T(att) = 6 € p[f] and S; N d[¢] = 0: If the attribute att belongs to the
authority 6 who has other attributes in the challenge policy, but none of this

users’ attributes is in the challenge policy, for H(ID;) = g"i - HZ/ 0 g @~ and

F(att) = g"* [ Liexugesny e (gP=2""*"")A%s | B randomly picks ¢ £ Ly,
setsr =1 — Zke[n,] a* and computes
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Kip, ane = g* H(ID;) F(att)” = g% [] H bea T AL (D,
zEXU{L+1} j=2

) (gﬁe)h; H ﬁ(gbz,lq+1+k)ﬂ4"r)l . (g'r)uatt H H (gbzaq+27k)tA;,k,

zEXU{l+1} k=2 zEXU{L+1} ke[n’]
T ak —
KI/Di,att =g =9 H (9") !
ken’]

and randomly picks {K Ny N} nepath(iD;) £ Z,, if it has not been stored.
— T(att) = 0 € p[f] and S;NH[¢] # 0: If the attribute att belongs to the authority
f who has other attributes in the challenge policy, and some of this users’

attributes are in the challenge policy, for H(IDi) = g™ Hk— e and
F(att) = gett erX”U{Z+1} Hje[n'] (9"
Ly, sets 7=t — 34 i a*d; , and computes Kip, i+ and Kip, ate as follows,

where X \ X" = {z]d(x) = att} means the rows that map to att, and if att ¢
0[¢], the related multiplication factor part is equal to 1. Then it randomly

a™*7NA% ;5 B randomly picks ¢ £

picks {K No N} NePath(ID,) Ril Zy, if it has not been stored.

. / . +2+k—j _ )
Kb, att = g% H(ID;)"0 F(att)” = H(ID;)" H H (g"=*" J) Ag,1di g
cEX\X" jk=2,j#k

.ga; H H bpadt3— 7 ;_’j ) (gﬁe)h; H H a(l+1+k _ 1dz',k

zEXU{L+1} j=2 zEXU{L+1} k=2

r +2—j tA/
SUSEEIN | N s
z€XU{L+1} j€[n']
KIIDi,att =g = gt H (gak)71
ke[n’]

Revocation Queries: A makes revocation queries for (ID;,att), and B adds
(ID;, att) to RL. Then B runs the KeyUp algorithm to update keys for unrevoked
users and runs the ReFEnc algorithm to get the latest ciphertext C’.

Re-Encryption Queries: A makes re-encryption queries for ciphertext C' to
get the resulting re-encrypted ciphertext C’. B runs the RKGen algorithm and
takes it as input to run the ReEnc algorithm to get C’.

Decryption Queries: .4 makes decryption queries for ¢’ with (A,0d). B first
restores C’ to the original ciphertext C' with the latest RKy. Then B computes
V = Hep(PKep, PKep || C\ Ca,7en) and determines whether the ciphertext is
valid by checking Egs. (1), (2) and (3). If either of the equalities does not hold,
the ciphertext is invalid and B outputs L. Otherwise, it decrypts the ciphertext
with the corresponding secret keys to get M.
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Challenge. A submits two messages My, My € Gr with equal length to B. B
flips a random coin b € {0, 1} and calculates C’ = M- T, where T the challenge

term might be e(g,g)* = e(g,g)s‘lq+2 or a random element R < Gr. B sets

v = (sa972,0,...,0)" € Z? and W = (0, sa9"?, ..., sa9=*3.0,...,0)7 € Zy.
— For arow z* € [{] that T'(6(x*)) € Cp, we have that Ay~ = 0,wy~ = 0 because
Al ;=0 for i€ [n']. B randomly picks #,- £ Z,, and computes

Choe = e(g,9)*" e(g, 9)* '™ = (e(g, g)*r="))"=,
02732* _ g—tm*703’x* — gﬁp<z*)tz* ng* _ (gﬁp(z*))tm*7c4’x* _ F((S(.T*))tm*

— For arow z* € [(] that T(6(z*)) ¢ Co, we have that Ap- = sa?™2- AL, |, w,- =

Z? 9 sqat3-7 ~A;*7j. B sets ty+ = —5/by+,to = —s/bpy1 and computes

Yty

2 2
sadt A;*,l_ZmGXU{ZJrl} sbpadt A;*,l/bm*

=e(9,9)
sbma‘H'z/bT* )7A;* 1

Cl,z* = 6(97 g)AI* e(gv g)ap(z

= 11 (9.9
zeXU{L+1}\{z*}

—t 5/byx

02733* = g ¥ — g

’
n

(gsbzaq+37j/bz* )—A/ *

g = gt g = =g

zeXU{l+1}\{z*} j=2

* * sbgpa +2—j * 0\ — /* .
04 T* = F(d(l‘ ))tT = H H (g bzal J/bﬂ’ ) Az 5J
cEXU{L+1} jE[N']

Cro- = Te(g,9)*°", Caor = g0, Cy 00 = g™t TZwrct e Oy gu = F(VF)0

To re-randomize the ciphertext due to the distribution of t,~, B randomly

. R = 3 .
picks 7/, t!.,t, «— Z, and random vectors v',w’ with the first elements 2’

and 0. Then it computes the re-randomized ciphertext C*

(CIS* ; {Oiz* 5 C;,z* 3 Cg,z* ) CZ,I* }1*6[0,2]) = (Clge(gv g)z ) CI,O* 6(97 g)z +a0t07

4t / a N = / a N = ot
Ca0vg~ "0, Cs 00 g™'0 g2 ety Ao Oy 0 F(V*)'0 {Chave(g, g) oV T an

’

CQ,x*g_tw* , CS,ac*ng(z*)t;* gAI* ow” 04,95*F(5(l'*))t;* }I*G[ﬁ])

In order to keep V* unchanged, B runs 7} < UForgec,(SKen, Cj, 15,
PKa|| C*\ Cio.) such that V* = Hep(PKen, PKop||C* \ Cfge,r%). Then B
re-encrypts (C*, ry, (A*, %)) with the latest re-encryption keys and returns the
re-encrypted ciphertext to A.

Phase 2. Algorithm B processes the same as in Phase 1.

sadt?

Guess. Finally, A outputs a guess b’ € {0,1}. f T = e(g,9)* = e(g,9) , the
ciphertext is well encrypted such that B plays the proper security game with A,
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and the advantage A wins in this game is €. Otherwise, if T £ Gr, the ciphertext
is a random element in G7, and the advantage that 4 wins in this game is 0.
Therefore, if A has advantage Adv4(\) > € in breaking this concrete scheme, B
would break the (q+1)-DPBDHE2 problem on G with advantage Advg(\) > e.
This completes the proof. O

6 Conclusion

We formalized a revocable multi-authority large-universe CP-ABE system to
meet the function requirement and a security notion IND-sAA-sCCA2 to meet
the security requirement of cloud storage service. Then we constructed a concrete
scheme shown to be IND-sAA-sCCA2 secure under (q+1)-DPBDHE2 assump-
tion. For this scheme constructed on prime-order groups, it has remarkable effi-
ciency improvement compared with others on composite-order groups, and it
can be applied in practical cloud storage system to provide efficient, flexible and
fine-grained access control for file sharing.
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Abstract. Hardware-based middleboxes are ubiquitous in computer
networks, which wusually incur high deployment and management
expenses. A recently arsing trend aims to address those problems by
outsourcing the functions of traditional hardware-based middleboxes to
high volume servers in a cloud. This technology is promising but still
faces a few challenges. First, the widely adopted data encryption tech-
niques contradict with payload inspection needs of some middleboxes
such as DPI and IDS devices. Second, the inspection rules of middle-
boxes may be commercial properties, thus the middlebox providers want
to keep their rules confidential under third-party cloud environments,
and this creates hindrances for the cloud to perform outsourced mid-
dlebox functions. Third, performance of the outsourced middlebox is an
inevitable issue that needs deliberate consideration. In this paper, we pro-
pose a cloud-based DPI middlebox implementation which performs pay-
load inspection over encrypted traffic while preserving the privacy of both
communication data and inspection rules. Our design employs a modi-
fied reversible sketch structure which is used for efficient error-free mem-
bership testing, and we utilize unkeyed one-way hash functions instead
of complex cryptographic protocols to achieve the privacy preservation
requirements. CloudDPI supports a wide range of real-world inspection
rules, we conduct evaluations on ClamAV rule set and the experiment
results demonstrate the effectiveness of our proposal.

Keywords: Network function virtualization - DPI outsourcing * Privacy
preservation

1 Introduction

Network contains large numbers of various hardware appliances or middle-
boxes and it is increasingly difficult to design, integrate and operate the com-
plex hardware-based appliances to launch a new network service [1]. Moreover,
hardware-based middleboxes have short lifecycles, which requires the procure-
design-integrate-deploy cycle to be repeated with little or no benefits [1]. In 2011,
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Justine Sherry et al. [2] surveyed 57 network administrators regarding middle-
boxes and came to the conclusion that middlebox deployments are large and
incur high capital expenses, complex management requirements, and they often
lack scalability and fault-tolerance.

A recent trend of NFV aims to address the above mentioned problems by
outsourcing the middlebox functions as virtualized services residing in a cloud,
shifting the heavy middlebox management burdens from local network managers
to the cloud service providers, which lowers the deployment and management
expenses for enterprises and provides the middlebox as a more flexible and fault-
tolerant service. However, there are still a few challenges which need profound
solutions.

1. Various security oriented protocols such as HTTPS and SSL are adopted by
network users to protect their data privacy, and these encryption techniques
almost completely disable functions of middleboxes like DPI and IDS devices.

2. The inspection rules of the outsourced middlebox can be enterprise properties
or they may infer sensitive commercial information. Consider an exfiltration
detection system customized by an enterprise, the inspection rules may con-
tain sensitive keywords such as product names. Thus, the enterprise wants
to protect the rules from leakage if the cloud providing middlebox service is
not fully trusted. However, intuitively the cloud will not be able to perform
middlebox functions if the rules are hidden from it.

3. Last but not least, inspection accuracy, delay and throughput are impor-
tant middlebox performance criterions, performance optimization of the out-
sourced middlebox will always be an important problem.

Consider the following usage scenario: a trusted user Alice unfortunately
became a victim of the notorious extortion virus WannaCry [3], after the tragedy
she realized the importance of her computer’s security and she wants all traffic
that flows into her computer be checked first, but meanwhile she does not want
to risk the confidentiality of her private emails or instant messages, so she would
adopt SSL protocol when communicating with other hosts. Probably being an
unprofessional, Alice does not want to deploy her own DPI device and bother
herself with the complex configuration details. Also taking flexibility, cost effi-
ciency, fault tolerance and scalability into account, buying DPI as a virtualized
service provided by a cloud like Amazon may be her optimal choice. The inspec-
tion rules generator or middlebox provider in our usage scenario could be some
professional vendors like Kaspersky Lab or McAfee, which is different from the
general purposed cloud computation service provider like Amazon, the inspec-
tion rules are commercial properties so the middlebox provider wants to protect
them from the semi-trusted cloud.

BlindBox [4] is the first outsourced middlebox which enables inspection over
encrypted traffic. But it does not consider the privacy of the inspection rules, and
it involves sophisticated cryptographic techniques including garbled circuit [5, 6]
and oblivious transfer [7,8], thus BlindBox incurs heavy computational bur-
dens and is not feasible for practical use. Yuan et al. [9] address the problems
with BlindBox and build an outsourced middlebox which performs inspection
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on encrypted data and provides protection on both packet payloads and inspec-
tion rules. However, their work focuses more on token matching instead of rule
matching, if all the tokens of a packet are checked without a match, the packet
is considered legitimate and allowed through, on the other hand, if a token is
matched, the corresponding action is taken. In practice, however, there is a big
gap between token matching and rule matching, an inspection rule usually con-
tains multiple signature fragments of different lengths, it is infeasible for the
communication parties to generate tokens of different sizes, otherwise it will
incur too much computation and network overhead. Besides, the Cuckoo hash
table adopted in [9] has a major drawback: insertion failures might occur after
certain number of insert operations, and this will definitely affect the inspection
accuracy of the outsourced middlebox. Moreover, [9] still utilizes some complex
cryptographic mechanisms including broadcast encryption [10] and secret shar-
ing [11], and as a result, the performance of the outsourced middlebox will suffer.

Our work basically shares the same goal with [9], that is to build an out-
sourced DPI middlebox which performs inspection over encrypted traffic while
preserving the privacy of both packet payloads and the inspection rules. But our
work differs from [9] in the following ways:

— We come up with a complete solution including the customized reversible
sketch [12,13] data structure and a suit of algorithms on rule matching instead
of single token matching.

— The reversible sketch in our system is efficient and does not have Cuckoo hash
table’s insertion failure problem, together with the first factor, this makes our
system more accurate on packet inspection.

— Our system only utilizes a set of hash functions and does not involve
any heavy-computational cryptographic techniques, deliberately designed,
we make our system more efficient and still satisfy the privacy preservation
requirements.

— We provide more elegant, unified and simplified ways to support rules with
multiple conditions, rules with content position modifiers and field attributes,
and cross-connection inspection.

2 Related Work

Shi et al. [14] present privacy-preserving outsourcing firewalls in SDN environ-
ment. They exploit CLT multilinear maps to build their system, which has secu-
rity flaws [15], and what is more, they assume the cloud provider for the enter-
prise is its ISP, and does not consider protecting the packet payloads from the
cloud. Melis et al. [16] propose two constructions on generic network functions
outsourcing, the middleboxes considered in their paper include firewalls, load
balancers, IDS and NAT. Their constructions are based on partial homomorphic
encryption [16] and public-key encryption with keyword search [17], and it takes
250 ms and 1208 ms respectively to process 10 rules, which indicates that their
system is not suitable for practical deployment.
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APLOMB [2] is based on a survey of 57 enterprise networks, from the sur-
vey results the authors draw the conclusion that outsourcing middleboxes to a
cloud can bring benefits including cost reduction, easy management, elasticity
and fault-tolerance. APLOMB also introduces 3 approaches for traffic redirec-
tion, that is, bounce redirection, IP redirection and DNS redirection [2], these
techniques can be directly adopted by us and serve as a complement to our
work. However, APLOMB has to decrypt the encrypted traffic first before fur-
ther processing, which is vulnerable for man-in-the-middle attacks [18].

As mentioned before, BlindBox [4] is the first work makes deep packet inspec-
tion over encrypted traffic possible. It contains three protocols of different com-
plexity and functionality, the simplest protocol I supports single signature key-
word matching and can be used in data exfiltration detection and parental fil-
tering applications. Protocol II is based on protocol I, it supports rules which
contain multiple keywords and offset information within the packet. Protocol
IIT enables full IDS functionality, it supports rules with complex regular expres-
sions by allowing the outsourced middlebox to decrypt the encrypted traffic if
a suspicious keyword is found. While effective, this approach also sacrifices the
confidentiality of packet payloads.

Embark [19] allows enterprises to outsource middleboxes to the cloud while
keeping their network traffic confidential. For packet payload inspection, Embark
directly adopts the schemes in BlindBox. For inspection on packet header fields
such as IP addresses, Embark introduces a novel encryption scheme Prefix-
Match [19], which enables the outsourced middlebox to tell if an encrypted IP
address lies in an encrypted range, and at the same time, the outsourced mid-
dlebox can not learn the exact values of the IP address and the range. Our work
differs from Embark in the user scenario setting and focuses only on the packet
payload inspection part, while Embark provides a wider functionality, it also has
the flaws of BlindBox on packet payload inspection.

3 System Architecture

Figure 1 depicts our system architecture. The system contains four entities:
a trusted user (Alice) who wishes to adopt the outsourced DPI service; an
untrusted user which is communicating with the trusted user; a trusted inspec-
tion rules generator who outsources DPI middlebox and a semi-trusted cloud
which actually performs functions of the outsourced middlebox. During connec-
tion setup, both the trusted and untrusted users run the standard SSL protocol
to establish an encrypted communication channel. Meanwhile, both of them
communicate with the trusted rule generator, the latter builds up a reversible
sketch for this connection, it transforms its secret inspection rules into hashed
tokens by an unkeyed cryptographic one-way hash function and feeds the hashed
tokens into the reversible sketch. After that, the rule generator outsources the
DPI middlebox to the cloud by transmitting the reversible sketch just built, and
it sends both the trusted and untrusted users the one-way hash function it used
during tokenizing the inspection rules.
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Fig. 1. System architecture

In our work, we properly modify reversible sketch into an efficient error-free
data structure for membership testing of a given set, and use it for packet payload
inspection instead of change detection. The reversible sketch used in our work
contains H hash tables of size M, and each hash table has K randomly chosen
2-universal hash functions. The reversible sketch is stored as a 2-dimensional
matrix of size H x M, and each cell is associated with a sentinel bit and a
list of buckets to store the hashed tokens of the inspection rules. Our modified
reversible sketch can be regarded as a combination form of Bloom Filters and
traditional hash tables, when testing membership of a certain message, H Bloom
Filters are first consulted, then one of the bucket lists is traversed to confirm
the message’s existence if necessary. Our modified reversible sketch is fast, and
brings no false positives or false negatives.

During communication, the trusted and untrusted users will communicate
normally as SSL protocol specified with three alterations. Fist, the untrusted
user is required to process his packet payloads into fixed-length tokens and hash
them using the one-way hash function received from the rules generator during
connection setup. Second, the untrusted user sends both SSL encrypted pack-
ets and the hashed tokens to the outsourced middlebox instead of directly to
the trusted user. The outsourced middlebox performs inspection on the hashed
tokens and relays the traffic if none of the rules is matched. Third, when received
SSL encrypted traffic and the hashed tokens, the trusted user can verify the
integrity of the untrusted user by regenerating the hashed tokens and compar-
ing them with the ones it received, regeneration of the hashed tokens can be
easily done since the trusted user is able to decrypt SSL encrypted packets and
he also owns the one-way hash function provided by the rules generator. Note
that we still assume the cloud to be semi-trusted, verification of the outsourced
middlebox service will be covered in our near future work.
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4 Basic Design

4.1 Preprocessing Inspection Rules

Virus detection is the direct motivation for Alice to adopt an outsourced DPI ser-
vice, thus we make it the major functional component of our system. We employ
ClamAV [20] rules considering its practicability and its open source nature. The
body-based signatures of ClamAV rules are represented in hexadecimal format
and support the wildcards listed in Table 1.

Table 1. Supported wildcards in ClamAV rules

7?7 match any byte

a? match the high four bits
7a match the low four bits

* match any number of bytes

{n} | match n bytes

{-n} |match n or less bytes

{n-} | match n or more bytes

{m-n} | match between m and n bytes

Take the rule “Win.Worm.Mimail-8” in Fig.2 for example, this rule is
matched if byte sequence “9090909089¢890909090f7f7909090” is found first, then
after arbitrary length of content byte sequence “9090” is matched, and after
another two bytes “90” is found, etc.

Win.Worm.Mimail-8:9090909089¢890909090f7t7909090*9090?7??
90?7?9090%909190909090905890%9031309090909001890909090¢2
2290909090*67e9ed 601t

Fig. 2. Rule Win.Worm.Mimail-8

ClamAV’s body-based rule set contains approximately 100K rules, but they
are not directly usable to our system due to the complex syntax. We make the
rules compatible to CloudDPI by taking a few transformations. Again take the
previous mentioned rule for example, this rule can be partitioned into eight
signature fragments by the wildcards *, ? and {}, and we define distance
relationship between two adjacent signature fragments according to the gram-
mar of ClamAV rules. The five types of distance relationships we defined are
listed in Table 2.

Partition of a rule and distance relationship assignment of the signature frag-
ments should be straightforward. The first signature fragment is always assigned
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Table 2. Distance relationship between signature fragments

arbitrary any number of bytes apart
exact(n) exactly n bytes apart

min(n) at least n bytes apart
max(n) at most n bytes apart
range(m,n) | between m and n bytes apart

arbitrary. For the rest, we assign distance relationship according to the wild-
card between the current signature fragment and its previous one. Suppose the
number of occurrences of “??” is n, we set the distance relationship to exact(n).
We set distance relationship to min(n) for {n-}, set maxz(n) for {-n} and set
range(m,n) for {m-n} respectively. We ignore wildcards “a?” and “?a” since
their occurrences are not encountered during system implementation. The result
of partition and distance relationship assignment of rule “Win.Worm.Mimail-8”
is shown in Table 3.

Table 3. Rule “Win.Worm.Mimail-8” after partition

Signature fragment Distance relationship
9090909089¢890909090£7£790909090 | arbitrary

9090 arbitrary

90 exact(2)

9090 exact(1l)
909190909090905890 arbitrary
9031309090909001£890909090e2 arbitrary

90909090 exact(1)

67e9ed 60Tt arbitrary

During connection set up, the signature fragments are again segmented into
fixed-length tokens, and the tokens are hashed and fed into the reversible sketch.
If the length of a signature fragment is less than that of a token, we need to
delete this signature fragment from the rule and recalculate distance relation-
ship between its predecessor and successor. We denote the length of a signa-
ture fragment sf by len(sf), the distance relationship between two signature
fragments sf; and sfa by DR(sf1,sf2), and the signature fragment deleted by
deleted_sf, the signature fragment before it by prev_sf, and the signature frag-
ment after it by next_sf. The new distance relationship between the deleted sig-
nature’s previous and next signature fragments DR(prev_sf,next_sf) is deter-
mined by three factors, namely len(deleted_sf), DR(prev_sf,deleted_sf) and
DR(deleted_sf,next_sf). Deletion of short signature fragments and recalcula-
tion of distance relationships are performed in a linear fashion: we scan the
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inspection rule from the first signature fragment to the last one, if a signature
fragment is too short, it is deleted and distance relationship between its previous
and next signature fragments is recalculated.

4.2 Building Reversible Sketch

Now we are ready to build the reversible sketch for the outsourced middlebox.
For each rule r in the rule set S, we use a sliding window of size w to segment
each signature fragment sf of r into a set of tokens with length w bytes, namely,
sf — {t1,ta,..ti—wt+1}, where [ is the length of sf. Then for each generated
token ¢, we hash it and store the hashed token At in one of the H x K cells of
the reversible sketch, the hashed token is associated with the signature fragment
sf it belongs to. Since different signature fragments may generate same tokens,
a certain hashed token ht may belong to multiple signature fragments, thus
we associate each hashed token bucket with a list sf_ptr_list of pointers which
point to the corresponding signature fragments. To maintain the correlation
between signature fragments and rules, we store in each signature fragment a
pointer rule_ptr pointing to the related rule, a pointer prev_sf pointing to the
previous signature fragment and another pointer next_sf pointing to the next
signature fragment, in each rule we store a pointer first_sf which points to its
first signature fragment. To summarize, the structure of our reversible sketch is
shown in Fig. 3.

Reversible Sketch

H
hashed hashed . hashed
token token token
W sf_ptr —>» sf _ptr ) —»  sf_ptr
signature o signature o signature
i > -« ) >
fragment prev/next—» <—prev/next fragment prev/next—»> <prev/next fragment
\first_sf\ i
rule_ptr rule <

Fig. 3. Reversible sketch

We denote the one-way hash function used to hash the generated tokens as h,
the H x K hash functions of reversible sketch as h;;, where ¢ € [H| and j € [K],
and the two hash functions which determine the position of the cell storing a
hashed token as Ao and Acopumn. The algorithm for inserting a signature frag-
ment into the reversible sketch is represented in Algorithm 1. We associate with
each signature fragment a list ht_ptr_list of pointers which point to the gener-
ated hashed tokens from it. The algorithm begins by segmenting the signature
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fragment into a set of tokens, and initializing ht_ptr_list to be empty. When
inserting each hashed token of a signature fragment, we first check if the hashed
token is already in the reversible sketch. If so, we again check if the signature
fragment is already in the hashed token’s s f_ptr_list because a token may appear
multiple times in a signature fragment, if the signature fragment is not found,
a new sf_ptr pointing to it is generated and added to the sf_ptr_list. If the
hashed token is not found in the reversible sketch, we first set the sentinel bits
using the H x K hash functions, then the hashed token is inserted into the cell
chosen by the two hash functions h,o, and heopumn, we associate a sf_ptr_list
to the hashed token and add a new sf_ptr pointing to the signature fragment to
the list. For every generated hashed token, we add a ht_ptr node which points
to the hashed token in the corresponding signature fragment’s ht_ptr_list.

Algorithm 1. Signature Fragment Insertion

Input: signature fragment to be inserted
generate tokens set S; for sf
initialize ht_ptr_list of sf to be empty
for each token t € S; do
ht = h(t)
lookup ht in reversible sketch
if found ht then
lookup sf in the sf _ptr_list
if not found sf then
add a sf_ptr which points to sf in sf_ptr_list
end if
else
for each i € [H] do
for each j € [K] do
RS([i][hij(ht)].sentinel = 1
end for
end for
insert At into cell RS[hrow (ht)][heotumn (ht)]
associate an empty sf_ptr_list to ht
add a sf_ptr which points to sf in sf_ptr_list
end if
add a ht_ptr which points to ht in ht_ptr_list of sf
end for

Lookup for a hashed token in the reversible sketch is done by first checking
the H x K sentinel bits, if one of the sentinel bits is not set, we know that
the hashed token is not in the reversible sketch. Only if all the sentinel bits are
set, we traverse the list of buckets of cell RS[hyow (ht)][Pcotumn (ht)] to confirm
the hashed token’s existence, this additional check eliminates the false positives
brought by Bloom Filter and makes the lookup algorithm fast and accurate.
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4.3 Inspection on Hashed Tokens

Taking both inspection delay and throughput into consideration, we developed
batch inspection algorithm on the untrusted user’s hashed tokens. The function
is called when every batch_size tokens are received, as shown in Algorithm 2. The
algorithm can be divided into three phases. The first phase begins by initializing
an empty set Ssy of signature fragments and an empty set S, of rules. Then
we lookup each received hashed token uht in the reversible sketch to see if it is
suspicious, we associate with each signature fragment a list uht_list of matched
hashed tokens, and uht is added to this list of every signature fragment found
in sf_ptr_list if uht is in the reversible sketch, and the corresponding signature
fragments are added to set S,y for further checking. The second phase checks
every signature fragment sf in Ss¢ to see if it is matched, and the corresponding
rule of a matched signature fragment is added to set .S, for further processing.
The last phase checks every rule in set S, and the corresponding actions of the
matched rules are taken.

Algorithm 2. Batch Inspection

Input: a set Syt of received hashed tokens from untrusted user
initialize an empty set Sgy of signature fragments
initialize an empty set S, of matched rules
for each uht € Sy, do

lookup uht in reversible sketch
if found uwht then
for each signature fragment sf in sf_ptr_list do
add uht to uht_list of sf
add sf to Ssf
end for
end if
end for
for each sf € S;y do
check if sf is matched
if sf is matched then
add the corresponding rule r to S,
end if
end for
for each r € S, do
check if r is matched
if r is matched then
take the corresponding actions of r
end if
end for

In our system, the untrusted user actually sends tuples of form (of fset, ht)
to the cloud for inspection, of fset is the offset of the corresponding token in
the payload data. Adding this field enables the cloud to accurately check if a
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signature fragment is matched and perform inspection on rules with content
position modifiers (Sect. 5). To check if a signature fragment is matched, we first
check if the of fset values of the received tokens in uht_list are consecutive, then
we compare the received tokens with the tokens generated from inspection rules
in ht_ptr_list.

Verifying if a rule is matched is done by first checking if all its signature frag-
ments are matched, then if the distance relationship between every two adjacent
signature fragments are satisfied.

5 Optimizations

5.1 Handling Rules with Position and Field Modifiers

In Snort rules, the ‘content’ keyword specifies a specific content pattern to search
in the packet payload. More complex and accurate rules can be generated by
attaching position modifiers to the content patterns. To support rules with posi-
tion modifiers, we make the untrusted user send offset of the corresponding data
segment together with the hashed token to the cloud. For modifiers depth and
of fset, we modify the distance relationship of the first signature fragment in
CloudDPI compatible rules from arbitrary to range(of fset,depth — len(sf)),
and check if the first hashed token’s offset falls into this range. Modifier distance
is directly transformed into distance relationship exact(distance) for a signature
fragment, and modifier within is transformed to range(0, within). The ‘content’
keyword in Snort rules can also be modified by packet field modifiers such as
‘http_client_body’ and ‘http_header’, for these kind of rules, we transform them
into rules with depth and of fset modifiers since these fields of a packet are usu-
ally in a relatively fixed position. And we note that rules with multiple conditions
are naturally supported by CloudDPI.

5.2 Hiding Equality of Hashed Tokens

In our current design, the same hashed tokens will be generated for multiple
appearances of the same data segment because the one-way hash function is
deterministic. To avoid this problem, we took a similar course as [9] by trading
space for efficiency. But we note that in [9] their Cuckoo hash table will grow
much larger and two new problems will be caused. First, more insertion fail-
ures will happen as more tokens are inserted into the Cuckoo hash table. And
second, it will take more time to lookup a token in the hash table because of
its growth. Suppose the upper bound for the number of appearances of a cer-
tain data segment is C, in our approach the middlebox provider will build C
reversible sketches instead of a single very large one during connection setup.
For each token t generated by the sliding window, we associate it with a counter
ctr to count the number of its appearances, and insert h(t||ctr) into the ctrt
reversible sketch. During communication, we make the untrusted user send tuples
of form (of fset, ctr, h(t||ctr)) to the cloud for inspection, then cloud will lookup
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the ctrt? reversible sketch for this received hashed token and the time complexity
will remain unchanged. Our approach naturally avoids the first problem caused
by [9] since our reversible sketch structure does not introduce insertion failures.

5.3 Handling Cross-Connection Inspection

As stated in [9], cross-connection inspection is useful in detecting attacks such
as brute-force logins. We also take the rule in Fig. 4 as an example:

Snort rule #1633: alert tcp SEXTERNEL NET$ any — SHOME NET$
110 (flow: to server, established; content:“USER”; count 30, seconds 30;)

Fig. 4. Snort rule #1633

The rule triggers an alert when the keyword “USER” appears 30 times in 30
seconds across different established TCP connections. In [9], cross-connection is
supported by introducing a universal message authentication code for all con-
nections, which contradicts to the principle of hiding equality of tokens. The
problem is solved in a much simpler and more elegant way by CloudDPI, we
attach an additional pointer to the above rule in each connection’s reversible
sketch, these pointers point to a global structure which contains a counter count-
ing the number of occurrences of keyword “USER” in different connections, and
a down counting timer started at the first occurrence of the keyword. Whenever
keyword “USER” appears in a connection, the counter in the global structure
is increased, and if the counter reaches 30 before the timer timeouts, an alert
is triggered. Our approach needs little modification to the existing design, it
supports cross-connection inspection effectively and still hides equality of the
hashed tokens.

6 Security Discussions

A hash function is usually used to transform a message M of message space [2™]
into another element e of message space [2"] where m > n, and collisions will
happen if enough number of messages are hashed. In CloudDPI, we use the one-
way hash function reversely: the tokens of a signature fragment are hashed into
a larger message space, namely, m < n. We get two benefits from this design,
first, suppose the hash function maps each token to space [2"] with an equal
possibility, and the number of tokens generated from the rule set is IV, then the
possibility of no collisions after hashing of N tokens will be Hf\[:—ll(l —q/2™). If
the hash space is large enough and the hash function we adopted is good enough,
no collision is possible.

And second, our simple design utilizes the preimage resistance property of
the unkeyed cryptographic one-way hash function to achieve the privacy preser-
vation requirements of CloudDPI. When the rules of the middlebox provider and
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the data of the untrusted user are transformed into hashed tokens, it is computa-
tionally infeasible for the cloud to recover the inspection rules or communication
data from the hashed tokens even the cloud has knowledge about the one-way
hash function. Our exquisite design eliminates need of complex cryptographic
mechanisms, which makes CloudDPI more computationally efficient and easier
for system implementation.

7 Experimental Evaluation

Experiment setup: We implemented a prototype of CloudDPI with 3K lines
of C code. For evaluation, we adopted ClamAV’s signature based rule set, which
contains approximately 100K rules for malware detection. We captured traffic
from our campus network and size of our data set is about 2.3 GB. We deploy
the outsourced middlebox on a server with Intel Xeon CPU(8 cores, 2.53 GHz),
32 GB memory and CentOS 5.6 installed. The client is deployed on a desktop PC
with Core i3 CPU(3.4 GHz), 4 GB memory and Ubuntu 15.10 operating system.

Supported rules: ClamAV’s signature based rules support specification for
external detection engines, and these rules are not supported by CloudDPI for
now. As shown in Table4, there are totally 100541 rules in our adopted rule
set, 276 of them specify external detection engines and are not supported by
CloudDPI. When building the outsourced middlebox, 3635 rules are eliminated
because their lengths are less than that of a token. Finally, 96630 rules are left
and inserted into the reversible sketch. The percentage of supported ClamAV
rules by CloudDPI is 96.11%, which indicates that our system is quite practical.

Table 4. Supported ClamAV rules

Total | Unsupported | Deleted | Left
100541 | 276 3635 96630

Middlebox build time: As show in Fig.5, the time consumption of building
the outsourced middlebox grows linearly with the number of inspection rules
used, which illustrates the scalability of our proposal. When building middlebox
with the whole rule set, it takes about 4 min, this is unsatisfying and we plan to
optimize in the future. But we also note that the problem can be solved by pre-
building a pool of middleboxes for unestablished connections and cache them in
the cloud, and when a connection is setting up, the middlebox provider simply
needs to assign a pre-built middlebox for this connection and notify the cloud
of that information.

Middlebox transmission: In this subsection we evaluate the network con-
sumption of transmitting the built middlebox. As show in Fig. 6, the size (also
the network transmission consumption) of the built middlebox also grows linearly
with the number of rules used, which again demonstrates CloudDPI’s scalability.
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When all the inspection rules are used, the size increases to 28.5 MB, which is
not an issue for most computer networks.

Inspection throughput: Now we evaluate the inspection throughput of Cloud-
DPI by changing the number of rules used and taking different values of
batch_size. As show in Fig.7, when batch_size is fixed, throughput drops as
the number of rules increases, this is expected since more rules are needed to
be checked. But we note that the performance degradation is acceptable: take
the blue line with batch_size set to 2000 for example, inspection throughput is
371 packets per second when processing 8000 rules, and it drops to 342 packets
per second when processing 96000 rules, the number of rules is increased by 11
times while inspection throughput only declines by 8.08%.

When the number of rules is fixed, CloudDPI’s inspection throughput
increases as batch_size increases, this illustrates the effectiveness of Algorithm 2,
which decreases the overhead of processing individual packets by handling them
as a batch. Also note that inspection throughput increases dramatically when
batch_size changed from 100 to 1000, and increases only a little when batch_size
changes from 1000 to 2000. This is because in our data set, the average size of
captured packets is approximately 800 bytes, thus 100 tokens are too few for
malware detection in a packet, while 1000 tokens are quite enough.

8 Conclusion

In this paper we propose a complete solution on outsourcing a DPI middlebox
which performs inspection over encrypted traffic while protecting the privacy
of both payload data and inspection rules. We modify reversible sketch into
an efficient error-free data structure for membership testing instead of change
detection, and design a corresponding suit of algorithms for packet inspection.
During connection setup, the middlebox provider utilizes an unkeyed crypto-
graphic one-way hash function to hash its private rules into tokens and build
the reversible sketch. During communication, the untrusted user is required to
process his traffic into hashed tokens by the one-way hash function and the
outsourced middlebox performs detection on the hashed tokens.
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Abstract. Feature based image source identification plays an important
role in the toolbox for forensics investigations on images. Conventional
feature based identification schemes suffer from the problem of noise, that
is, the training dataset contains noisy samples. To address this problem,
we propose a new Noisy Smoothing Image Source Identification (NS-
ISI) method. NS-IST address the noise problem in two steps. In step
1, we employ a classifier ensemble approach for noise level evaluation
for each training sample. The noise level indicates the probability of
being noisy. In step 2, a noise sensitive sampling method is employed to
sample training samples from original training set according to the noise
level, producing a new training dataset. The experiments carried out on
the Dresden image collection confirms the effectiveness of the proposed
NS-ISI. When the noisy samples present, the identification accuracy of
NS-IST is significantly better than traditional methods.

1 Introduction

With the popularity of digital cameras and development of digital technologies,
massive images are producing in everydays’ life. Digital images are now being
used as evidence to make decisions by many governmental, legal, scientific, and
news media organizations [1]. Identifying the source camera of an image would
be a fundamental requirement in those scenarios.

There are three categories of image source identification approaches: image
header based, watermark based and feature based. The image header based app-
roach relies on investigating the image source related information embedded in
the image header [2], such as camera brand, model, date, and time. However, the
image header is very easy to be manipulated in practice. The watermark based
approach [3,4] aims to embed into the image a watermark, which carries the
source related information. The feature based approach firstly extracts features
on intrinsic hardware artifacts or software-related fingerprints left during the
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image acquisition process, and casts the identification as a classification prob-
lem [2,5-8]. Then, the statistical learning tools, such as support vector machine
(SVM) [9,10], are used as classifiers for the identification task. In this paper, we
focus on the feature based approach.

In the field of feature based camera model identification, researchers have
been devoted to develop sophisticate features [7,11,12], or applied state-of-art
statistical learning tools for the identification task [13,14]. Those studies always
assumes that the training datasets are well-labelled. That is, all the samples in
the training dataset are associated with the right labels of their capture devices.
However, in the real world, this assumption may be not the truth, and some noisy
samples may exist in the training datasets. The reason for noisy samples is as
follows. It is time-consuming and expensive to collect enough training samples
via taking pictures for a large number of models. Meanwhile, massive images
are published on on-line sites with device information, such as Facebook!' and
Instagram?. Those online sites can be served as important source for collecting
the training samples. While most training samples collected from on-line sites are
labelled correctly, some noisy images with wrong labels present. The noisy images
are introduced because of intentionally or mistakenly manipulation. Those noisy
samples can severely cause negative influence on the identification performance.

In this paper, we focus on the problem of noisy samples, and a Noisy Smooth-
ing Image Source Identification (NS-IST) method is proposed. NS-ISI deals with
noisy samples within two steps. In step 1, a classifier ensemble approach is devel-
oped for noise level evaluation. The noise level is assigned according to the num-
ber of classifiers that predict the sample as negative. In step 2, a noise sensitive
sampling method is employed to sample training samples from original training
set. The samples with less noise levels have more probabilities to be chosen as
training samples.

The remainder of the paper is structured as follows. Some related work is
briefly reviewed in Sect.2. Section3 presents the new noise smoothing cam-
era model identification method. Section 4 reports the experiments and results.
Finally, the paper is concluded in Sect. 5.

2 Related Work

2.1 Features for Image Source Identification

There are two main features related to camera model identification, features on
hardware-related and features on software-related fingerprints. These hardware-
related are mainly included pattern noise [15-21], lens radial distortion [22-24],
chromatic aberration [25], and sensor dust [26,27]. The software-related finger-
prints include image-related features [7], and characters of color filter array [6].

Kharrazi et al. [7] proposed a total of 34 features to capture the differences in
the underlying color characteristics for different cameras. Lyu et al. [11] adopted

! http:/ /www.facebook.com/.
2 http://instagram.com/.


http://www.facebook.com/
http://instagram.com/

Noisy Smoothing Image Source Identification 137

two sets of features. The first feature set includes variance, skewness and kurtosis
of the subband coefficients. And the second set is based on the coefficient error.
Choi et al. [22] observed that most digital cameras are equipped with lenses
owing spherical surfaces. Therefore, they use lens radial distortion for camera
identification. Van et al. [25] noticed the presence of chromatic aberration in
the image. They treated the parameters that affect chromatic aberration as the
features for camera model identification. Li et al. [28] proposed a new way of
extracting Photo Response Non-Uniformity (PRNU), called Colour-Decoupled
PRNU (CD-PRNU). The method extracts features by distinguishing the physical
and artificial color components of the image. They use a color filter array to
interpolat an artificial color components from a physical color ones.

2.2 Statistical Leaning Based Image Source Identification

After the feature extraction, the camera model identification is transformed into
a multi-classification problem. Support Vector Machine is a commonly used tools,
because of its empirical performance. Liu et al. [29] proposed a graph based
approach for camera identification. In this work, the identification problem is
transformed into the segmentation problem of graph. Li et al. [30] developed
an unsupervised learning approach. In their approach, firstly, Sensor Pattern
Noise (SPN) is extracted as fingerprints of the cameras. Secondly, unsupervised
learning is performed on the small training set of randomly selected SPNs. Then,
clustering are carried out on the randomly selected training set, and the centroids
of the clusters are used as training data set for identification classifiers. Tuama
et al. [31] proposed a method of camera model identification based on convolu-
tion neural network (CNN) [32]. They added a layer of preprocessing into the
CNN model. The added layer consists of a high-pass filter applied to the input
image. Before training, they checked the CNN model with residuals. Then the
recognition scores of each camera model are outputed after convolution.

2.3 The Problem of Noise

Traditional classification task usually assumes that the data set is clean. How-
ever, in real-life world, the training dataset may contain noisy samples that
seriously affect the performance of the classifier. Few works have contributed to
the problem of noisy data. Wang et al. [33] argued noisy training sample may
exist in the scenario of network traffic classification. They developed a robust
classification approach to address this issue, namely, Unclean Traffic Classifica-
tion (UTC), consisting of noise cancellation and suspected noise reweight. Pyun
et al. [34] proposed an improved HMGMM program to solve the problem of
noise. In order to alleviate the influence of noise, they adjusted the covariance
matrix in the Gaussian mixed vector quantization codebooks to minimize the
overall minimum recognition information distortion.
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3 Noisy Smoothing Image Source Identification

In this section, we present the proposed new Noisy Smoothing Image Source
Identification (NS-ISI) method in detail.

3.1 System Model

Since the noisy samples can severely decrease the identification performance, in
this paper, we propose a new NS-ISI method to alleviate the influence of noisy
samples. The system model of NS-ISI is shown in Fig. 1. As we can see, NS-ISI
has three core components: noise level evaluation, noise sensitive sampling, and
multi-class classification. Noise level evaluation aims to associate each sample
with a noise level, which indicates the probability of being noisy. Noise sensi-
tive sampling sample training dataset according to the noise level, producing a
new cleaned training dataset. Finally, multi-class classification is performed with
traditional statistical tools. In this paper, support vector machine is used.

The new developed two components of NS-ISI are depicted in detail in next
two subsections.

3.2 Noise Level Evaluation

Noisy samples can cause negative influence on the identification accuracy. In this
section, we employ a classifier ensemble approach to evaluate the noise level of
each sample in the training data set. The underline idea is as follows. For each
class of samples, treating the samples in the class i as positive samples, and other
samples as negative samples, an ensemble of two-class classifiers is constructed.
Then, the classifiers in the ensemble are used to classify the images in class .
The noise level is assigned based on the number of classifiers that predict the
sample as negative.

Suppose the data set is T={Ty,..., T}, where T; represent the sample set
of class i, and k represents the class number. The training dataset can be reor-
ganized as TT ={TTy,...,TTy}, where TT; represents a division of the training
dataset. In division TT;, the samples of class 7 is regarded as positive samples,
and the rest in T is treated as negative samples. EA ={Fy,...Fps} is the set of
classifier ensembles. After noise level evaluation, the dataset is represented as
TS ={TSi,...,TSpr/2}, where TS; represents the samples of noise level 1.

The overall process of the classifier ensemble based noise level evaluation is
presented in Algorithm 1. In this paper, Random Forest (RF) [35] and Ensemble
Support Vector Machine [36] are used as ensemble classifier algorithm. Here, we
introduce the algorithm using RF as example. Firstly, regarding TT; as training
dataset, we construct the ensemble classifier F; using RF algorithm. Then, all
the base classifiers in F; are used to classify samples in T;. Suppose there are M
classifiers in F;. For each sample in T}, if it is classified as negative by more than
M/2 classifiers, the data is directly identified as noise and discarded. Otherwise,
the noise level is set as,
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Fig. 1. System model

M .
nl = b (1)
j=1

where nl represents the noise level, b; is 1 for the negative output, 0 for the
positive output. And the data is assigned to the set TS,;. If the outputs of all
base classifiers are positive, the noise level is 0 and the data is put directly to
the final set T*. T* is a cleaned training data set for training classifiers.

3.3 Noise Sensitive Sampling

After noise level evaluation, each sample is associated with a noise level, which
reflects the probability of being noisy. In this section, we develop a new novel
noise sensitive sampling method to sample training samples from original train-
ing set.
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Given the dataset after noise level evaluation TS = {TSy,...,TSy;/2}, for the
sample set TS; with noise level 1, the sampling portability is calculated as For-
mula (2).

0.n >
y TV 2
1,nl=0

In summary, the data with the noise level of 0 is placed directly into the final
set T*, the data with the noise level greater than M/2 is discarded, and the data
from the set TS are sampled according to Algorithm 2.

Algorithm 1. Noise Level Evaluation
Input: Data set with noise T={T1,...,Tx}.
Output: Noise level nl,
Data set with noise level TS,
Final training data T™.
1: Convert T to two-class sets TT={TT;...,TT;} from T.
2: for i=1 to k do
3 Train an ensemble of classifier F; with TT;.
4: end for
5: for i=1 to k do
6
7
8

for j=1 to length(T;) do
Use F; to predict instance T\,
if all the base classifiers in F; predict as 0 then

9: nl 0
10: T — T* U T,
11: else
12: if n base classifiers predict as 1 (n<M/2) then
13: Calculate noise level according to Formula (1).
14: TS, — TS, U T
15: else
16: if more than M/2 base classifiers predict 1 then
17: discard T,
18: end if
19: end if
20: end if
21:  end for

22: end for
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Algorithm 2. Noise Sensitive Sampling
Input: Data set with noise level TS.
Output: Cleaned training data T*.

1: for i=1 to M/2 do

2:  Calculate probability for data set with noise level P; according to Formula (2).

3:  Sampling data Tng) from TS; according to probability P;.
4: T — T U TSY.
5: end for

4 Experiments and Results

4.1 Dataset

In this paper, the Dresden image collection [37] is used for the empirical study.
This open image collection was specifically built for the purpose of development
and benchmarking of camera-based digital forensic techniques. We randomly
divided the whole image collection into two subsets. 10,000 images are used as
training data, and the remaining 6960 images are used as testing data. The noisy
data are randomly introduced with the wrong label according to certain noisy
data rate varying from 0.05 to 0.5.

#mislabelled training data

3)

noisy data rate =
4 #training data

4.2 Evaluation Metrics

In this paper, the accuracy is used to measure the performance of camera model
identification. Accuracy is the number of all correctly classified images divided
by the sum of all testing images. This metric is used to measure the accuracy of
the classifier for the entire test data.

#correctly classified images

(4)

Accuracy =
4 #testing images

4.3 Features

We extracted 34 features proposed by Kharrazi et al. [7] for the identification
task. Those 34 features include:

1. Average Pixel Value. The measure is based on the assumption of the gray
world. This assumption means that if the image has sufficient color change,
the average of the RGB channels of the image should be gray. Therefore, the
average of the three RGB channels are taken as features (3 features).

2. RGB Pair Correlation. Because the structure of the camera is different, the
correlation between the different ribbons may change. There are three related
pairs, RG, RB, GB (3 features).
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3. Neighbor Distribution Center of Mass. The number of pixel neighborhoods for
each pixel value is first calculated, where the pixel neighborhoods are defined
as all pixels having a difference of 1 or —1 from the pixel value in question.
Then the measure is calculated for each color band separately (3 features).

4. RGB Pairs Energy Ratio. This measure is required for white point correction,
which is an integral part of the camera pipe. The calculation formulas of the
3 features are shown in Formula (5).

6P _1GP . _|BP?

B, = = = 5
1 |B|27 2 ‘R|27 3 |R|2 ()

5. Wavelet Domain Statistic. The color bands are decomposed by using separable
quadratic mirror filters [11], each of which is broken down into three subbands.
Then the average of each subband is calculated (9 features).

6. Image Quality Metrics (IQM). Different cameras produce varied image qual-
ity. The visual difference prompts people to use IQM as features to help
identify the image source. IQM includes 13 features that can be divided into
three categories. The first is based on the measurement of pixel difference,
such as mean square error, mean absolute error, modified infinity norm. The
second is based on the correlation of measurements, such as normalized cross
correlation, Czekonowski correlation. The last is based on the measure of the
spectral distance, such as spectral phase and magnitude errors.

4.4 The Effect of Noise Data

It can be seen from Fig. 2 that the presence of noise data has an adverse effect
on the performance of the classifier. Baseline is the accuracy of the traditional
camera model identification method. The traditional method does not denoise
the data set. SVM is used in this experiment. And the more noise data exists,
the worse the performance of the classifier is. When the noisy data rate is 0.1,
the accuracy of the classifier is 0.86. But when the noisy data rate is 0.45, the
accuracy of the classifier drops to 0.6.

4.5 Methods Comparison

In the experiment, two integrated algorithms are adopted, namely Random For-
est (RF) and Ensemble SVM. As shown in Fig. 3, the performance of the classifier
has been greatly improved after noise processing using RF and Ensemble SVM.
Moreover, with the increase of noisy data rate, the increase in RF is increasing.
When the noise ratio is 0.2, the accuracy is increased by 8%, but when the noise
ratio increases to 0.45, the accuracy is increased by 15%.

4.6 The Effect of Parameter

Now let’s take a look at the effect of the parameters on the experimental results.
We use RF as an example to analyze. The main parameter affecting the RF
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is the size of the training set. Experiments are performed on different sizes of
training sets. The results are shown in Fig.4. We can see that the size of the
training set has a great impact on performance. As the training set increases, the
performance of the classifier is progressively increased. When the size is 3000,
the performance of the classifier has been very impressive.

5 Conclusion

This paper solves the problem of noise data in camera model recognition. The
presence of noise data has a great influence on the commonly used camera model
identification methods. We propose a new noise smoothing camera model recog-
nition method, namely, NS-ISI. NS-ISI deals with noisy data within two steps,
noise level evaluation and noise sensitive sampling. Noise level evaluation aims to
associate each sample with a noise level, which indicates the probability of being
noisy. Noise sensitive sampling sample training dataset according to the noise
level, producing a new training dataset. NS-ISI deals with noisy data within two
steps, noise level evaluation and noise sensitive sampling. Noise level evaluation
aims to associate each sample with a noise level, which indicates the probability
of being noisy. Noise sensitive sampling sample training dataset according to the
noise level, producing a new training dataset. To evaluate the new method, a
large number of experiments were carried out on a real-world image collection.
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The results demonstrate that the proposed NS-ISI significantly outperforms tra-
ditional method when noisy data present.

Acknowledgment. This work was supported by the National Natural Science Foun-
dation of China (No. 61300077 & No. 61502319).

References

~

10.

11.

12.

13.

14.

15.

16.

17.

Stamm, M.C., Liu, K.J.R.: Forensic detection of image manipulation using statis-
tical intrinsic fingerprints. IEEE Trans. Inf. Forensics Secur. 5(3), 492-506 (2010)
Celiktutan, O., Sankur, B., Avcibas, I.: Blind identification of source cell-phone
model. IEEE Trans. Inf. Forensics Secur. 3(3), 553-566 (2008)

Jain, L.C., Pan, J.S.: [1]. In: Cox, L.J., Miller, M.L., Bloom, J.A. (eds.) Digital
Watermarking and Fundamentals. Morgan Kaufmann, San Francisco (2002)
Schyndel, R.G.V., Tirkel, A.Z., Osborne, C.F.: A digital watermark. In: Proceed-
ings of IEEE International Conference on Image Processing, ICIP-94, vol. 2, pp.
86-90 (2002)

Committee, C.: Exchangeable image file format for digital still cameras: Exif ver-
sion 2.3. (2010)

Bayram, S., Sencar, H., Memon, N., Avcibas, I.: Source camera identification based
on CFA interpolation. In: IEEE International Conference on Image Processing, vol.
3, pp. 69-72 (2009)

Kharrazi, M., Sencar, H.T., Memon, N.: Blind source camera identification (2004)
Peng, F., Shi, J., Long, M.: Comparison and analysis of the performance of PRNU
extraction methods in source camera identification. J. Comput. Inf. Syst. 9(14),
5585-5592 (2013)

Castiglione, A., Cattaneo, G., Cembalo, M., Petrillo, U.F.: Experimentations
with source camera identification and online social networks. J. Ambient Intell.
Humanized Comput. 4(2), 265-274 (2013)

Cortes, C., Vapnik, V.: Support-Vector Networks. Kluwer Academic Publishers,
Boston (1995)

Lyu, S., Farid, H.: Detecting hidden messages using higher-order statistics and
support vector machines. In: Revised Papers from the International Workshop on
Information Hiding, pp. 340-354 (2002)

Wahid, A., Wahab, A., Ho, A.T.S., Li, S.: Inter-camera model image source iden-
tification with conditional probability features. In: Proceedings of IIEEJ Image
Electronics & Visual Computing Workshop (2012)

Wang, B., Kong, X., You, X.: Source camera identification using support vector
machines. In: Peterson, G., Shenoi, S. (eds.) DigitalForensics 2009. IAICT, vol.
306, pp. 107-118. Springer, Heidelberg (2009). doi:10.1007/978-3-642-04155-6_8
Roychowdhury, A.; Lin, T.Y., Maji, S., Learnedmiller, E.: Face identification with
bilinear CNNs, pp. 1-9 (2015)

Lukas, J., Fridrich, J., Goljan, M.: Digital camera identification from sensor pattern
noise. IEEE Trans. Inf. Forensics Secur. 1(2), 205-214 (2006)

Sutcu, Y., Bayram, S., Sencar, H.T., Memon, N.: Improvements on sensor noise
based source camera identification. In: IEEE International Conference on Multi-
media and Expo, pp. 24-27 (2007)

Li, C.T.: Source camera identification using enhanced sensor pattern noise. IEEE
Trans. Inf. Forensics Secur. 5(2), 280287 (2010)


http://dx.doi.org/10.1007/978-3-642-04155-6_8

146

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

Y. Liu et al.

Li, C.T., Li, Y.: Color-decoupled photo response non-uniformity for digital image
forensics. IEEE Trans. Circ. Syst. Video Technol. 22(2), 260-271 (2012)

Kang, X., Li, Y., Qu, Z., Huang, J.: Enhancing source camera identification per-
formance with a camera reference phase sensor pattern noise. IEEE Trans. Inf.
Forensics Secur. 7(2), 393-402 (2012)

Kang, X., Chen, J., Lin, K., Peng, A.: A context-adaptive spn predictor for trust-
worthy source camera identification. EURASIP J. Image Video Process. 2014(1),
19 (2014)

Tsai, M.J., Wang, C.S., Liu, J., Yin, J.S.: Using decision fusion of feature selec-
tion in digital forensics for camera source model identification. Comput. Stand.
Interfaces 34(3), 292-304 (2012)

Choi, K.S., Lam, E.Y., Wong, K.K.: Automatic source camera identification using
the intrinsic lens radial distortion. Opt. Express 14(24), 11551-11565 (2006)

Kai, S.C., Lam, E.Y., Wong, K.K.Y.: Source camera identification using footprints
from lens aberration. In: Proceedings of SPIE - The International Society for Opti-
cal Engineering, vol. 6069, pp. 60690J-60690J-8 (2006)

Min, G.H., Har, D.H., Park, H.J.: Source camera identification based on interpo-
lation via lens distortion correction. Aust. J. Forensic Sci. 46(1), 98-110 (2014)
Van, L.T., Emmanuel, S., Kankanhalli, M.S.: Identifying source cell phone using
chromatic aberration. In: IEEE International Conference on Multimedia and Expo,
pp- 883-886 (2007)

Dirik, A.E., Sencar, H.T., Memon, N.: Digital single lens reflex camera identifica-
tion from traces of sensor dust. IEEE Trans. Inf. Forensics Secur. 3(3), 539-552
(2008)

Dirik, A.E., Sencar, H.T., Memon, N.: Source camera identification based on sensor
dust characteristics. In: IEEE Workshop on Signal Processing Applications for
Public Security and Forensics, SAFE 2007, pp. 1-6 (2007)

Li, C.T., Li, Y.: Digital camera identification using colour-decoupled photo
response non-uniformity noise pattern. In: IEEE International Symposium on Cir-
cuits and Systems, pp. 3052-3055 (2010)

Liu, B.B., Lee, H.K., Hu, Y., Choi, C.H.: On classification of source cameras: a
graph based approach. In: IEEE International Workshop on Information Forensics
and Security, pp. 1-5 (2010)

Li, C.T.: Unsupervised classification of digital images using enhanced sensor pat-
tern noise. In: IEEE International Symposium on Circuits and Systems, pp. 3429—
3432 (2010)

Tuama, A., Comby, F., Chaumont, M.: Camera model identification with the use
of deep convolutional neural networks. In: IEEE International Workshop on Infor-
mation Forensics and Security (2016)

Chen, Y.N., Han, C.C., Wang, C.T., Jeng, B.S., Fan, K.C.: The application of a
convolution neural network on face and license plate detection. In: International
Conference on Pattern Recognition, pp. 552-555 (2006)

Wang, B., Zhang, J., Zhang, Z., Luo, W., Xia, D.: Robust traffic classification with
mislabelled training samples. In: IEEE International Conference on Parallel and
Distributed Systems, pp. 328-335 (2015)

Pyun, K., Lim, J., Gray, R.M.: A robust hidden Markov Gauss mixture vector
quantizer for a noisy source. IEEE Trans. Image Process. 18(7), 1385-1394 (2009).
IEEE Signal Processing Society

Breiman, L.: Random forest. Mach. Learn. 45, 5-32 (2001)



Noisy Smoothing Image Source Identification 147

36. Chatterjee, S., Dash, A., Bandopadhyay, S.: Ensemble support vector machine
algorithm for reliability estimation of a mining machine. Qual. Reliab. Eng. Int.
31(8), 1503-1516 (2016)

37. Gloe, T.: The ‘Dresden image database’ for benchmarking digital image forensics.
In: ACM Symposium on Applied Computing, pp. 1584-1590 (2010)



Privacy-Preserving Comparable Encryption
Scheme in Cloud Computing

Qian Meng!, Jianfeng Ma2(®) Kefei Chen®, Yinbin Miao?, and Tengfei Yang?

1 School of Telecommunication Engineering, Xidian University, Xi’an 710071, China
menggian@stu.xidian.edu.cn
2 School of Cyber Engineering, Xidian University, Xi’an 710071, China
jfma@mail.xidian.edu.cn, ybmiao@xidian.edu.cn, yangtf@stu.xidian.edu.cn
3 School of Science, Hangzhou Normal University, Hangzhou 310036, China
kfchen@hznu.edu.cn

Abstract. Data owners encrypt and outsource large size of data to cloud
servers to reduce storage and management overhead. In traditional data-
base, it is difficult for users to make comparable queries over ciphertexts.
A Short Comparable Encryption (SCE) scheme has been emerged as
a fundamental solution to enable data owners to conduct comparable
queries over encrypted data. Unfortunately, it infers high computational
and storage overhead as well as economic burden. In this paper, we first
propose a basic Short Comparable Encryption scheme based on Sliding
Window method, namely SCESW, which can relief computational and
storage burden as well as enhance work efficiency by utilizing sliding
window method. However, since the cloud server is always provided by
semi-trusted third-party, auditing technology can be applied to protect
data integrity. To this end, we improve SCESW scheme to present an
enhanced auditing of SCESW scheme called PA-SCESW. Formal secu-
rity analysis proves that PA-SCESW and SCESW schemes can guarantee
data security, integrity as well as weak indistinguishability in standard
model. Actual performance evaluation shows PA-SCESW scheme’s fea-
sibility and efficiency in practice applications, especially for users with
constrained computing resources and capacities.

Keywords: Comparable encryption - Sliding window method
Integrity - Weak indistinguishability

1 Introduction

Cloud computing, envisioned as a novel computing paradigm [1], has been
received increasing attention in many practical fields, such as e-Health [2], on-line
shopping [3], image retrieval [4], etc. Considering its almost infinite storage and
computation capabilities, the Data Owner (DO) usually outsources amounts of
data to the Cloud Server (CS) to relief local data storage and computational
burden. As the CS is not completely credible, data usually encrypt before out-
sourcing to the CS to guarantee security. Nevertheless, the concerns on making
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comparable operations over ciphertexts as well as data integrity protection in
cloud computing remain rather challenging tasks, especially for users with con-
strained computing capabilities and resources, as illustrated in Fig. 1. To this
end, studies on comparable encryption over ciphertexts and data integrity have
been extensively explored by scholars and experts.

Auditing message o
chal &

uditing D
proof ‘

Auditing
request .
@  |cipher] | D

k Auditin; lexl%
Plainte report N
xts ©® T | Plaint]
Xts
i |
! P> CS 8 DO User ! }Nolalion:(j) cs & DO User
| ! !
i % Encryption ? Dccflj]i‘j"ini774:7?79??1:):(7)13%1'?{}(3?% i & Encryption §  Decryption TPA
Fig. 1. An example of outsourcing data Fig. 2. An example of outsourcing data
in cloud computing in cloud computing

There exists some scenes like e-Health and stock exchange which need to
compare numeric data over ciphertexts. For comparable query operations over
ciphertexts, Agrawal et al. proposed an Order Preserving Encryption (OPE)
scheme for digital query operations over ciphertexts [5]. Unfortunately, if all
numbers are encrypted via an OPE, plaintexts can be easily derived from cipher-
texts. Therefore, it is urgent to enhance its security. To address this problem,
Furukawa introduced a request-based comparable encryption scheme by utiliz-
ing the idea of Prefix Preserving Encryption (PPE) [6]. Although the scheme
surprisingly enhances the security of OPE scheme to a certain extent, it still
produces significant computational and storage overhead. Aiming at reducing
the amount of computation and storage costs, Chen Peng et al. discussed an
efficient request-based comparable encryption scheme by utilizing sliding win-
dow method [7]. This scheme infers the idea of sliding window to allocate the
binary form of the data, which fortunately reduces computational and storage
overhead. To further reduce the ciphertext storage space, Furukawa presented
SCE scheme by using PPE ideas [8]. A comparison between the request-based
comparable scheme and the SCE scheme is made. Because of encrypting each
bit into 3-ary, SCE scheme can significantly reduce the ciphertext storage space.
As a consequence, SCE scheme can dramatically reduce the ciphertext length as
well as enhance work efficiency. As the CS is not completely honest entity which
may maliciously execute a fraction of operations and forge some ciphertexts, we
should check the correctness of outsourced data in order to ensure data integrity.

How to efficiently verify the correctness of outsourced data without utilizing
local copy of data files is becoming a big challenge for data security in cloud
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computing. For example, a remote integrity checking scheme which is based on
modular-exponentiation cryptographic techniques was introduced by Deswarte
et al. [9] Unfortunately, the new scheme has high computing complexity. To
tackle this problem, Filho et al. [10] propose a scheme by utilizing an RSA-
based secure hash function in order to achieve safe data transfer transaction
through a trusted third party. However, this protocol is still vulnerable to the
collusion attack in a P2P environment [10] as well as most of existing schemes
cannot prevent the user data from being leaked to external auditors. Recently,
the notion of public auditing, which allows the Third Party Auditor (TPA)
or the DO himself to verify data integrity, has been proposed under different
systems and security models [11-14]. However, most of existing schemes cannot
prevent the user data from being leaked to external auditors. To this end, Wang
et.al. [15] proposed a scheme known as privacy-preserving public auditing for
data storage security in cloud computing, which is the first privacy-preserving
auditing protocol to support scalable and auditing in the cloud computing. In
Wang’ protocol, the linear combination of sampled blocks in the CS’s response
is masked with randomness generated by a Pseudo Random Function (PRF).
Due to random blinding, the TPA cannot obtain all information by constructing
an accurate group of linear equations, thereby preventing TPA from gaining the
original data except for the linear equations [15]. As a result, this can achieve
the privacy-preserving for data.

Aiming at the numeric data [16], we first propose an efficient short compa-
rable encryption scheme based on the sliding window method, namely SCESW
which can significantly reduce the high computational and storage overhead.
Due to the fact that sometimes the CS is a semi-trusted entity which can obtain
some sensitive information and then derive plaintexts, we further present an
enhanced scheme named PA-SCESW to verify the stored data integrity. Table 1
shows comparison among various schemes. It is worth highlighting the following
contributions made in this paper:

— Combining with sliding window method and SCE scheme, we first put forward
the basic SCESW scheme, which can relief computational burden and storage
overhead as well as enhance work efficiency.

— To further protect data integrity, we then introduce the enhanced PA-SCESW
scheme, which allows the DO to check the correctness of stored cloud data.

— Experimental results demonstrate that PA-SCESW and SCESW schemes can
guarantee data security, integrity as well as weak indistinguishability in stan-
dard model and our PA-SCESW scheme is feasible and efficient in practice
applications.

2 Preliminaries

2.1 Sliding Window Method

Sliding window method is one of the extensively utilized methods for exponen-
tiation proposed by Koc [17]. For example, if we want to compute z¢, e can be
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Table 1. Comparisons among various schemes

SCE scheme | SCESW scheme | PA-SCESW scheme
Storage overhead Larger Smaller Smaller
Computational overhead | Larger Smaller Smaller
Efficiency Lower Higher Higher
Sliding window method | No Yes Yes
Public auditing No No Yes

represented by its binary code, such as e = (by—1,...,b1,b0),b; € {0,1},i =
0,1,...,n — 1. According to the value of b;, (b,—1,...,b1,bo) is divided into a
series of zero windows and nonzero windows. Utilizing sliding window method
can bring the reduction in the amount of computation and management over-
head. Details of sliding window method can refer to reference [7].

In our schemes, a digital number is considered as a sequence of its binary
codes. However, not distinguishing zero windows or nonzero windows, we assume
that all the windows have the fixed window size. The specific window size is
decided by the users’ security level requirements.

2.2 Notations

— F— A sequence of m blocks (fo, f1,..., fm—1) of ciphertext file.

— Wyey(-)— Pseudorandom permutation (PRP) is defined as: {0,1}'°%2(") x
mkey — {0, 1}'°82("),

~ Ykey(-)— Pseudorandom function (PRF) is defined as: {0,1}" x mkey — Z,,.

3 Problem Statement

In this section, we mainly introduce system model and definitions of SCESW
scheme.

3.1 System Model

Figure2 considers the main four entities involved in our PA-SCESW scheme,
which are shown as follows:

1. DO: It has twofold responsibilities. Firstly, the DO encrypts large amounts of
data files through SCESW scheme to be stored in the CS and shares the data
with others, as shown in step (D). Secondly, the DO sends auditing request to
the TPA in order to check the integrity of ciphertexts, as illustrated in Step
®.

2. CS: It can provide infinite storage and computation resources to the DO and
the user. After executing auditing challenge, the CS sends auditing proof to
the TPA, as shown in Step @.
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3. User: It has threefold responsibilities. Firstly, the user submits a query to
compare the relationship of two ciphertexts ciph and ciph*, as shown in Step
®. Secondly, once doing Cmp operation, the CS returns the relationship of
two numeric ciphertexts, as illustrated in Step (7). Last but not least, Step
is that the user can derive two numeric plaintexts relationship from two
ciphertexts relationship.

4. TPA: Tt has twofold responsibilities. Firstly, the TPA submits auditing chal-
lenge to the CS, as shown in Step ). Secondly, The TPA returns the results
of the auditing report in Step ©). If the result of Step (%) is correctness, system
continues the following steps. Otherwise, the scheme shows ciphertexts is not
integrity and system stops to work.

As for the DO, the TPA and the user, these entities are considered to be
fully trusted. Nevertheless, the CS is the semi-trusted entity which may execute
a fraction of operations and forge some false ciphertexts.

3.2 Definitions of SCESW Scheme

The SCESW scheme consists of five algorithms involving (KeyGen,Par ,Der,Enc
and Cmp). KeyGen algorithm is run by the DO to initialize system. Par algorithm
is utilized by the DO to generate the num num which adopts the sliding window
method. Der algorithm is run by the DO to produce the token of the num num.
Enc algorithm is used by the DO to generate ciphertexts of the num num. Cmp
algorithm is employed by the user to compare the relationship of the number
num and num”* from ciph and ciph*.
SCESW system definition can be defined as listed below.

— KeyGen: An algorithm that, given a security parameter k € N and the range

parameter n € N, outputs a parameter param and a master key mkey.
— Par: An algorithm that, given a number num, outputs a number num’ rewrit-
ten through its binary code by utilizing sliding window method.

num = (bo,...,bn—1) = Z b;2%;num’ = (Bo,...,Bm_1) = Z Bi(2t)i
0<i<n—1 0<i<m—1

where num = num/, t represents the window size, m = n/t is the number of
blocks.

— Der: An algorithm that, given a security parameter k& € N, the range para-
meter n € N, a master key mkey and a num 0 < num < 2", outputs a token
token.

— Enc: An algorithm that, given a security parameter k& € N, the range para-
meter n € N, a master key mkey and a num 0 < num < 2", outputs a
ciphertext ciph.

— Cmp: An algorithm that, given a parameter param, two ciphertexts ciph and
ciph*, and a token token, outputs —1,0, 1.
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4 Proposed Basic and Enhanced Schemes

To facilitate understanding, we first introduce the basic SCESW scheme, followed
by the enhanced PA-SCESW scheme. Before presenting concrete constructions
of these schemes outlined above, we show some notations utilized in the whole
paper, which is shown in Table 2.

Table 2. Notation descriptions in our schemes

Notations | Descriptions Notations | Descriptions

mkey Master key P Set of signature

resp Challenge response n Length of number

chal Challenge information 1 k bits random number

m Number of window blocks | o; Signature for each block f;

H; Hash;, (1 =1,2,3,4,5) kprf Randomly chosen permutation
function key

4.1 The SCESW Scheme

We set the window size as a constant number to introduce the SCESW scheme,
which is composed of five algorithms including (KeyGen,Par ,Der,Enc and Cmp)
algorithms. Specifically, we set the window size as ¢, which means each block has
t bits. We assume n is a multiple of ¢ and n can be an arbitrary number. If n is
not a multiple of ¢, we make n be a multiple of ¢ by adding zero in the end of
the n’s binary code. A detail description of SCESW scheme is given as follows.

— KeyGen(k,n) — (param, mkey): Suppose a security parameter k € N and the
range parameter n € N are given. KeyGen randomly selects Hash functions
defined as Hy(.), Hy(.), Hs(.) : {0,1}* x {0,1}* — {0, 1}". Next, KeyGen out-
puts a master key mkey € {0, 1}k and param = (n, Hy, Ho, H3).

KeyGen outputs a parameter param = (n,H;, Hs, H3) and a master key
mkey.

— Par(num,t) — (num'): An original number num can be rewritten through
its binary code by utilizing sliding window method. That is

num = (bo, ... ,bo—1)inum’ = (Bo,...,Bm-1) = > Bi(2)" (1)

0<i<m—1

where num = num/, t represents the window size, m = n/t is the number of
blocks.

— Der(param, mkey, num) — (token): Suppose that param = (n, Hy, Ha, H3),
a master key mkey and a number .
num = (Bo,...,Bm—1) = > g<icm_1 B;(2Y)" are given. where

Bo = (bo,b1,...,bt—1),...; Bm—1 = (bn—t,bp—t41,...,bpn—1)
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Der sets B,, = 0 and generates
di:Hl(mkeyaB77L7-"7Bi)7i:1727"'5m (2)

Der outputs token = (di,da, ..., dy)
— Enc(param, mkey, num) — (ciph): Suppose that param = (n, Hy, Ha, H3), a
master key mkey and a number

num = (B()7...,Bm,1) = Z B2(2t)Z

0<i<m—1

are given. Enc randomly selects token = (dy,ds, ..., d,,) and a random num-
ber I € {0,1}".

Next Enc generates
fi = Hs(di1, I)+ Ha(mkey, dis1) +Bimod(20TY —1)(i = m—1,...,0) (3)

Enc finally outputs ciphertexts ciph = (I, (fo, f1,---, fm—1)). The DO sends
ciph to the CS.

Here, (fo, f1,-.., fm—1) can be encoded into an integer
Fo= ) fi(UD 1)
0<i<m-—1

to make ciphertexts short.

— Cmp(ciph, ciph*,token) — (Cmp): Suppose that a pair of ciphertexts ciph =
(I’ (f07 fla te fm—l))’ Ciph* = (I/’ F*) = (I/’ (f67 f{’ T 'rlnfl)) and a token
token = (dy,ds, . ..,d,) are given.

o Ump sets j = m — 1 and keeps producing c; by decreasing j by 1 at each
step.

¢j = fj — [} — Hs(dj41,1) + Hs(dj41,I")mod(2"+Y) — 1) (4)

This repetition stops when Cmp generates c¢; such that ¢; # 0 or when ¢; =0
foralli=m—1,m—2,...,0.If 1 <¢; <2'—1, then it means num > num®*.
If 2t <¢; < 2(t+1) _ 2 then it means num < num®*. If ¢; =0, then it means
num = num™. Then we have the following equations.
-1 if 1<¢;<2'—-1
1 if 2t <y <2ttt 9

4.2 The PA-SCESW Scheme

In this section, we improve our basic SCESW scheme to efficiently support public
auditing and the new scheme is called PA-SCESW. The PA-SCESW scheme is
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composed of four phases (Setup, Enc, Audit and Cmp). The definition of
PA-SCESW scheme is defined as follows:
1. Definition of PA-SCESW scheme
Setup phase

The DO chooses a random z < Z,, a random element u « G, a security
parameter k € N and the range parameter n € N to output a master key mkey
and a parameter param. The DO runs KeyGen to produce the secret parameter
sk and the public parameter pk. This Setup phase contains KeyGen algorithm
in SCESW scheme. Setup phase outputs the secret parameter sk, the public
parameter pk, a parameter param and a master key mkey.

Enc phase

— Par,Der: System models are similar to SCESW scheme, as shown in Fig. 2.

— Enc: A probabilistic algorithm that, given a security parameter k € N, the
range parameter n € N, a master key mkey and a num 0 < num < 27,
outputs a ciphertext ciph and a ciphertext file F'. Then the DO runs SignGen
to compute signature o; for each block of F. Finally the DO sends ciph, { F, }
to the CS.

Audit phase

— GenProof: Upon receiving challenge chal, the CS runs GenProof to generate
a response resp proof of data storage correctness.

— VerifyProof: After receiving resp = {u, o, R}, the TPA checks the verifica-
tion equation for auditing ciphertexts integrity from the CS.
If the verification is correctness, then system continues to complete the algo-
rithm Cmp.

Cmp phase
— Cmp: System model is similar to SCESW scheme, as illustrated in Fig. 2.

2. Scheme Detalils

Let G1,G2 and G be multiplicative cyclic group of prime order p, e :
G1 X G2 — Grp be a bilinear map, g be a generator of Gy. Hash functions
define Hy(.), Hy(.), Hs(.) : {0,1}" x {0,1}* — {0,1}*. Hy(.) is a secure map-to-
point Hash function: {0,1}" — Gy, which maps strings randomly and uniformly
to G1. Another Hash function Hs(.) : G1 — Z,, which maps strings uniformly to
G that maps group element of G; uniformly and randomly to Z,. A number can
be written num = (bg, b1, ..., bn—1) = > g<;<n_y bi2". The process of generating
num™, F*, ciph* is similar to the process of generating num, F, ciph.

Setup phase
Setup(1*) — (pk, sk, param, mkey): The DO selects a random z « Z,, a
random element u < Gy, a security parameter k € N, the range parameter
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n € N and Hy, Hy, H3 to output a master key mkey € {0,1}". Then he com-
putes v «— g%, w «— u®. Besides, he defines param = (n, Hy, Hy, H3). The DO
runs KeyGen to generate the system’s public parameters pk = (v,w, g, u), the
system’s secret parameters sk = (z). This Setup phase contains KeyGen algo-
rithm in SCESW scheme.

Setup phase outputs the secret parameter, the public parameter, a parame-
ter param and a master key mkey.

Enc phase

— Par(num) — (num’), Der(param,mkey,num) — (token): Algorithms are
similar to SCESW scheme.

— Enc(param,mkey,num) — (ciph): Suppose that param = (n,H,
H,, H3), a master key mkey and a number

num = (Bo,...,Bn-1) = Y. Bi(2")'

0<i<m—1

are given. Enc randomly selects token = (dy,ds,...,d) and a random num-
ber I € {0,1}".
Next Enc generates

fi = Hs(dis1, 1) + Ha(mkey, diy1) + Bimod(24™) — 1) (i =m —1,...,0)

Enc finally outputs ciphertexts ciph = (I,(fo, f1,---sfm-1)). Here,
(fo, f1,-- -, fm—1) can be encoded into an integer
Fo= Y fi-@"Y -1y
0<i<m—1

to make ciphertexts short.

Then we get ciphertexts file F' = (fo, f1,---, fm—1), the DO runs SignGen
to compute signature o; for each block f; : o; = (Hs(4) - uf)® € G1,(i =
0,1,...,m —1). Let us denote the set of signature by ® = {0;},-,<,,,_;- The
DO sends ciph, {F,®} to the CS. o

Audit phase

— GenProof (chal)— (resp): In order to generate the audit message chal,
the TPA randomly elaborates a m-element set @ = {s1, $2,...,Sm}, where
5q = Y,,,(q) for 1 < ¢ <m and k., is a randomly chosen permutation key
by the TPA for each auditing. Assume that s; < ... < s,, is defined. For each
element ¢ € O, the TPA also selects a random value v; (of a relative small bit
length compared to [p|). And then he TPA sends the chal = {(i,v;)},co to
the CS.

Once receiving auditing challenge chal = {(i,v;)},.o, the CS runs GenProof
to generate a response resp proof of data integrity. Specifically, the CS ran-
domly chooses an element r « Z, through r = y . (chal), where kp,; is
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the randomly selected PRF key by the CS for each auditing. Then the CS
computes R = (w)" = (u”)" € Gy. Let ¢/ = > ;g v; - m; infer the linear
combination of sampled blocks. For the purpose of masking p’ with r, the CS
calculates p = p/ + rHs(R) € Z, and also computes an aggregated signature
[licoo;® € G1. And then it sends resp = {u, o, R} to the TPA to prove of
storage correctness.

— VerifyProof(resp = {u,0,R}) — (correctness): After receiving resp =
{u, 0, R}, the TPA checks whether the following verification equation holds.

1=S8m

e(o - (RTM) ) L e( T Hali)" - ut,v) (6)

i:sl

If the verification result is 0, the CS outputs L. This means the system stops
and not continues the algorithm Cmp. Otherwise, the result is 1. Then the
verifier believes that the integrity of all the blocks in shared data F' is intact
and system continues the algorithm Cmp.

Cmp phase

— Cmp(ciph, ciph*,token) — (Cmp): Cmp algorithm is similar to SCESW
scheme.

5 Security Analysis

In this section, we evaluate the security of the PA-SCESW scheme by analyzing
the storage correctness, completeness and weak indistinguishability, shown in
Theorems 1, 3 and 4. Then we will give properties of completeness and weak
indistinguishability in PA-SCESW scheme by theoretical analysis with SCESW
scheme similar to PA-SCESW scheme.

Theorem 1. Given shared data F' and signatures, a verifier is able to correctly
check the integrity of shared data F'.

Proof. So as to prove the correctness of PA-SCESW scheme is equivalent to
proving Eq. (6)’s correctness. According to the properties of bilinear maps, the
correctness of Eq. (6) can be derived as follows.

e(o - (RHS(R)),Q) =e( H Ufi (UI)THS(R),Q) =e( H (H4(,L')'Uiufi’l)i . (urHs(R))yg)z
=81 i=s1
1=8m i=8m
=e( H (Hy (i) - (ut +rH5(R))’gw) = ¢( H Hy (i) - ut,v)
i:sl i:SI

Theorem 2. From the cloud’s response {u, o, R}, no information of ' will be
leaked to the TPA [15].
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Theorem 3. The PA-SCESW scheme is completeness as long as Hy, Hs and
Hj are pseudorandom functions.

Proof. We consider ciph is generated from num and ciph* generated from num®.

num = Z b;2" = Z Bi(2"); num* Z B;2" = Z Bl(2")".

0<i<n—1 0<i<m—1 0<i<n-—1 0<i<m-—1

t is the window size, m = n/t is the number of blocks via utilizing sliding window
technology.
token = (do, . ..,dn);token™ = (dj, ..., d, )

Ciph: (Ia (f07-~-7fm—1));0iph* = (II (f07 sy dm— 1))

(foy---sfm—1) and (ff,...,f}._1) can be encoded into an integer F; =
Socicm1 LU — 1) and Ff = Y gcic,, 1 120+ — 1) respectively to
make the ciphertext short.

From Eq. (2) we know that d; and dj depend on B;, B 1, B}, Bj, | and mkey

Assume that [ is the first different block of num and num*, fori =1+1,...,m—1,
if Biy1 = B}, corrects, then d; 1 = dj; holds.
Hence, if num = num®, ¢; = 0 holds for i = 0,...,m — 1, Cmp will output 0.

If num # num®*, for this ¢,

¢ =fj— f]l - H3(dj+1, I+ Hg(dj+1, I’)mod(Q(Hl) -1
=(Hs(djt1,I) + Ha(mkey, dj41) + Bj — Hs(dj11,1)) — (Hs(dji41,1)
+ Hy(mkey,dj 1) + Bj — Hs(dj41,1"))mod (201 — 1)
=B; — Bjmod(2"T1) — 1)

For j =0,...,m — 1, Bj— B} = 0 is the case that num = num*; B; — B} # 0
is the case that Cmp outputs this first non zero ¢;. Specifically, if 1 < ¢; < (2" —1),
then num > num*; if 28 < ¢; < (24+1) —2) then num < num*. Hence, the
PA-SCESW scheme is complete.

Theorem 4. The PA-SCESW scheme is weakly indistinguishable if Hy, Hs and
Hj are pseudorandom functions.

Proof. Let C,C4, and Cp represent challengers. Suppose that there exists an
adversary A such that Advg,a := |Pr(Expf, 4 = 0) — Pr(Expf 4 = 1) > €
in the weak distinguishing game. Then, we know that Hash function is distin-
guishable from the random function, which is against the assumption that they
are pseudorandom functions. In particular, we consider a sequence of games by
challengers C, Cy4, and Cg and then prove the theorem by the hybrid argument.
From literature [8], we know that |Advc s — Advey, 4|l < € as long as Hash
is a pseudorandom function as well as Advc, 4 = 0. Hence, Advc 4 < € and
Theorem 4 is proved.
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6 Performance

In this section, we first compare our schemes with SCE scheme in Enc phase
and Cmp phsae in experiments, as shown in Tables3 and 4. In audit phase,
auditing costs of reference [15] are almost to PA-SCESW scheme, so we just
evaluate the actual performance of PA-SCESW scheme in experiments. Due
to the fact that reference [15] utilizes pair operations in Enc phase, SCESW
scheme and PT-SCESW scheme use hash functions with high efficiency. We refer
to reference [15] to support data integrity verification.

The experiment is conducted using C on a Ubuntu Server 15.04 with Intel
Core i5 Processor 2.3 GHz. Algorithms utilize the Paring Based Cryptog-
raphy (PBC). In Table3, there exist two numbers num; = (Bo,..., n—1)
and nums = (79,-..,vn—1), With L satisfying the equation (8r,...,08,-1) =
YLy sYn-1),Br—1 < yp—1. We randomly choose n which is equivalent to 1024
bits and k which has 160 bits in experimental simulations. Experimental tests
are conducted for 100 times.

Table 3. Comparison of computational cost in various schemes

PA-SCESW scheme SCESW scheme | SCE scheme [8]
Enc phase |[4m-h+2m-E+m-h' 4m - h 4n - h
Cmp phase 2(m—L+1)-h 2(m—L+1)-h|2(n—L+2)-h
Audit phase | (2m + 3)E +mh' +2h +2P |0 0

Table 4. Comparison of storage overhead in various schemes

Ciphertext generaation phase | Token generation phase
SCE scheme [8] (n+1) -k k+ (In3/Iln2) -n
SCESW scheme m-k E+ (In(2 — 1) /In(t 4+ 1)) - m
PA-SCESW scheme | m - k E+ (In@2™ — 1) /In(t+ 1)) -m

We will mainly focus on the computational and storage overhead. Due to
the fact that SCESW scheme utilizes sliding window method, a comparison in
computational and storage overhead between SCESW scheme and SCE scheme
is made, which shows that SCESW scheme is cost-effective. Analysis can demon-
strate that PA-SCESW scheme by using sliding window technology can relief the
high computational and storage overhead. To largely reduce storage overhead,
(fo, f1,---, fm—1) can be encoded into an integer

oofi

0<i<m—1

F, = (2D — 1)’

to make ciphertexts short in SCESW scheme and PA-SCESW scheme, as is
shown in Table4.
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Table 3 shows the theoretical analysis of these schemes. We just only con-
sider several time-consuming operations, such as bilinear pairing operation “P”,
exponentiation operation “E”. We divide Hash;(i = 1,2,3,4,5) operations into
two parts as well as denote Hash;(i = 1,2,3,5) operation as “h” and Hashy
operation as “h’” due to the fact that the Hash operation “h’” is much more
time-consuming than the Hash operation “h”. Now we give detail theoretical
analysis of PA-SCESW scheme as an example.

1. In Enc phase, computing ciph and signature o; for each block f; can bring
the exponentiation operation “E”, Hash;(i = 1,2,3) operation “h” and
Hash, function operation “h’”. Overall, this phase costs 4m-h+2m-E+m-h’'
operations.

2. In Cmp phase, costs mainly depend on computing c¢;, with computing c;
only bringing Hash;(i = 1,2, 3) operation “h”. Overall, this phase costs 2(m—
L+ 1) - h operations.

3. In Audit phase, costs mainly depend on computing R = (w)" = (uv*)" €
G1, b = ¢ +rH5(R) € Z, and the following verification Eq. (6). Costs can
bring the exponentiation operation “E”, Hash;(i = 1,2, 3) operation “h” and
Hash, function operation “h’”. Overall, this phase costs (2m + 3)E + mh' +
2h + 2P operations.

From Tables 3 and 4 we notice that compared with SCE scheme, our SCESW
scheme can dramatically relief the computational burden and storage overhead.
In Fig.3(a), we set n = 1024 bits and vary the value of m from 16 to 512,
then we notice that the encryption time in PA-SCESW scheme approximately
increases with m. For example, when setting m = 64, our scheme needs 0.976 ms
to generate ciphertexts and signatures. However, as the hashy operation h' is
much more time-consuming than the hash;(i = 1,2,3,5) operation h, the PA-
SCESW scheme has much higher computational burden than other two schemes.
It does not affect the user search experience because of being just a one-time cost.
Consequently, our PA-SCESW scheme is still acceptable in practice, especially
for users with constrained computing resources and capacities.

In Fig. 3(b), we set n = 1024 bits and m = 256, then we notice that the com-
parable time in PA-SCESW scheme approximately decreases with L. For exam-
ple, when setting L = 63, our scheme needs 1.164 ms to compare ciphertexts. In
Cmp phase, the PA-SCESW scheme and SCESW scheme has similar computa-
tional burden. Based on sliding window method, our PA-SCESW scheme and
SCESW scheme can significantly reduce the computational overhead when these
schemes are compared with SCE scheme.

In Fig.3(c), we set n = 1024 bits and vary the value of m from 16 to
512, then we notice that the auditing time in PA-SCESW scheme approxi-
mately increases with m. For example, when setting m = 64, our scheme needs
0.872ms to make public auditing. However, as the hashy operation h’ is much
more time-consuming than the hashs operation h, the PA-SCESW scheme has
high computational burden to support public auditing. We send operations to
the TPA and CS with almost infinite storage and computation capabilities.
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Therefore, our PA-SCESW scheme is still acceptable in practice, especially for
users with constrained computing resources and capacities.

To summarize, actual performance results are completely in accord with the
theoretical analysis shown in Tables3 and 4. Exploring PA-SCESW scheme
mainly focus on achieving one property that is auditing. Although the hashy
operation /' is a time-consuming operation, our PA-SCESW scheme is still fea-
sible and efficient in practice applications, especially for users with constrained
computing resources and capacities.

—=— PA-SCESW scheme —=— PA-SCESW scheme
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Fig. 3. Performance analysis in PA-SCESW scheme: (a) computational costs in Enc
phase; (b) computational costs in Cmp phase; (¢) computational costs in Audit phase

7 Conclusion

In this paper, we first propose a basic scheme named SCESW scheme to relief the
computational and storage overhead through utilizing sliding window method.
Furthermore, PA-SCESW scheme is presented for supporting public auditing
as well as reducing computational and storage overhead. Then we give a detail
analysis of its security. Formal security analysis proves that PA-SCESW and
SCESW schemes can guarantee data security, integrity as well as weak indistin-
guishability in standard model. Compared with SCE scheme, SCESW scheme
and PA-SCESW scheme can relief the computational and storage burden to
some extent. Actual performance evaluation shows that our PA-SCESW scheme
is still feasible and efficient in practice applications, especially for users with
constrained computing resources and capacities.

In PA-SCESW scheme, as the hashy operation h’ is much more time-
consuming than the hashs operation h, the PA-SCESW scheme has relatively
high computational burden to support public auditing. In our future work, we
will improve PA-SCESW scheme by deducing its computational and storage
overhead. Nevertheless, there is another important problem to be resolved. How
to apply the PA-SCESW scheme to image retrieval field is rather a challenging
task to be solved in clouding computing and artificial intelligence fields.
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Abstract. With the increasing digitization of the healthcare industry, a
wide range of medical devices are Internet- and inter-connected. Mobile
devices (e.g., smartphones) are one common facility used in the health-
care industry to improve the quality of service and experience for both
patients and healthcare personnel. The underlying network architecture
to support such devices is also referred to as medical smartphone net-
works (MSNs). Similar to other networks, MSNs also suffer from various
attacks like insider attacks (e.g., leakage of sensitive patient informa-
tion by a malicious insider). In this work, we focus on MSNs and design
a trust-based intrusion detection approach through Euclidean distance-
based behavioral profiling to detect malicious devices (or called nodes). In
the evaluation, we collaborate with healthcare organizations and imple-
ment our approach in a real simulated MSN environment. Experimental
results demonstrate that our approach is promising in effectively identi-
fying malicious MSN nodes.

Keywords: Collaborative network - Intrusion detection - Medical
Smartphone Network - Trust computation and management - Insider
attack - Malicious node

1 Introduction

With the rapid development of information technology (IT), healthcare domain
employs many of the same infrastructure elements, applications, off-the-shelf
technologies, and processes used by enterprise I'T in general. In hospitals, net-
worked medical devices can provide more effective and less expensive monitoring
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and treatments. One estimate points out that these networked technologies could
save up to 63 billion in healthcare/medical costs over the next fifteen years, with
a 15-30% reduction in hospital equipment costs [2].

However, healthcare or medical networks are more special than traditional
networks in two respects [24]. First, their presented and transmitted information
is significantly sensitive. The private and sensitive health data are highly valuable
for hackers to make profits. Second, the complexity, number and diversity of
devices, especially networked devices, that make up this infrastructure expose
such networks to a broader range of security and privacy risks such as cyber
attacks [25]. According to a recent survey [6], the number of information security
breaches reported by healthcare providers soared 60% from 2013 to 2014, which
is almost double the increase seen in other industries.

As medical industry is evolving rapidly, mobile devices have become a pop-
ular platform to carry information and speed up electronic data transfers. For
instance, smartphones have been applied in various healthcare organizations,
helping record patient’s medical conditions and access patient’s records in real-
time during ward visits. As a result, an emerging medical network has been
evolved, called medical smartphone network (MSN), which can be considered
as a special kind of wireless sensor network [21]. These devices are generally
connected to the organization’s wireless network and each of them can be con-
sidered as a node. McAfee report [7] indicates that Internet-enabled medical
devices would expose security gaps in the integration of operational technology,
consumer technology and networked information technology. Therefore, there is
a need for protecting MSNs against various attacks, especially insider threats.

Contributions. Due to the importance and sensitivity of MSNs, it is crucial
to identify malicious devices within such network in a fast way. In the literature,
intrusion detection technologies (e.g., trust-based IDS) are often used to detect
various threats. In this work, we focus on MSNs and design a trust-based intru-
sion detection mechanism to identify malicious MSN nodes. Trustworthiness of
a node can be derived by identifying the difference between two profiles based on
Euclidean distance. The contributions of our work can be summarized as below:

— To better understand MSNs, we first introduce the basic MSN features, and
identify that a hierarchical infrastructure is often required in such medical net-
work environment. We then introduce some basic requirements from health-
care managers in designing security mechanisms.

— Behavioral profiling is often used to model system or network events. A behav-
ioral profile is a collection of necessary information in order to describe basic
characteristics of an object under pre-defined rules. In this work, based on
the suggestions from healthcare managers, we select four mobile and network
features to build behavioral profiles, and then develop a trust-based approach
based on Euclidean distance to evaluate a node’s trustworthiness.

— By collaborating with a healthcare center, we evaluate our approach in a real
simulated MSN environment to investigate its performance. Experimental
results demonstrate that our approach is feasible and promising at identifying
malicious MSN nodes effectively (i.e., in a quick manner).
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Medical Smartphone Network (MSN)

Fig. 1. The typical architecture of medical smartphone networks (MSNs).

The remaining parts of this paper are organized as follows. In Sect.2, we
introduce the background of MSNs and review related research studies on trust-
based intrusion detection mechanisms. Section 3 describes our approach includ-
ing how to build a behavioral profile based on the selected features, and how
to compute trust based on Euclidean distance. Section 4 describes and analyzes
our evaluation results. Finally, Sect.5 concludes our paper.

2 Background and Related Work

This section introduces the background of medical smartphone networks and
review relevant research work on trust-based intrusion detection.

2.1 Background of MSNs

Today’s smartphone can simultaneously operate on numerous wireless network
architectures. With this trend, medical smartphone networks (MSNs) have been
gradually adopted in various healthcare organizations such as hospitals, clin-
ics and healthcare centers. According to [21], most healthcare managers believe
MSNs are an emerging wireless network architecture, which has its unique fea-
tures in healthcare domain. A typical architecture of MSNs is depicted in Fig. 1.

The figure shows that medical smartphones are able to connect with each
other and thus form an internal medical network, which can facilitate information
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exchange and management. Overall, a node in MSNs can connect with each other
as well as the Internet. In such a way, networked phones embed the Internet
into patients’ lives, improve medical outcomes and lower healthcare costs [21].
However, due to the sensitive information exchanged in this environment, hackers
may target on MSNs and try to compromise one node using virus, malware or
other intrusion methods. For example, an attacker can lurk inside the healthcare
organizations and physical access to the phones or infect them through Wi-Fi,
bluetooth, etc. Once a node is compromised, then the attacker can conduct
various attacks to other devices such as scanning, spoofing, denial-of-service
(DoS) attacks and so on. Such insider attacks can significantly leak sensitive
information and even cause the paralysis of the entire network. Therefore, it is a
crucial task to identify malicious nodes in a fast manner for securing MSNs and
protecting private information.

2.2 Related Work

Insider attacks are one major threat for distributed network systems, which
may greatly degrade the whole network security. To discover malicious nodes
in a distributed network like wireless sensor networks (WSNs) [16], trust-based
intrusion detection mechanisms are widely studied [14]; however, a key challenge
still remains: that is, how to evaluate the trustworthiness of a node in an active
and appropriate way.

Distributed trust-based intrusion detection. Collaborative intrusion detec-
tion networks (CIDNs) [26] have been proposed and implemented, which enable
an IDS node to achieve more accurate detection by collecting and communicating
information with other IDS nodes.

Li et al. [8] identified that most distributed intrusion detection systems
(DIDS) might rely on centralized fusion, or distributed fusion with unscalable
communication mechanisms. Based on this, they proposed a DIDS according to
the emerging decentralized location and routing infrastructure. Their approach
assumes that all peers are trusted which is vulnerable to insider attacks (i.e.,
betrayal attacks where some nodes suddenly become malicious). To detect insider
attacks, Duma et al. [1] proposed a P2P-based overlay for intrusion detection
(Overlay IDS) that mitigated the insider threat by using a trust-aware engine for
correlating alerts and an adaptive scheme for managing trust. The trust-aware
correlation engine is capable of filtering out warnings sent by untrusted or low
quality peers, while the adaptive trust management scheme uses past experiences
of peers to predict their trustworthiness.

Later, Shaikh et al. [23] proposed a Group-based Trust Management Scheme
(GTMS), which evaluated the trust of a group of Sensor Nodes for two topolo-
gies: intragroup topology and intergroup topology. Guo et al. [5] described a
trust management framework to generate trust values based on Grey theory and
Fuzzy sets. They computed trust values by using relation factors and weights of
neighbor nodes, not just by simply taking an average value.
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Challenge-based intrusion detection. Challenge-based mechanism is a spe-
cial way of computing trust for IDSs, where the trustworthiness of a node
depends on the received answers to the challenges. Fung et al. [3] proposed
a HIDS collaboration framework that enables each HIDS to evaluate the trust-
worthiness of others based on its own experience by means of a forgetting factor.
The forgetting factor can give more emphasis on the recent experience of the
peer. Then, they improved their trust management model by using a Dirichlet-
based model to measure the level of trustworthiness among IDS nodes according
to their mutual experience [4]. This model had strong scalability properties and
was robust against common insider threats. Experimental results demonstrated
that the new model could improve robustness and efficiency.

To improve the performance, Li et al. [9] pointed out that different IDSs
may have different levels of sensitivity in detecting particular types of intrusions
based on their own signatures and settings. They therefore defined a notion of
intrusion sensitivity and explore the feasibility of using this notion to evaluate
the trust of an IDS node. They further designed a trust management model
based on intrusion sensitivity to improve the robustness of CIDNs [10], and
proposed a machine learning-based approach in automatically allocating the
values of intrusion sensitivity [13]. Meng et al. [20] identified that challenge
mechanisms would be not realistic due to some assumptions and may lead to
a weak threat model in practical scenarios. They then designed an advanced
collusion attack, called random poisoning attack, which enabled a malicious node
to send untruthful information without decreasing its trust value at large. Several
attacks can be referred to [11,12] and other related studies on improving IDSs
can be referred to alert reduction [15], alert verification [18,19] and EFM [17].

Our work. As MSNs is an emerging medical network constructed by smart-
phones, there are few studies on the identification of malicious nodes in such
environment. Motivated by this, our work proposes a trust-based intrusion detec-
tion approach based on behavioral profiling. This work is an early study, aiming
to complement existing security mechanisms in healthcare domain and to stim-
ulate more research in this field.

3 Trust Computation Based on Behavioral Profiling

This section describes the requirements from healthcare domain for designing
security mechanisms and presents our proposed approach including how to con-
struct behavioral profile and evaluate the trustworthiness of a MSN node.

3.1 Designing Security Mechanisms for MSNs

Medical network is different from a conventional network, due to its sensitivity
and lack of IT experts. Thus, it has some unique requirements for designing
security mechanisms [21]:
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— A centralized architecture is desirable for detecting malicious nodes in MSNs,
as healthcare organizations are often short of IT-trained personnel. Due to
this, centralized security mechanisms can help reduce the number of potential
attack vectors.

— To enable networked medical devices to operate effectively and smoothly,
healthcare organizations prefer the deployed mechanisms to identify malicious
nodes in a dynamic manner with fault tolerance (i.e., reducing false positives).

In total, an ideal mechanism should be able to support full-time manage-
ment for inspecting traffic and applying appropriate security policies to respond
to accidents. As a result, there is a need for designing appropriate security mech-
anisms for MSNs.

3.2 Trust-Based Intrusion Detection

As described above, a hierarchical infrastructure is preferred by healthcare
domain to secure MSNs against insider attacks. Therefore, we propose a hier-
archical trust-based intrusion detection mechanism to identify malicious nodes
in MSNs. The high-level architecture of our mechanism with the detection flows
are depicted in Fig. 2.

— Figure2(a) presents the hierarchical trust-based intrusion detection mecha-
nism, where the central server connects with each node in collecting behav-
ioral data. For implementation, each node can install a lightweight IDS agent
to inspect traffic and upload statistics to the central server periodically.

— Figure 2(b) illustrates the detection flows including behavioral data collection,
profile construction, statistical trust computation, and detection and alert. To
collect behavioral data is a key step for establishing a robust trust-based
intrusion detection scheme. The data are used to build a behavioral profile
(as normal behavior). Then, the trustworthiness of a node can be evaluated
through identifying the deviations between historical profile and current pro-
file. Finally, an alarm will be produced if the trust value of a node is lower
than a pre-defined threshold.

3.3 Behavioral Profiling and Feature Selection

A behavioral profile is a collection of required information aiming to describe
the characteristics of an object under pre-defined rules. For instance, it is similar
to a business card that contains some basic features like name, department and
business phone number. To create a stable profile, there is a need for using
sensible specifications to define the behavior.

There are many basic features of smartphone users, such as phone calls
(including outgoing, incoming and video), location, time, SMS, visited websites,
Email address, application usage, etc. In MSNs, a balance should be made to
decide what kind of data can be collected, due to its speciality and requirements
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Fig.2. (a) The high-level architecture of our mechanism; and (b) typical detection
flows.

(i-e., there is a chance of leaking information to third-parties). Based on the sug-
gestions from the collaborated healthcare organization, we choose the following
features in each day to construct a behavioral profile.

— Camera usage. As medical records are extremely sensitive, camera usage
should be given more attention, i.e., when the camera application is used.

— Visited websites. If a node is infected by malware or virus, it is very likely
to open and visit certain websites to download or upload data, i.e., which
websites are visited during a period of time.

— Short Message Service. If a node is compromised, SMS can be used for sensi-
tive information leakage. Thus, SMS usage should be considered in practice,
i.e., when the messages are sent.

— Email address. Similarly, sending or receiving Emails is sensitive event as well,
which can be a target for phishing websites and ransomware.

To quantify behavior patterns into concrete metrics, based on the sugges-
tions from the collaborated healthcare organizations, we devise a quantification
scheme for each selected feature as below.

— Camera usage. This metric is defined as a 24-element vector, with each ele-
ment corresponds to one hour for the day. The value of each element is the
empirical probability a device uses the camera application.
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— Visited websites. This metric is defined as a 2-element vector, with each ele-
ment corresponds to one type of websites: normal website and unknown web-
sites. A healthcare organization often defines a list of whitelisted websites;
thus, we can classify normal website and unknown websites accordingly. The
value of each element is the empirical probability a device visits the relevant
websites.

— Short Message Service. This metric is defined as a 24-element vector, with
each element corresponds to one hour for the day. The value of each element
is the empirical probability a device uses SMS.

— Email address. This metric is defined as a 4-element vector, with each element
corresponds to one type of email addresses: normal sender, unknown sender,
normal recipient and unknown recipient. The classification can also be done
via a whitelist. The value of each element is the empirical probability a device
uses the email service.

3.4 Trust Computation

To evaluate the trustworthiness of a MSN node, we have to identify the difference
between two profiles. Given any two profiles, like P1 and P2, and correspond-
ing vectors A = (a1, as,...,a,) and B = (b1, ba,...,b,). The Euclidean distance
between the two vectors can be computed as below:

For four sectors, the difference between two behavioral profile can be com-
puted as below (taking the Euclidean norm of the Euclidean distance vector [22]):

The resulting value is the difference of the two behavioral profiles, and has a
range of [0, 2]. It is worth noting that a larger value indicates a more significant
difference between two profiles. To tune D(P1, P2) for comparing trust values,
we define the trustworthiness of a node as follow.

D(P1,P2
tgalue =1- ( ) (3)
2
where t¢,  indicates the trust value of node d and DIPLP) aims to normalize

the range of D(P1, P2) to [0, 1]. Subsequently, a node’s trustworthiness can be
computed using the above equation and a malicious node can be determined by
setting a trust threshold. Let 7 denote the trust threshold, then we can consider:

— If tgalue > 7, then the node is considered as a normal node.
— If td ;. <7, then the node is regarded as a malicious (or untrusted) node.
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4 FEvaluation

In this section, we collaborated with a healthcare center located in South China
(with around 100 personnel) to investigate the performance of our approach. Due
to privacy concerns, our approach was deployed in part of a MSN, which consists
of 15 nodes. A central server was implemented to collect required information
from each node for computing their trust values (see Fig.2(a)). The server was
composed of an Intel(R) Core (TM)2, Quad CPU 2.66 GHz. The healthcare
center defined 76 normal websites, 107 Email senders and 101 recipients based
on its historical record and current settings. We mainly conduct two experiments:

— FExperiment-1. This experiment evaluates our mechanism in a normal MSN
environment, with the purpose of observing the trend of trust values and
identifying an appropriate threshold.

— FExperiment-2. This experiment aims to explore the feasibility of our mech-
anism under an adversary scenario, where several nodes may behave mali-
ciously (i.e., violating normal profile).

0.75
© ]
© 0.70
14 ]
0.65
0.60
1 —a— Average Trust Value
0.55 —o— Lowest Trust Value
0.50 T T T T T T T T " T i J
5 10 15 20 25 30
Day

Fig. 3. The trend of trust values.

4.1 Experiment-1

In this experiment, we observe the trend of trust values in a normal MSN envi-

ronment. ¢, falls in the ran§e of [0,1], where a larger t? ; = means that a

node is more credible. Ideally, £ ;... is expected to 1; therefore, the purpose of
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this experiment is to identify an appropriate threshold for detecting malicious
nodes in MSNs. For computing trust values, we used half-month historical data
to build a normal profile for each device. The trend of average and lowest trust
value within one month is depicted in Fig. 3.

The metric of average trust value is an average value including all nodes,
which can depict the overall network performance. Figure 3 shows that the trend
of average trust value was generally higher than 0.83. The lowest trust value
indicates the worst node’s performance, which ranges from 0.81 to 0.88. As
there is no update of the normal profile, the trend of trust values shows that
behavioral profile is relatively stale in the deployed healthcare environment.

Overall, Fig. 3 describes that trust values can be regularly higher than 0.8in
a normal MSN environment. Therefore, we choose 0.8 as the trust threshold in
our approach for the deployed environment.

4.2 Experiment-2

In this experiment, we mainly evaluate the performance of our approach in
a malicious scenario, where some nodes act unusually, i.e., violating a normal
profile. In particular, we randomly selected three nodes (named M1, M2 and M3)
as malicious to launch unusual events. For example, one node may visit unusual
websites in a random way, or send an email to an undefined recipient. The
unusual events for each malicious node are summarized in Table 1, where each
node could make different unusual events. In the experiment, malicious nodes
started launching malicious events from Day 31. The trust values of malicious
nodes are depicted in Fig.4. The main observations are described as below.

Table 1. Simulated unusual events for each malicious nodes.

Node | Camera | Visited websites | SMS | Email address
M1 |- - v -
M2 |/ v - -
M3 v - v

— From Day 31, it is observed that the trust values of malicious nodes could
quickly decrease and go below the threshold of 0.8 at the same day. The trust
value of M1, M2 and M3 ranged from 0.68 to 0.78, from 0.56 to 0.72, and
from 0.46 to 0.68, respectively.

— Table1 states that M1 only violated the usage of SMS, M2 violated the usage
of camera and website visit, and M3 performed all types of unusual events
except SMS. Figure4 shows that MS received the lowest trust value among
the three malicious nodes.
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Fig. 4. The trust values of malicious nodes.

The experimental results indicate that our trust-based approach is feasible
and promising to identify malicious nodes in a quick manner for MSN envi-
ronments (i.e., identifying malicious nodes at the same day). In addition, it is
observed that more unusual events result in a lower trust value. Our findings
were also confirmed by IT administrators in the participating healthcare orga-
nization.

5 Conclusion

With more devices interconnected, medical smartphone networks (MSNs) have
become an emerging architecture in various healthcare organizations. There is
a great need to protect such healthcare environment against insider attacks. In
this work, we focus on MSNs and propose a hierarchical trust-based intrusion
detection mechanism based on behavioral profiling. Trust value is derived by
identifying the difference between two profiles using Euclidean distance. By col-
laborating with healthcare organizations, we evaluated the proposed approach in
a real simulated MSN environment to investigate its performance. Experimen-
tal results indicate that our approach is feasible and encouraging in detecting
malicious MSN nodes in a quick manner.

There are many possible topics for our future work. One is to investigate
how to efficiently identify a trust threshold in different network environments. It
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is also an interesting topic to consider more features in trust computation and
exploring the effect of each feature.

Acknowledgment. We would like to thank the cooperation from the participating
healthcare center and managers.
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Abstract. With the ever-increasing volume of services registered in various web
communities, it becomes a challenging task to find the web services that a target
user is really interested in from the massive candidates. In this situation, Col-
laborative Filtering (i.e., CF) technique is introduced to alleviate the heavy
burden on the service selection decisions of target users. However, present
CF-based recommendation approaches often assume that the recommendation
bases, i.e., historical service quality data are centralized, without considering the
distributed service recommendation scenarios where data are multi-sourced.
Furthermore, distributed service recommendation calls for the collaborations
among multiple involved parties, during which the private information of users
may be exposed. In view of these challenges, we propose a novel privacy-
preserving distributed service recommendation approach based on two-phase
Locality-Sensitive Hashing (LSH), named SerRec,,,.rsy, in this paper. Con-
cretely, in SerRec,,,.rsp, We first look for the “similar friends” of a target user
through a privacy-preserving two-phase LSH process; afterwards, we determine
the services preferred by the “similar friends” of the target user, and then rec-
ommend them to the target user. Finally, through a set of experiments conducted
on a real distributed service quality dataset WS-DREAM, we validate the feasi-
bility of our proposal in terms of recommendation accuracy and efficiency while
guaranteeing privacy-preservation.
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1 Introduction

With the ever-increasing volume and categories of services in various web commu-
nities (e.g., Amazon and IBM), it is becoming a challenging task to find the web
services that a target user is really interested in from the massive candidates [1-3]. In
this situation, various light-weight service recommendation techniques, e.g., the widely
adopted Collaborative Filtering (i.e., CF) is introduced to alleviate the heavy burden on
the service selection decisions of target users. Generally, through CF (e.g., user-based
CF"), a recommender system can find the “similar friends” of a target user base on the
historical service quality data and then make service recommendations to the target user
based on the obtained “similar friends” [4].

However, two shortcomings are present in the existing CF-based service recom-
mendation approaches. First, present approaches often assume that the recommenda-
tion bases, i.e., historical service quality data are centralized, without considering the
recommendation scenarios where service quality data are multi-sourced or distributed.
Furthermore, in a distributed environment, service recommendation calls for intensive
collaborations among multiple involved parties or platforms; while user privacy may be
exposed during this cross-platform collaboration process.

In view of these two challenges, a novel distributed service recommendation
approach based on two-phase Locality-Sensitive Hashing (LSH) [5], named SerRec,,,,-
rsH» 18 put forward in this paper, to enable the privacy-preserving distributed service
recommendation.

In summary, the contributions of our paper are three-fold.

(1) To the best of our knowledge, existing research work seldom considers the dis-
tributed service recommendation problems where historical service quality data
are multi-sourced. We formulate this distributed service recommendation problem
and clarify its significance.

(2) We introduce a two-phase Locality-Sensitive Hashing process into distributed
service recommendation so as to protect the key privacy information of users, e.g.,
the service quality data observed by a user, the service set ever invoked by a user.

(3) A wide range of experiments are conducted on a distributed service quality dataset
WS-DREAM, to validate the feasibility and advantages of our proposal. Experi-
ment results show that our proposed SerRec,,,.;sy approach outperforms the
other state-of-the-art approaches in terms of recommendation accuracy and effi-
ciency while guaranteeing privacy-preservation.

The rest of paper is structured as follows. Related work is presented in Sect. 2. In
Sect. 3, we demonstrate the research motivation of our paper. In Sect. 4, our proposed
service recommendation approach, i.e., SerRec,,,,.; sy is introduced in detail. In Sect. 5,
we conduct a set of experiments to validate the feasibility of our proposal and finally in
Sect. 6, we summarize the paper and point out the future research directions.

! Actually, CF includes user-based CF, item-based CF and Hybrid CF; however, for simplicity, only
user-based CF is discussed in this paper as the rationales of these three CF variants are similar.
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2 Related Work

As a classic method for information retrieval, Collaborative Filtering (i.e., CF) has
become one of the most effective techniques in various recommender systems. Con-
cretely, user-based CF and item-based CF are brought forth in work [4] and [6],
respectively, for accurate service recommendation. In order to integrate the advantages
of the user-based CF and item-based CF together, a hybrid CF is introduced in [7]
whose experiment results indicate a better recommendation performance. As the
quality of a service extremely depends on the service invocation context (e.g., service
invocation time, user location, service location), time-aware CF and location-aware CF
are proposed in [8] and [9], respectively. However, the above approaches only recruit
the objective user-service quality data for service recommendation, without considering
the target users’ subjective preference which also plays an important role in the target
users’ service selection decisions. In view of this shortcoming, a user preference-aware
CF recommendation approach is introduced in [10] to pursue more reasonable rec-
ommended results. However, the above approaches may fail to produce any recom-
mended result when the historical service quality data are very sparse. Considering this
limitation, popularity-aware CF and trust propagation-based CF are put forward in [11]
and [12], respectively, to cope with the cold-start recommendation problem in the
sparse-data environment.

However, the above recommendation approaches all assume that the recommen-
dation bases, i.e., historical service quality data are centralized, without considering the
distributed service recommendation scenarios as well as the resulted privacy protection
problems. In order to protect user privacy, a naive method is proposed in [13] where
each user is suggested to release only a small portion of his/her observed service quality
data. However, the released small portion of data can still reveal partial privacy
information of a user. In view of this shortcoming, data obfuscation technique is
adopted in [14] to transform the real service quality data into the obfuscated one,
through which the real service quality data is hidden and protected. However, as the
data recruited for service recommendation has been obfuscated, the recommendation
accuracy is decreased accordingly. Considering this drawback, a “divide-merge”
mechanism is taken in [15] where each piece of user-service quality data is firstly
divided into several quality segments with little user privacy, and then the quality
segments are employed for subsequent service recommendation. However, two
shortcomings are present in this approach. First, the recommendation efficiency is
reduced significantly as the “divide-merge” operations adopted in [15] are often
time-consuming. Besides, this approach cannot protect some private user information,
e.g., the service intersection commonly invoked by two users.

In view of the above challenges, a novel service recommendation approach based
on two-phase LSH, i.e., SerRec;,,. sy is put forward in this paper, to solve the
privacy-preserving service recommendation problems in a distributed environment.
Next, an intuitive example is provided to further demonstrate the research motivation of
our paper.
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3 Research Motivation

In this section, an example is presented in Fig. 1 to clarify the research motivation of
our paper. As Fig. 1 shows, 1,4, (in Amazon platform) denotes a target user to whom
a recommender system intends to recommend services; u; is a user in /BM platform;
{wsy, ..., ws,} are the candidate web services, each of which may be invoked by any
user in any platform. If user u in platform pf (i.e., Amazon or IBM) has ever invoked
service ws, then the service quality data of ws observed by u is recorded by pf.

Amazon IBM

PCC(umrgen u)

COef(um,g(,,, up) @

Fig. 1. Distributed service recommendation: an example.

Next, in order to find the similar friends of u,,4.;, We need to first calculate the
similarity between u;qyge; and uy, 1.€., Sim(Usarger, 1) by (1) according to the traditional
user-based CF. Here, PCC(u;44er, 1) (€[0, 1]) denotes the Pearson Correlation
Coefficient [16] between 4,4, and u;, which can be calculated based on the historical
service quality data observed by 1,4y, and u; coef (uyqrqer, 41) indicates the credibility
of PCC(t;4yes» 41) and can be obtained by (2) where I,,,,., and I; denote the service sets
invoked by u;4,¢.; and u,, respectively.

Sim (utarget; ul) = coef (ulargeh ul) *PCC (utargeta Ml) (1>

_ |Imrget N 11|
|Itarget U11|

(2)

Coef(utargeh ul)

In terms of the above analyses, we can conclude that the collaboration between
Amazon and IBM is necessary in order to calculate the user similarity Sim(usqrger 1)
in (1). While such a cross-platform collaboration process often faces a big challenge.
Concretely, due to privacy concerns, IBM is often not willing to release its data about
u, (e.g., the service set ever invoked by u,, the service quality data observed by u;) to
Amazon, which impedes the collaboration between Amazon and IBM severely and
renders the calculation of Sim(u;ayee,, u1) in (1) infeasible.

In view of this challenge, we introduce the Locality-Sensitive Hashing
(LSH) technique into cross-platform service recommendation, and develop a novel
two-phase LSH-based recommendation approach, i.e., SerRec;,, sy to handle the
privacy-preserving distributed service recommendation problems.
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4 Two-Phase LSH-Based Service Recommendation
Approach: SerRec,.1.su

In this section, our proposed service recommendation approach SerRec;yo.rsu 1S
introduced, which consists of the four steps in Fig. 2. Here, {u;, ..., u,,} is the user set,
Uarger denotes a target user, {wsi, ..., ws,} is the candidate service set, g is a quality
dimension (e.g., response time) of web services.

Step-1:  Calculating PCC(u/yge, u;) based on LSH. Through LSH, build user
index H(u;) (1 £ i < m) offline based on the historical service quality observed
by u;. If H(uyurger) = H(u;), then PCC(usapger, u;) = 1 with high probability; oth-
erwise, PCC(Uyqrger, 4;) = 0 with high probability.

Step-2: Calculating coef (usaeer, ;) based on MinHash. Through MinHash,
generate a short signature (denoted by Sig;) for each u; (1 < i < m) based on
u;’s ever-invoked service set. Calculate coef (Uarger, 1;) based on Sigiypee and

Step-3: Determining the similar friends of u,,. Calculate similarity
Sim(Uarger, u;) based on PCC(utyqrger, ;) derived in Sep-1 and coef (targers 4i) de-
rived in Step-2, and subsequently determine the similar friends of i, based
on Sim(Usarger, Us)-

Step-4: Service recommendation. According to the similar friends of w4, de-
rived in Step-3, predict the quality of services never invoked by ;4e.,, and re-
turn the quality-optimal one. o

Fig. 2. Four steps of SerRec,,,.rsy approach

The main idea behind our proposal is: for each useru; (1 < i < m), PCC(usqrger, U;)
in (1) and coef (ts4rer» 4;) in (2) can be calculated based on LSH in Step-1 and MinHash
[17] (a LSH variant) in Step-2, respectively, in a privacy-preserving way; afterwards,
according to the results obtained in the above two steps, Sim (i ger» #;) in (1) can be
calculated in Step-3, based on which the similar friends of .., can be determined;
finally, according to the similar friends derived in Step-3, service recommendations can
be made to U4, in Step-4. Next, we will introduce these four steps in detail.

Step-1: Calculating PCC (uarger, u;) based on LSH
First, we select a LSH function family H(u;) = {h;(&;), ..., h,(u;)} to build index (with
little privacy information) for each user u; (1 < i < m). The LSH functions recruited
here depend on the adopted “distance” type. As Pearson Correlation Coefficient
(PCC) [16] is often taken as the distance measurement in various recommender sys-
tems, in this step, we utilize the LSH functions corresponding to PCC to build user
indexes. Next, we introduce the concrete building process of user indexes.

For user u;, his/her historical service quality data can be denoted by a n-dimensional
vector u; = (Ws1.q, ..., Ws,.q), where ws;.q represents the quality of service ws;
(I £ j < n)over dimension g and ws;.g = 0 if u; has never invoked ws; before. Then
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according to LSH theory [18], the LSH function for vector u;, denoted by K@), is
shown in (3). Here, V' is an n-dimensional vector (vy, ..., v,,) where vl <j<nis
generated randomly and v; € [—1, 1] holds; symbol “o” denotes the dot product
between two vectors. The rationale behind LSH is: take vector V" as a hyper plane, if
two vectors u; and u; are located on the same side of V" (i.e., both uj o ¥V > 0 and
i, o v > 0 hold, or, both ] o ¥ <0 and i; o v <0 hold), then u; and i, are similar

with high probability.
1 ifuov>0
- e ®
;o v <0

Thus through the hash function in (3), user u; is transformed into a binary hash
value, i.e., 0 or 1. As LSH is essentially a probability-based approach [5], more hashing
functions or hashing tables may lead to higher recommendation accuracy. Therefore, to
make accurate service recommendation, multiple hash functions and hash tables are
recruited here. Concretely, we assume that T hash tables are employed and each hash
table is corresponding to r hash functions. Then for each hash table, a r-dimensional
vector H(u;) = (hy(u;), ..., h,(u;)) is achieved, which can be regarded as the index for
user u; in the hash table. Thus for a platform (e.g., IBM in Fig. 1), it can release only the
short user indexes with little privacy to other platforms (e.g., Amazon in Fig. 1),
without revealing other key privacy information, e.g., service quality data observed by
a user; therefore, user privacy is protected.

Furthermore, the user indexes can be built offline before a recommendation request
arrives, as the historical service quality data used to build user indexes are already
recorded by a certain platform (e.g., in Fig. 1, u;4,.,’s and u,’s service quality data are
recorded by Amazon and IBM, respectively). As a consequence, the recommendation
efficiency can be improved considerably. Besides, for two users u; and u,, if their
indexes are the same in any hash table (i.e., condition in (4) holds), then u; and u, are
projected into the same bucket in the hash table and hence can be regarded as similar
with high probability [5].

Ix, satisfy H,(u7) = Hy() (x € {1, ..., T}) (4)

Next, we calculate the index for uu e, 1.€., H(W) and compare it with H(u;)
1 <i<m.lIf H(W) = H(w}) holds in any of the T hash tables, then we can
conclude that the PCC value between u;4,¢.; and u;, i.e., PCC(uygrger, #;) = 1 with high
probability; otherwise, PCCl(utsqrger, 4;) = O. Finally, we select the users u; whose PCC
(trarger» u;) = 1 and take them as the candidates (recorded in set Friend_setpcc) for the
similar friends of u,ger.

Step-2: Calculating coef (iarger, u;) based on MinHash

For any user u; (1 < i < m), his/her ever-invoked service set can be denoted by a n-
. . g . .

dimensional column vector V; = (Vi,l,...,V,-,n)T where V;; =1 (1 < j < n)if u; has

ever invoked service ws; before; otherwise, V;—; = 0. Thus we can obtain a user-service

invocation matrix M in (5), where each user corresponds to a column. Next, in matrix
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M, we record the position of first “1”” (marked with blue circle in (5)) from the top down
in each column. For example, the position value for u; column is “2” as u; has never
invoked ws; but has ever invoked ws,; likewise, the position value for u, column is “1”
as u, has ever invoked ws;. Thus we can obtain an m-dimensional row vector R. For
example, R = (2, 1, ..., 2) holds for the example in (5).

Afterwards, we randomly swap the order of all services in matrix M and then repeat
the above process to generate k (k << n) row vectors Ry, ..., R;. Thus a new k*m matrix
M*in (6) is achieved, where each column (ry;, 5, ..., rk,-)T can be treated as a short user
signature (denoted by set Sig; = {ry;, ra;, ..., 1;}) that depicts u;’s ever-invoked service
set. Thus for a platform (e.g., IBM in Fig. 1), it can release only a short user signature
of u;, i.e., Sig; with little privacy to other platforms (e.g., Amazon in Fig. 1), without
revealing u;’s ever-invoked web service set; therefore, u;’s privacy is protected.

Furthermore, as the ever-invoked service set used to build a user signature is already
recorded by a certain platform (considering the example in Fig. 1, t4rg.’'s and u;’s
ever-invoked service sets are recorded by Amazon and IBM, respectively), the user
signature Sig; (1 < i < m) can be generated offline before a recommendation request
arrives; as a consequence, the recommendation efficiency can be improved considerably.

Next, according to the MinHash theory [17], the equation in (2) can be transformed
into the equation in (7). As k < n, | Sig; | < | I; | holds in (7). Thus, we can calculate
coef (Uyargers ;) by (7) in a privacy-preserving and efficient way.

u, Uy, .. U,
ws, [0 @D - 0
M=ws, (L 0 --- (5)
ws, |0 1 - 1
R, [(riir2 o Fim
R, 1T v om
M = | = (6)
Ry L7kt T2 0 Fim

_ |Itarget mIl ‘ ~ |Sigtarget N Slg1|
|Itarget U Il ‘ |Sigturger U Slgl |

(7)

coef (umrget; ul)

Step-3: Determining the similar friends of /g

In Step-1 and Step-2, we have obtained PCC(uyqrger» 4;) and coef (Usqrger, 1;) Tor user u;
(I < i < m). Then according to (1), the similarity between u,,,¢., and u;, i.e., Sim
(Urarger» ;) can be obtained. Here, we only need to calculate the similarity values
between 4,4, and the users in set Friend_setpcc (derived in Step-1), as those users
outside Friend_setpcc are not similar with u,,,,., with high probability according to the
nature of LSH. Next, for each u; € Friend_setpcc, we calculate Sim(u;qyger, U;) by (1);
afterwards, the Top-3 users with the highest Sim (4 e, 4;) values are considered as
similar friends of u,,¢., and put into a new set Friend_set qop:pcc-
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Step-4: Service recommendation

Next, we utilize the target user’s similar friends, i.e., the users in Friend_set oep<pcc
obtained in Step-3, to make service recommendations. Concretely, for each service ws;
never invoked by u,,..» We predict its quality over dimension g by ¢, denoted by
Grargerj» based on the equation in (8). Here, g,; denotes ws;’s quality over dimension
q by u;, Sim (U4rger, ;) represents the similarity between u,,q., and u; obtained in
Step-3. Finally, we select the services with the optimal predicted quality and recom-
mend them to the target user, so as to finish the whole service recommendation process.

. *
Z Slm(utargetv ui) Qifj
u;€Friend __set oef<pcc

Grarget—j = Z

(8)

Sim (”targez ) ui)
u;€Friend __set oef<pcc

5 Experiments

In this section, we conduct a set of experiments to validate the feasibility of our
proposed SerRecy,,..sy approach. The experiments are based on a real distributed
service quality (i.e., response time and throughput) dataset WS-DREAM [19] which
collects real-world service quality evaluation results from 339 users (in different
countries) on 5825 Web services. In the experiments, only a quality dimension of
services, i.e., response time is considered and each country is recruited as an inde-
pendent platform so as to simulate the distributed service recommendation scenarios.

Concretely, in order to make service quality prediction and service recommenda-
tions, (100 — p)% entries are removed from the user-service quality matrix in WS-
DREAM (parameter p<(0, 100)). Namely, we use the p% known service quality data to
predict the rest (100 — p)% missing data, and compare the predicted service quality
with the real service quality so as to measure the service recommendation performance.
More specifically, the following two evaluation criteria are tested and compared,
respectively (as user privacy can be protected well by the intrinsic nature of LSH, we
will not evaluate the capability of privacy-preservation of our proposal here).

(1) Time cost: consumed time for generating the final recommended results.
(2) MAE (Mean Absolute Error, the smaller the better): average difference between
the predicted service quality and the real service quality of recommended services.

Besides, we compare our proposal with another three state-of-the-art recommen-
dation approaches, i.e., UPCC [20], PPICF [15] and P-UIPCC [14]. The experiments
were conducted on a Lenovo laptop with 2.40 GHz processors and 12.0 GB RAM. The
machine runs under Windows 10, JAVA 8 and MySQL 5.7. Each experiment was
carried out 10 times and the average experiment results were adopted finally.

Concretely, the following six profiles are tested and compared in our experiments.
Here, m and n denote the number of users and number of web services, respectively;
T and r denote the number of LSH tables and number of hashing functions in each LSH
table (see Step-1), respectively; k represents the number of MinHash functions, i.e., the
number of row vectors in Eq. (6); p% denotes the density of user-service quality matrix.
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Profile 1: recommendation efficiency comparison of four approaches w.r.t. m and n
In this profile, we test and compare the recommendation efficiency of four approaches.
The experiment parameters are set as follows: k=30, T=10, r =8, p=5. The
concrete experiment results are presented in Fig. 3.

mSerRec o 5 ™ UPCC PPICF P-UIPCC w SerRecy, o451 ™ UPCC PPICF P-UIPCC
9000 9000
8000 8000
7000 7000
6000 6000
£ 5000 £ s000
g g
2 4000 2 4000
E £
= S
3000 3000
2000 2000
1000 1000
0 L1 _ i
0
100 150 200 250 300 1000 2000 3000 4000 5000
m: number of users n: number of web services
() n = 5000 (b) m =300

Fig. 3. Recommendation efficiency comparison of four approaches

In Fig. 3(a), n = 5000 and m is varied from 100 to 300. As can be seen from Fig. 3
(a) that the time costs of UPCC, PPICF and P-UIPCC approaches all increase with the
growth of m, this is because all the m users need to be traversed so as to find the target
user’s similar friends; while the time cost of our proposed SerRec,,,.r.sr approach is
rather small and outperforms those of the other three approaches, as most jobs (e.g.,
user indexes building in Step-1, user signature generation in Step-2) in our approach
can be done offline. As a consequence, the recommendation efficiency is improved
significantly.

In Fig. 3(b), m = 300 and = is varied from 1000 to 5000. The experiment results
also indicate the similar variation tendency of recommendation efficiency as Fig. 3(a).
The time costs of UPCC, PPICF and P-UIPCC approaches all increase when n grows,
because all the n services should be considered in the user similarity calculation process
of these three approaches. While our SerRec,,,.;sy approach outperforms the other
three ones in terms of recommendation efficiency as the job of user similarity calcu-
lation is done offline in our approach. Therefore, the recommendation efficiency is
improved considerably.

Profile 2: recommendation accuracy comparison of four approaches w.r.t. m and n
In this profile, we test and compare the accuracy (i.e., MAE, the smaller the better)
values of five recommendation approaches. The concrete experiment parameters are set
as follows: k = 30, T'= 10, r = 8, p = 5. Experiment results are presented in Fig. 4.
In Fig. 4(a), n = 5000 and m is varied from 100 to 300. As Fig. 4(a) shows, the
recommendation accuracy values of PPICF and P-UIPCC approaches are both low
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Fig. 4. Recommendation accuracy comparison of four approaches

(i.e., MAE values are both high). This is because the data used to make service rec-
ommendations have been obfuscated in these two approaches so as to protect user
privacy; as a consequence, the recommendation accuracy values are reduced. While
due to the nature of LSH technique adopted in our proposed SerRec;,,, rsy approach,
only the “most similar” friends of a target user could be returned for further service
recommendation and hence, the recommendation accuracy of our proposal is often high
(i.e., MAE value is low) and close to that of the benchmark approach UPCC. Similar
experiment results can also be observed from Fig. 4(b) where m = 300 holds and n is
varied from 1000 to 5000. The reason is the same as that in Fig. 4(a) and hence not
discussed again here.

Profile 3: recommendation accuracy of SerRec,, sy With respect to k

In this profile, we test the relationship between the recommendation accuracy of our
SerRec,,,.1 si approach and the parameter k (i.e., the number of row vectors in Eq. (6)).
The experiment parameters are set as below: m = 200, n = 3000, T = 10, r = 8,p = 5,
k is varied from 40 to 140. The concrete experiment results are shown in Fig. 5.

As Fig. 5 shows, the recommendation accuracy of SerRec,,,.rsg approach
approximately increases (i.e., MAE value approximately decreases) with the growth of
k; this is because the MinHash technique adopted in SerRec,,.;sy approach is
essentially a probability-based search technique and a larger k value often means higher
search accuracy based on the MinHash theory [17].

Profile 4: recommendation efficiency of SerRec;,, sy With respect to k

In this profile, we test the relationship between the recommendation efficiency of our
SerRec,,,,.rsg approach and the parameter « (i.e., the number of row vectors in Eq. (6)).
The parameters are set as below: m = 200, n = 3000, T = 10, r = 8, p = 5, k is varied
from 40 to 140. The experiment results are presented in Fig. 6.

As can be seen from Fig. 6, the relationship between time cost of SerRec;,,,.; s; and
parameter k is not so regular. This is because the k row vectors in Eq. (6) are only
recruited to generate user signatures offline and not relevant to the efficiency of online
similar friends search. Besides, as Fig. 6 shows, the time cost of SerReci,,-rsu
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approach is rather small as the time complexity of MinHash adopted in our approach is
a constant based on the MinHash theory [17].

Profile 5: recommendation accuracy of SerRecy,, sy With respect to r
In this profile, we test the relationship between the recommendation accuracy of our
SerRec,,,,.rsg approach and the parameter r (i.e., the number of hash functions in each
hash table). The experiment parameters are set as follows: m = 200, n = 3000, T = 10,
k=30, p =5, ris varied from 1 to 9. The experiment results are shown in Fig. 7.
As Fig. 7 shows, the recommendation accuracy increases (i.e., MAE decreases)
with the growth of r approximately. This is because a larger r value often means a
stricter filtering condition for similar friend search; as a consequence, the obtained
friends of a target user are “more similar” with the target user and the recommendation
accuracy is improved accordingly. Besides, when r is large (e.g., when r =35, 7, 9),
only the “most similar” friends of a target user are derived and recruited for service
recommendation; as a consequence, the recommendation accuracy stays the same
approximately.

Profile 6: recommendation efficiency of SerRec;,, sy With respect to r
In this profile, we test the recommendation efficiency of SerRec,,,,.;sp approach with
respect to r. The experiment parameters are set as follows: m = 200, n = 3000, T = 10,
k =30, p =5, ris varied from 1 to 10. The experiment results are presented in Fig. 8.
As Fig. 8 shows, the time cost of SerRec,,,,., sy approach approximately decreases
with the growth of 7. This is because a larger r value often means a stricter filtering
condition for similar friend search; so only fewer similar friends of a target user are
returned and recruited for service recommendation when r becomes larger. As a
consequence, the time cost approximately decreases when r grows.
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6 Conclusions

Traditional CF-based web service recommendation approaches often assume that the
recommendation bases, i.e., historical service quality data are centralized, without
considering the distributed service recommendation scenarios as well as the resulted
privacy disclosure risk. In view of this challenge, we introduce the Locality-Sensitive
Hashing (LSH) technique into distributed service recommendation and further put
forward a two-phase LSH-based recommendation approach, named SerRec;,.r.sm, tO
protect user privacy information. Concretely, first, LSH technique is recruited to protect
some privacy data of users, e.g., the historical service quality data observed by a user;
second, MinHash (a LSH variant) technique is employed to protect another type of user
privacy, e.g., the service set ever invoked by a user. Finally, through a set of experi-
ments conducted on a real-world distributed service quality dataset WS-DREAM, we
validate the feasibility of our proposal in terms of service recommendation accuracy
and efficiency while guaranteeing privacy-preservation.

As LSH is essentially a probability-based technique, our proposed service rec-
ommendation approach SerRec,,,,.; sy may fail to generate any recommended result in
certain situations. In the future, we will investigate this unexpected recommendation
failure problem and further refine our work so as to improve the recommendation
robustness.
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Abstract. K-means algorithm for data mining is combined with differential
privacy preservation. Although it improves the security of data information, the
selection of clustering number and initial center point is still blind and random.
In this paper, we integrate an optimized Canopy algorithm with DP K-means
algorithm, and apply it to Hadoop platform. Firstly, we optimize the Canopy
algorithm according to the minimum and maximum principle and use the
functions of the MapReduce framework to implement it. Secondly, we utilize
the number and the set of center points obtained to implement the DP K-means
algorithm on MapReduce. As a result, the improved Canopy algorithm can
optimize the selection of the number of centers and clusters on Hadoop platform,
so the proposed K-means algorithm can improve security, usability and effi-
ciency of calculation.

Keywords: Big data - Differential privacy + Data mining - Canopy algorithm

1 Introduction

Since 2012, big data technology has grown rapidly around the world and received wide
attention in global academia, industry and governments. The huge application
requirement and potential value greatly contribute to the rapid development of big data
technology, and promote the development of various technical aspects and system
platforms. Among many technologies and systems for large data processing, the
mainstreams include MapReduce that was invented by Google in 2003 and Hadoop
that was launched by open-source organization Apache in 2007 [1]. Especially,
Hadoop provides a distributed computing environment with open-source scalability
and high reliability, which is highly efficient for a large number of data processing.
With the rapid development of big data technology, data sharing has become
increasingly important, and people are more and more concerned about the privacy
issues of big data. The problem of privacy preservation in data release and data mining
is a hotspot in the field of information security. Until now, there exists many privacy
preservation technologies in this area, such as k-anonymous, I-diversity, but they do not
strictly define the attack model and the attacker’s knowledge cannot be quantified. In
2006, Dwork [2] first proposed a differential privacy algorithm to fundamentally solve
this problem. Differential privacy preservation [2] has many advantages. For example,
it has a strictly defined privacy preservation and a reliable quantitative method.
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In addition, it can resist a variety of new attacks. So its idea is quickly recognized by
academics and widely used. As we know, cluster analysis (clustering) is an important
method of data mining. K-means clustering based on partitioning is the most widely
used as classical clustering algorithm. As a main direction, many scholars combine
differential privacy and cluster analysis to provide valuable information while pro-
tecting data privacy as much as possible. In 2005, Blum et al. [3] achieved a differential
privacy K-means algorithm in the SuLQ platform, but the query function is sensitive
and does not give how to set the privacy budget. Nissim et al. [4] proposed a PK-means
method to make K-means clustering satisfy differential privacy preservation, and also
gave a way to calculate the sensitivity of query functions. Li et al. [5] proposed an IDP
K-means algorithm in a distributed environment. It not only improves the usability of
clustering methods, but also provides strong security and privacy preservation for
MapReduce calculation. Although the scheme can be implemented based on a dis-
tributed environment, it is random for the selection of the number of clusters and the
initial center point. It increases the number of iterations and reduces the availability of
clustering results. So it is a good solution to improve the selection of a center point. As
we know, the Canopy algorithm is a clustering method which was proposed by
Mccallum et al. [6] to realize the clustering of high-dimension big data sets. The K-
means clustering combined with the Canopy algorithm will reduce the number of
iterations. However, the choice of regional radius and initial center point in the algo-
rithm is still blind and random, which will directly affect the clustering results.
Therefore, the optimization of the Canopy algorithm will benefit both clustering and
privacy preservation.

In this paper, we optimize the Canopy algorithm based on the minimum and
maximum principle [7], integrate the optimized Canopy algorithm with DP K-means
algorithm, and design a DP Canopy K-means algorithm for privacy preservation based
on big data platform. Compared with the traditional K-means algorithm, the proposed
algorithm improves security, usability and efficiency of calculation.

1.1 Hadoop Platform

Hadoop [1] was developed by the Apache Software Foundation which is a popular top
open-source distributed computing platform. Hadoop platform provides a distributed
computing environment with open-source scalability and high reliability, which makes
full use of cluster resources to store big data and perform extremely complex opera-
tions. Its distribution characteristic is embodied in the master-slave structure, which is
shown in Fig. 1.

The MapReduce framework is applied to the parallel programming interface of
large-scale data sets, using the idea of “divide and rule”. MapReduce provides the
functions of map and reduce to develop distributed applications. JobTracker is used to
assign and manage tasks and TaskTracker is used to perform tasks. The diagram of
MapReduce operating principle is shown in Fig. 2.

As can be seen from the above figure, the main controller is the JobTracker node
which is responsible for task assignment and execution. Map and Reduce tasks are
performed by the TaskTracker node. The input of Map task is a number of file blocks,
and the Map task converts a file block to a set of key-value pairs. The master controller
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Fig. 2. MapReduce operating principle

collects a set of key-value pairs from each Map task and assigns a set of key-value pairs
to the Reduce task. Application programs improve operational efficiency according to
the MapReduce operating principle.

1.2 Differential Privacy Preservation Model

The key to achieving differential privacy is the noise mechanism. The commonly used
noise mechanism is Laplace method and exponential method. A data set usually uses
the Laplace method, while the exponential method is applicable to non-numerical
results. For a data set, here we introduce the former.

The Laplace method implements e-differential privacy preservation by adding
random noise of the Laplace distribution to exact query results. When the position
parameter is 0 and the Laplace distribution with a scale parameter b is Lap(b), the
probability density function is:
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p(x) = -exp(— ), b = Af /e (1)

Supposing that there is a query function f, f(D) denotes the function in the data set
D on a query. By adding the stochastic noise for the Laplace distribution to f (D), the
final query result obtained by the algorithm is f(D) + Lap(b).

By means of the traditional K-means algorithm, we can see that the key to the
disclosure of privacy is the cluster center. The release of a data set does not require
detailed data point information. It is only necessary to publish a approximate value of
the cluster center, which can protect data privacy and do not affect the accuracy of
clustering results.

The DP K-means algorithm satisfies the definition of differential privacy by adding
appropriate noise to the center point. The algorithm is described as follows:

Stepl: In the data set D, randomly choose K center points cy,cs,...ck and add
them to noise. Here, we take them as the initial center points;

Step2: Calculate the Euclidean metric between each data point x; and center point
in the data set D and assign it to the nearest center point. We finally get the
K sets.
The Euclidean metric is:

d:\/m’ if P = P, (2)

Step3: Calculate the sum of points (sum) within D; and the number of points (num)
within D;(1 <i<K), add noise (Laplace noise) to sum and num and update
the center point;

Step4: Step2 and Step3 are repeated until the center point does not change or the
number of iterations reaches the upper limit.

The calculation of the center point deviation is:
D= ZTZI [min,:L,“k distance(x;, c,)2 (3)

The DP K-means algorithm solves the privacy preservation of information, but
there are still some shortcomings in practical application.

(1) A large number of simulation experiments show that the DP K-means algorithm is
more sensitive to the selection of initial center points. Noise is added to the
clustering center point after each iteration, which makes a center point increas-
ingly deviate. When the privacy budget is below a certain value, the algorithm
adds greater noise. This will result in a rapid decline in the accuracy of clustering
results.

(2) There is no particular criterion for the choice of the number of clusters K, and it is
not possible to determine whether K is the optimal value by experience.

(3) There is no explicit set of privacy budgets during the clustering process.

(4) Tt is difficult to set the sensitivity Af for different data sets when adding noise.



A DP Canopy K-Means Algorithm for Privacy Preservation 193

In view of the above shortcomings, Dwork [8] presented the importance of privacy
budgets in the DP K-means process and how to reasonably consume the privacy
budget. Li [5] proposed an IDP K-means algorithm in a distributed environment. It not
only improves the usability of clustering methods, but also provides strong security and
privacy guarantee for MapReduce calculations. By combining the DP K-means algo-
rithm with the Canopy algorithm, we can determine the number of clusters and reduce
the number of iterations. In order to conveniently set the sensitivity, the data set is
normalized when the algorithm is designed. We focus on the optimized Canopy
algorithm based on the minimum and maximum principle. The improved algorithm can
solve the blindness and randomness of both region radius and initial center point.

2 The Proposed Scheme

Cluster analysis algorithm will be implemented on the Hadoop platform, primarily on
MapReduce. The proposed algorithm uses the optimized Canopy algorithm to get the
number of clusters K, then use the DP K-means algorithm iteratively so as to get the
clustering center point which satisfies differential privacy preservation. It includes two
parts: (1) the optimized Canopy algorithm in MapReduce to decide the number of
clusters and the initial center point. (2) the DP K-means algorithm in MapReduce to
make K-means clustering satisfy differential privacy preservation.

2.1 Optimized Canopy Algorithm

The traditional Canopy algorithm is affected by the regional radiuses 7 and 7,. When
T, is too large, it will make a point belong to multiple Canopies. When T, is too large,
it will reduce the number of clusters. In addition, the number of initial center points of
Canopy decides the number of clustering classes K, which is usually set by experience
or multiple experiments. For different data sets, the value of K is not available for
reference. In order to solve the problem of the regional radius and the random selection
of initial center point of Canopy, we use an optimized Canopy algorithm according to
the minimum and maximum principle to improve the classification accuracy of a K-
means algorithm.

The basic idea of the Canopy algorithm is that a data set is divided into several
Canopies, and the distance between any two Canopy centers represents the clustering
distance. In order to avoid the clustering result is local optimum, the distance between
the initial center points of Canopy should be as far away as possible. Based on the
above idea, we assume that the first m points are known. Then the m + 1 center point of
Canopy should be the maximum of the minimum distance between the candidate data
point and the previous m center points, which can be denoted by

DistCollect(m+ 1) = min{d(x,, 4 1,%,),r = 1,2,...m} @)
Distmin(m+ 1) = max{min[d (x;, x,)],i # 1,2,...,m, 1 <i<L}

L indicates the amount of data in the data set in the current task. DisCollect(m + 1)
indicates the minimum distance between the m + 1 center point to be decided and the



194 T. Shang et al.

center point of the previous m-defined Canopy. Distn;, indicates that the optimal x,, + |
should be the largest of all shortest distances.

Such method avoids the setting of regional radius 7,. In addition, it gives the
following rules in practical application: when the number of Canopy is small or bigger
than the true value of a category, Disty,, shows a small change. When the number of
Canopy is close to or reaches the value of a category, the distance exhibits a large
mutation. In order to confirm the optimal number of Canopy centers and the regional
radius T}, we introduce Depth(i) indicators to represent the range of change in Dist;y,.
It is defined as follows:

Depth(i) = |Distmin(i) — Distuin(i — 1)| + | Distuin (i + 1) — Distyn (i) (5)

When i reaches the optimal clustering, Depth(i) reaches the maximum value. In this
case, the first i record of the center point set is the optimal initial center point, and in
order that the final cluster center falls in the range of Canopy, we can set T} = Disty;y.

The Canopy algorithm based on the minimum and maximum principle costs too
much time especially in dealing with massive data in a distributed environment. And
the initial center point is not the center of the final cluster. Taking into account the
above problems, we use the optimized method. Firstly, the data points in a data set that
have the farthest initial distance are replaced by data points whose distance from the
origin of coordinates is the nearest or farthest. The process of selecting the center point
is shown in Fig. 3. Secondly, for massive data, we first obtain a local candidate center
point. Then we obtain the global center point on this basis. Thirdly, in order to reduce
the number of iterations, when the algorithm iterates to V/L, it terminates. Here L is the
size of node data.

Fig. 3. Optimized Canopy algorithm

The optimized Canopy algorithm runs under a distributed computing model, which
is divided into Map function and Reduce function.
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Input: A data set D, a data set scale N

The data is normalized. The records in the data set are denoted as x;(1 <i <N) and
the dimension is d. Each dimension of the record in the data set D is normalized to the
interval [0, 1]. Then we can get a new data set D',

For Map function:

Input: A data set D'

Output: A center point set O

Stepl: Q = null; Set the number of iterations V/L: L is the total amount of data in
the current Map task.

Step2: Loop on the condition of i <+/L

If O is null, find the minimum distance between the data point and the origin of
coordinates by the formula 4 and save the point to the set Q.

Otherwise, find the maximum of the minimum distance between the data points in
the current Map task and the data points in Q by the formula 4 and save the point to the
set Q.

For Reduce function:

Input: A center point set for each node of Canopy Q = {Qy,...O,}

Output: A final set U of canopy center point and radius 7

Stepl: Calculate the total amount P of data for the set O

Step2: Loop on the condition of i<+/P, find the maximum of the minimum dis-
tance among the data in the data set Q by the formula 4 and save it to Q'

Step3: Calculate the total amount K of data for the set O

Step4: Loop on the condition of j<K, find the maximum of Depth(i) by the
formula 5 in the set Q" and output Ty = Distmin (7). Assign the first i points in
Q' to the set U

After the above steps are completed, the optimized Canopy algorithm outputs the
center point set U and saves it as a file. We use the Map function to calculate the
distance between the node data and the data points in all canopies. We use the
Euclidean metric (Formula 2) to calculate the distance. If D <T), the node data is
marked with the corresponding Canopy. Then the algorithm outputs the final result.

2.2 DP Canopy K-Means Algorithm

In the previous section, we get the maximum of Deprh(i) that is the optimal clustering.
On this basis, DP K-means clustering will greatly reduce the number of iterations and
improve the efficiency of clustering.

Assume that the number of clusters K is known. The DP K-means algorithm based
on the optimized Canopy is designed as follows:

Stepl: The main task driver calculates the number of data points num2 and the sum
of data points sum?(1 <k <K) within each Canopy. After adding noise
separately to them, we get numg, and sumg,. The Laplace noise is usually
used. Calculate 4§ = sum), /numf. i) is the initial center point.
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Step2: The master task divides all data records into M data slices on average.
Meanwhile it assigns M sub-tasks to perform Map operations and assigns K
sub-tasks to perform Reduce operations.

Step3: The Map function calculates and compares the distance between the marked
input data point and the center point. Output the current data and its cor-
responding the nearest distance center point. Each record can get a
(key, value) pair where key represents a cluster center identity, and value
represents the attribute vector of a record.

Step4: The Reduce function receives (key,value) pair that belongs to the same
center point. Calculate sum and num. Then add noise to them to get the
center point .

Step5: The task accepts the output u of each Reduce node. Calculate whether the
distance between the current round and the last cluster center point is less
than the threshold. If the distance is less than the threshold or the number of
iterations is full, the algorithm terminates. Otherwise it repeat
Step3 ~ Step5.

To complete the above two aspects, we get the final clustering center.

3 Scheme Analysis

3.1 Privacy Analysis

According to the nature of the differential privacy preservation algorithm, we can see
that the privacy budget of the whole algorithm is:

&= Zj:l & (6)

T is the total number of iterations. In terms of budget allocation, we use a strategy
that consumes half of the remaining private budgets for each iteration. The privacy
budget for the ¢ th iteration is ¢ = ¢/2".

In each round iteration, since the K Reducer nodes perform the operations inde-
pendently, the result of each iteration is equivalent to the parallel combination of the
Reduce operations. According to the nature of the differential privacy, it is necessary to
satisfy the ¢ - differential privacy so that each Reducer sub-task in a distributed
environment satisfies ¢, - differential privacy.

As can be seen from the definition of global sensitivity:

AF = maxp p|[F(D) — F(D')|], ()

F is the query function. Data sets D and D’ are identical or differ by only one
record. || ||, represents the sum of the absolute values of the elements of a vector.

As can be seen from the above definition, Af;,.., the global sensitivity of num,
equals 1. If the dimension of the point is d, the global sensitivity of sum is Afy,, = d.
Thus the global sensitivity of the entire query sequence is Af = d + 1.
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For the calculation of the initial center point, num{ and sum{ add random noise
Lap(d +1)2 /e, respectively. Meanwhile random noise Lap(d +1)2'"" /¢ is added to
numy, and sumy at t -th iteration in the algorithm. These ensure that the DP Canopy K-
means algorithm under the MapReduce framework satisfies e¢-differential privacy
preservation.

Compared with the traditional DP K-means algorithm, the improved calculation
process of initial center point can reduce the number of iterations of the algorithm
under the same privacy budget, and reduce the addition of random noise.

3.2 Scheme Complexity Analysis

The DP K-means algorithm randomly selects K data as the initial clustering centers,
then iterates the execution. The whole algorithm runs until the center of gravity of a
class will no longer change. The traditional DP K-means computational complexity is
O(dK?t). d is the number of documents, K is the number of classes, and ¢ is the number
of iterations. In the case of the DP K-means optimized by the Canopy algorithm, the
division of Canopies is a division of points. That is, a point may also belong to n
Canopies. The cluster must be compared dKn’t / c times, where c¢ is the number of
Canopies.

4 Conclusion

By combining the optimized Canopy algorithm with the DP K-means algorithm, we
design a new algorithm and implement it in the MapReduce framework. The algorithm
takes into account the factors such as the number of clusters and the selection of initial
center points, so that the availability of clustering and the efficiency of cluster analysis
are greatly improved.
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Abstract. Mobile Security becomes increasingly important nowadays
due to the widely use of mobile platforms. With the appearance of ARM
virtualization extensions, using virtualization technology to protect sys-
tem security has become a research hotspot. In this paper, we propose
HypTracker to detect malicious behaviours by analyzing the system call
sequences based on ARM virtualization extensions, which can intercept
the system calls at thread level transparently with Android and gener-
ate the system call sequences. We put forward a sensitive-system-call-
based feature extraction model using Relative Discrete Euclidean Dis-
tance and a greedy-like algorithm to generate the malicious behaviour
models. At runtime, a sliding-window-based detection module is used to
detect malicious behaviours. We have experimented with the samples of
DroidKungfu and the result validates the effectiveness of the proposed
methodology.

Keywords: Android - Virtualization - ARM - Hypervisor + Malware
detection

1 Introduction

Mobile platform is becoming increasingly important in modern life. People rely
more on mobile devices to handle their daily affairs, such as social activities,
mobile payments, electronic banking, internet of things [11] and so on. Hence,
personal privacy information stored on individual devices has become the target
of hacker attacks, which may have a major impact on all aspects of lives, such
as personal data disclosure or even property damage. Therefore, the security
problem on mobile platform has been a research hotspot for information security
researchers nowadays.

The existing protection technologies mainly focus on the application level
malwares. Some methods detect malicious behaviors by tracking the information
of API [6,9,14]. However, some malicious softwares bypass the detection by using
native codes to call the system functions directly. Other protection methods can
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hook the system calls [12]. But some kernel level attacks can bypass or even
shutdown the relevant protections because no software has higher privilege level
than the kernel level attacks.

Virtualizaiton technology has been widely used in cloud computing platform.
In addition, it has also been used for x86 platform system level security pro-
tection. In 2011, ARM proposed virtualization extensions. Subsequently, many
researchers use virtualization technology to protect the system security of mobile
platform [4].

Therefore, we propose HypTracker, a secure protection hypervisor based on
ARM virtualization to defend the malicious behaviours by tracking the sequences
of the system calls. In this paper, our contributions are as follows:

— We design a hypervisor to hook the system calls and generate the system call
sequences. ARM virtualization technology is used to hook the system calls
in the supervisor mode directly and save the sequences in the hypervisor.
Meanwhile, the hypervisor uses different methods to get the parameters based
on the instruction types.

— We propose a sensitive-system-call-based feature extraction model using Rel-
ative Discrete Euclidean Distance and a greedy-like algorithm to generate
malicious behaviour models. Relative Discrete Euclidean Distance is used to
calculate the similarity of two system call sequences, while the greedy-like
algorithm is used to generate the malicious behaviour model.

— At runtime, HypTracker uses a sliding-window-based detection module to
detect malicious behaviours. Once the system call sequence matches one of
the malicious behaviour models, it represents the occurence of the malicious
attack and will trigger the interception of the attack by the hypervisor.

ORGANIZATION. In the next section, we introduce the background knowledge
of ARM virtualization extensions and the design of HypTracker. In Sect. 3, we
present the design of interception module. The learning module and the detection
module are elaborated in Sects.4 and 5, respectively. We then present related
work in Sect. 6. At last we give a conclusion in Sect. 7.

2 Overview

In this section, we will introduce the background knowledge of ARM virtualiza-
tion extensions and the design of HypTracker.

2.1 Background

In 2011, ARM introduced hardware virtualization support as an optional exten-
sion in ARMv7 [1] gradually.

The virtualization extensions introduce a new non-secure privilege level
called the hyp mode to hold the hypervisor. As is shown in Fig.1, the hyp
mode has a higher privilege level over the operating system (OS) kernel level
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(the supervisor mode). In the hyp mode, there are its own Exception Link
Register (ELR_hyp), Saved Programme Status Register (SPSR_hyp) and Stack
Pointer (SP_hyp). Besides, two main registers are also the significant com-
ponents, i.e. Hyp Configuration Register (HCR) and Hyp Syndrome Register
(HSR). HCR is used for the configuration of virtualization, such as defining
whether various non-secure operations are trapped to the hyp mode. While HSR
is used for recording the information of entering the hyp mode.

Non-secure State Secure State

PLO User Mode User Mode
(Non-privileged)

PL1

(Privileged)

P L2 Hyp Mode
(More Privileged)

Fig. 1. The architecture of ARM processor with ARM virtualization extensions

There is a hypervisor in the hyp mode to monitor the upper mode (i.e.
the supervisor mode and the user mode). The hypervisor is also called virtual
machine monitor (VMM), which can intercept many types of operations with
the different configurations of HCR. For instance, the hypervisor traps general
exceptions such as Supervisor Call exceptions when HCR.TGE is set to 0x1.
There is also a call for entering the hyp mode from the supervisor mode named
Hypervisor Call (HVC). The virtualization extensions use previously unused
entry (0x14 offset) in the vector table for the hypervisor traps.

The virtualization extensions also provide a non-secure PL1&0 stage-2 trans-
lation table, which is a separate page table from the non-secure PL1&0 stage-1
translation table in the supervisor mode. The translation using the non-secure
PL1&0 stage-1 translation table is from Virtual Address (VA) to Intermediate
Physical Address (IPA), while the translation using the non-secure PL1&0 stage-
2 translation table is from IPA to Physical Address (PA). The non-secure PL1&0
stage-2 translation table can only be accessed in the hyp mode so that it can be
used for protecting the memory.

2.2 Design

HypTracker is an ARM-based hypervisor, which can track the system
calls sequences of the softwares to detect the malicious behaviours. Hyp-
Tracker consists of three modules: interception module, learning module
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and detection module. Comparing to other related tools, HypTracker has the
following advantages:

— The hypervisor running in the hyp mode has higher privileged level than the
guest OS running in the supervisor mode. Therefore, HypTracker will never
be shutdown by other malwares running in the supervisor mode.

— The hypervisor hooks the system call right after the execution of swi, so that
the attacks in kernel cannot hijack the control flow.

— Compared with some softwares using the method of hooking the Android
API, HypTracker can intercept the malicious behaviours which use JNI or
private lib to behave the malicious acts.

3 Interception Module

Interception Module is used to intercept the system call and get the sequences
of the system calls. The hypervisor needs to intercept every system call, at the
same time, get the relevant system call number and the parameters.

3.1 Interception of System Call

The main challenge in the interception module is the way of intercepting the
system call. Although setting HCR.TGE to 0x1 can route all the system call
to the hypervisor, the hypervisor needs to simulate all the system calls which
makes the hypervisor more complex. Therefore, a piece of hook code is added to
enter the hyp mode actively.

Original System Call Flow. After the swi instruction is issued, the Program
Counter (PC) jumps to the exception vector table in the supervisor mode. The
offset of the supervisor call is 0x8, running “ldr pc, __vectors_start+0x1000”. This
instruction then loads the value saved in the address __vectors_start+0x1000 into
PC. And the value is the start address of the system call handler.

Hook. At the system boot time, the hypervisor creates a new page to place
the hook code and sets the page inaccessible. Then it saves the original value at
the address __vectors_start+0x1000 and replaces it with the start address of the
hook code. The hook code issues an hvc instruction to get into the hypervisor.
After the hypervisor returns, PC will be loaded with the original value at the
address __vectors_start4+-0x1000. Then the program handles the system call as
usual.

3.2 Parameter Acquisition

After the program is trapped into the hyp mode, the hypervisor needs to analyze
the system call number and the relevant parameters.
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There are two kinds of instruction sets in ARM, which are ARM and Thumb.!
Thumb instruction set is a subset of ARM instruction set. Thumb instructions
can be shorter than ARM instructions, which can save the memory of the system.
In ARM, the T bit of the Current Program Status Register (CPSR) shows
whether the current instruction set is Thumb. Namely, 1 means Thumb and 0
represents ARM. Figure 2 shows the format of CPSR.

3130 29 28127 26 25 24123 2019 16115 | 10 98{7654i321 0|
Reserved, ) . )

Nfz|c|v|a )| Raz/saze | GEBOI IT(7:2] E|A[1[F|T| Mi40]

\ Y J L Y J L )

Condition flags  1T[1:0] Mask bits

Fig. 2. The format of CPSR

Thumb uses Register 7 (R7) to save the system call number. While there are
two ways to save the system call number in ARM instruction set. Two kinds of
Application Binary Interface (ABI) are used in ARM: Old Application Binary
Interface (OABI) and Embedded Application Binary Interface (EABI). In OABI,
the system call number is a parameter of the SVC instruction. While the system
call number is saved in R7 in EABI.

The parameters in ARM are passed using registers. Register 0 (R0) to Reg-
ister 4 (R4) save the needed parameters. The hypervsior will get different kinds
of parameters according to the system call number.

3.3 Thread-level Hook

There are many threads running in a process at the same time in Android. If
the system call interception is the process-level, the unrelated running thread
may affect the detection accuracy of the malicious behaviours. Therefore, the
interception must be thread-level.

At the running time of thread, different threads have different stacks. The
hypervisor can use the user mode Stack Pointer (SP_usr) to recognize differ-
ent threads. As the definition in Linux kernel shown in Fig. 3, the PAGE_SIZE
is 0x1000 and the THREAD _SIZE is 0x2000. Hence, the THREAD _MASK is
~ (THREAD_SIZE - 1) = 0xFFFFE000. The hypervisor can use SP_usr &
THREAD_MASK to get the THREAD_INFO for the recognition of different
threads.

! In fact, there are four kinds of instruction sets: ARM, Thumb, Jazelle, and Thum-
bEE. The latter two kinds of instructions sets are related to Java, which is out of
our scope in this paper.
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Linux/arch/arm/include/asm/page.h

#define PAGE_SHIFT 12
#define PAGE_SIZE (_AC(1,UL) << PAGE_SHIFT)

Linux/arch/arm/include/asm/thread_info.h

#define THREAD_SIZE_ORDER 1
#define THREAD_SIZE (PAGE_SIZE << THREAD_SIZE_ORDER)

Fig. 3. The definition of THREAD_SIZE in Linux kernel

4 Learning Module

Interception module is used to generate the system call sequence. Then it can
be analyzed by the learning module and the detection module.

For one specific kind of malware, the malicious code is completely the same.
However, there are many kinds of variants for one given kind of malware. The
core actions are the same, but the malware maker may add or delete some
unrelated instructions to perform confusion. Therefore, trapping all the system
call sequences simply can’t find the variants of the malware. As a result, we
propose a sensitive-system-call-based feature extraction model in the
learning module.

Next, we use the samples of DroidKungfu as an example to introduce the
details of the learning module and detection module based on our practical
experiment results. DroidKungfu is a typical malware modifying the system
files. When the malware runs, it loads its own library to run JNI code, which
releases the malicious code saved as the data.

4.1 Sensitive System Call

Among more than 300 system calls in Linux kernel, many of them are not sen-
sitive, such as gettid, close, sync and so on. It is necessary to focus on the mod-
ifications of the system files because they are the main infection targets of the
malicious code. Therefore, we choose the following system calls as the sensitive
system calls?.

— int unlink(const char *pathname);
This system call is used to delete the file from the system. As the application
may delete its own file, the hypervisor needs to get the parameter of the
system call. The pathname starting with “/system/” will be tagged as a
sensitive system call because the application is deleting a system file.

2 The choice of the sensitive system calls is based on the study of the malicious codes.
Other sensitive system calls can also be added if necessary. But the performance and
the complexity needs to be taken into account.
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— int chmod(const char *path, mode_t mode);
This system call is used to change the permissions of a file. The parameter
path starting with “/system/” will be recorded as a sensitive system call
because the application is modifying the permissions of a system file.

— int open(const char *pathname, int flags, [mode_t mode));

In a regular view, open() is a common system call. Even though the applica-
tion may open a system file and read it, it doesn’t mean the absolute influence
to the users’ systems. In fact, write() and ioctl() are more sensitive. But in
the practical experiments we find that if the malware fails to open the
system file in any cases, such as no existing file or encountering permission
problems, it won’t continue to call write() or ioctl(). Therefore, we define
open() as a sensitive system call and check whether the pathname starts with
“/system/”.

4.2 Definition of Seq(x)

The sequence of the sensitive system calls only shows the accessing status to the
system file from the application, which can’t reveal the actual operation of the
malware. The real malicious behaviours needs to be recognized by the combined
utilization of the sensitive system calls and other system calls.

We represents the sensitive system call as C'(z), in which x represents the
name of the system call. Meanwhile, a sequence centered on the sensitive system
call is defined as Seq(x), which contains eleven elements. The concrete definition
of Seq(z) with different sensitive system calls can be shown as follows:

Definition 1

Seq(open) : C(open),ai,asz,as,as,as, ag, ar, ag, ag, 1o
Seq(chmod) : bs, by, bz, ba, b1, C(chmod), ay,as,as,aq, as
Seq(unlink): blo,bg,bg,b77b6,b5,b4,b3,b2,b1,0(u’nlink’)

In the sequences above, b, and a, represent the other system calls. The
formats are different due to the semantics differences of C(x). To be specific,
since the system call unlink() is used to delete the system file, the handling
of the system file will be in front of the execution of unlink(). While open() is
the start operation of the system file, the system calls following it are needed.
For the same reason, chmod() is used to modify the permissions which is in the
middle of the handling process, the context of chmod() is required.

4.3 Feature Extraction

For a set of applications with the same kind of malicious behaviours, HypTracker
needs to extract the feature based on the system call sequences. Therefore, we
put forward a feature extraction algorithm to generate the feature sequence
models of the malicious behaviours.
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Acquisition of Seq(z). For a set of applications apky, apks, ..., apk,, Hyp-
Tracker runs these applications and gets the system call sequences of the apks.
Then, HypTracker uses the sequences of the first two apks to generate an original
model and use other sequences to optimize the model by turn.

Experiment Result. For the sequences of the first two samples of Droid-
Kungfu, HypTracker can find the Seq(x) with the same C(z), such as
C(open[“/system/[lib/libbdl.s0”]). Note that the same C(x) means the same
sensitive system call with the totally same value of “path/pathname”. The
Seq(open|“/system/lib/libbd1.s0”]) of the two apks are as follows:

apkl : C(open), close, chmod, chown32, [stat64, gettimeo fday,

settimeo fday, open, fstatbd, read, mount
apk2 : C(open),ioctl, close, gettimeo f day, settimeo fday, open,
fstat64, mprotect, mprotect, read, mount

Calculation of Similarity. To confirm whether these two Seq(x) sequences of
two apks represent the same action, it is necessary to calculate the similarity of
the two sequences. We use Relative Discrete Euclidean Distance (RDED)
to calculate the similarity, which has the similar format as Euclidean Distance
but different definition. RDED can be defined as follows:

Definition 2. For two sequences A : ag,a1,a2,...,a, and B : by, by, ba, ..., by,
the Longest Common Subsequence (LCS) can be represented as LCS{a;} or
LCS{b;} as follows:

iy Ajy g Qg 3 Qg y -eny Qg Ogim—l < i?rL STL
bjovbjmbjzabjga“'abjl Ogjmfl <]m Sn
Ay = bjl

The Relative Discrete Euclidean Distance RDED(A, B) is defined as:

RDED(A,B) = ,| Y DIS(ax, B)?
k=1

DIS(ay, B) = [lim, — tm—1| — |dm — Jm—1||] whenay € LCS{a;}and k = i,,
PP 10 when ay, ¢ LCS{a;}

In Definition 2, when ag = by = C'(open) and n = 10, RDED is the distance
of Seq(open) between two apks. In the same way, for the Seq(unlink), Hyp-
Tracker sets the element which is the nearest to C'(unlink) as by in Definition 1.
It can be handled as a reverse of Seq(open). For the C'(chmod), it can be divided
into two subsequences to calculate the DIS(ay, B), then HypTracker calculates
the RDED for them together.
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HypTracker will calculate the RDED for every Seq(z) with the same sensi-
tive system call and “path/pathname”. If two Seq(x) sequences have more than
one LCS, HypTracker calculates every RDED for different LCSes and use the
minimum RDFED value as the final RDED.

The smaller value of RDED means more similar for two sequences. If the
RDED value is less than 25, it can be concluded that these two Seq(z) sequences
are similar.

Experiment Result. In the samples of DroidKungfu, the two sequences of
Seq(open[“/system/lib/libbdl.s0”]) are named as seq; and seqs:

seqy : Copen)q,, closeq, , chmod,,, chown32,,, lstat64,, , gettimeo fday,.

settimeo fdaya,, 0pen,,, fstatbd,,, read,,, mount,,,

seqa : C(open)p,, toctly, , closey, , gettimeo f dayy, , settimeo f days, , openp,

fstatbdy,,, mprotecty, , mprotecty,, readp, , mounty,,

The LCS is as follows:

LCS : C(open)qg,by, closeq, p,, gettimeo fdayqs by, settimeofdayag b, , 0PENa; by s
fstatbdag pg,readq, by, mounta,, by,
As ag = bg = C(open), a1 = by = close € LCS, DIS(a1,B) = ||[1 —0| — |2 —

0]| = 1. While ag = chmod ¢ LCS, DI1S(az, B) = 10. In this way, the value of
DIS(ay, B) are calculated and listed in Table 1.

Table 1. The DIS(ax, B) results for Seq(open[“/system/lib/libbdl.s0”])

Valueof £k |12 |3 |4 |5/6/7[8/9 10
DIS(ax,B)|1]/10{10/10(3/0|0/0|2|0

Therefore, the RDED(A,B) = +/>.,._, DIS(ay,B)? = 17.72. Because
RDED(A, B) < 25, it is tagged as similar to be handled further.

Feature Extraction. After deleting the dissimilar sequences pairs, HypTracker
will get the pairs of the similar sequences. HypTracker uses a greedy-like algo-
rithm to get the feature sequence model, which has the following steps:

— Stepl. HypTracker will get all Seq(z) sequences with the distances less
than 25 to build a sequence, named SFEQ(apki) and SEQ(apks) for each
apk respectively. Define the length of SEQ(apk;) as m and the length of
SEQ(apks) as n.
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Table 2. The RDED results for DroidKungfu

0 1 2 3 4 5 [§ 7
0| aoo |Seq(A)|Seq(B)|Seq(C)|Seq(D)|Seq(E)|Seq(F)|Seq(Q)
1[Seq(A)| 22.52 - - - - - -
2|Seq(B)| - 22.43 - - - - -
3|Seq(C)| - - 22.43 - - - -
4|Seq(D)| - - - 22.43 - - -
5|Seq(E)| - - - - 14.14 - -
6|Seq(G)| - - - - - - 24.60
7|Seq(F)| - - - - 17.72 -
8|Seq(F)| - - - - - 22.41 -
9[Seq(F)| - - - - - (2241 -

0 1 2 3 4 5 6 7 8 9
0| boo |Seq(H)|Seq(H)|Seq(H)|Seq(I)|Seq(H)|Seq(J)|Seq(H)|Seq(H)|Seq(K)
1[Seq(H)[ 0 | 2466 | - - - - - - -
2|Seq(H) - 20.40 | 17.32 - - - 24.90 | 24.52 -
3| Seq(I) - - - 20.40 - - - - -
4|Seq(H)| 17.38 | 24.78 | 22.65 - 24.86 - - - -
51 Seq(J) - - - - - 17.58 - - -
6[Seq(H)| - - - - - — [ 2040 | 1428 | -
7|Seq(K) - - - - - - - - 0

— Step2. HypTracker then builds a table with the size m x n and fill it with
the RDED values. All the entries with different sensitive system call pairs or
with the value more than 25 will be represented as “-”. The example table can
be shown as Table 2, the entry can be named as “a;;” (1 <i <m,1 < j <n).

— Step3. HypTracker searches the table and finds the entry with the minimum
value, named as a;;. Then HypTracker will execute this step with the two
subtable {a11, ai—1;-1} and {ai+1j41, Gmn} recursively until there is no any
subtable.

— Step4. HypTracker links all the above entries and gets their Seq(z) sequences.
Then it gets the LCS for every Seq(z) pair and links them. The final sequence
is the malicious behaviour model.

Experiment Result. In the two samples of DroidKungfu, Table 2 shows the
RDED values for all the related system calls. Seq(A) — Seq(K) mean the
different kinds of sequences with different sensitive system call or different
parameters. For example, C(A) is C(open[*/system/lib/libc.so”]) while C(B)
is C'(open[“/system/lib/libstdc++.50"]). We use “a;;” and “b,,” to represent
these two subtable, respectively. The table is divided into two parts because
(1) these two tables have no directly related system calls, (2) and at the first
time to run Step 3 of the aforementioned algorithm, the value of b1; is 0 which
is the minimum value. Therefore, the {a11,a97} and {baa, b9} will be used in
next steps.

For the table {a;1, agr}, the minimum value is 14.14, the value of as5. There-
fore, there will be two subtable needed to be handled by HypTracker as Table 3.
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Table 3. The generated two subtables

0 1 2 3 4 5 6 7
0 Seq(A)|Seq(B)|Seq(C)|Seq(D) 5 Seq(F)|Seq(Q)
1[Seq(A)] 2252 | - - - 6[Seq(G)| - | 24.60
o[Seq(B)[ - | 2243 | - - 7[Seq(F)| 1772 | -
3|Seq(C)| - - 22.43 - 8[Seq(F)| 22.41 -
4|Seq(D)| - - - 22.43 9|Seq(F)| 22.41 -

Obviously, {a11,a44} can be taken out successively. While in {agg, ag7 }, the min-
imum value is 17.72, the value of azs. Then the subtable {ag7, ag7} has no value,
so the calculation is done.

Similarly, the calculation for the subtable {bag,b79} is shown in Fig. 4. For
every chosen Seq(z) using greedy-like algorithm, HypTracker adds the LC'S(z)
into the malicious behaviour model. As a result, the malicious behaviour
model is as follows:

LCS(A), LCS(B), LCS(C), LCS(D), LCS(E), LCS(F), LCS(H),
LCS(H),LCS(I), LCS(H), LCS(J), LCS(H), LCS(K)

1 2 3 4 5 6 7 8 9
1 Seq(H) | Seq(H) | Seq(l) | Seq(H) | Seq()) | Seq(H) | Seq(H) | Seq(K)
2 | Seq(H) | 20.40 | 17.32 ) - - - 2490 24.52

3| Seq(l) - - 20.40 B -

4 | Seq(H) | 24.78 | 22.65 - 24.86 0

5 | Seq() - - - - 17.58 i oON -

6 | Seq(H) - - - - - 20.40 | 14.28

7 | Seq(K) - - - - - - - \D 0

Fig. 4. The calculation for subtable {ba2, b7o}

After the original model has been built, HypTracker then uses the system
call sequences of other apks to perform the same calculation and minimize the
model to get the final malicious behaviour model.

5 Detection Module

After HypTracker has learnt the malicious behaviour model of the malicious
behaviour, this kind of malware can be detected by HypTracker. If there are a
series of Seg(z) sequences in the pending apk meeting LC'S(x) C Seg(z) for
every LCS(z) in the feature sequence model, it means that this apk has the
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same malicious behaviour as the model. HypTracker uses a sliding-window-
like mechanism to perform the detection as follows:

— At initialization time, HypTracker generates a sliding window sequence with
a length of 11, which has the same length as Seq(z). The elements in the
sliding window can be named as ey — e1¢ as shown in Fig. 5. Among them, ey
is the earliest element and epq is the latest one. HypTracker also generates a
handling queue with the same length as Seq(z). Every element in the queue
is consisted of the system call name C(x) and the corresponding sequence.

— At first, the sliding window is null. When HypTracker intercepts a system
call, the call will be added into the sliding window until the window reaches
the full length. When HypTrakcer intercepts any system call later, the sliding
window will move on to drop the earliest element and add the new system
call.

— If the intercepted system call is the sensitive system call, it will be added into
the queue. At same time, if this system call is C'(unlink), the current system
call sequence in the sliding window will be saved as Seq(unlink). When es
is C(chmod) or eg is C'(open), HypTracker saves the system call sequence in
the sliding window as corresponding Seq(chmod) or Seq(open) into the front
corresponding entry whose sequence value is “null” in the queue.

— When the front entry of the queue is filled with Seq(z), HypTracker will start
the comparison with the known models of malicious behaviours. If current
LCS(x) C Seq(z), HypTracker will use the next LCS(x) for the following
comparison. If the LC'S(x) is the last subsequence of the model, HypTracker
confirms that this apk has the related malicious behaviour and then alerts to
the user. It also uses the backups to recover the related system files.

€p €1 €2 €3 €4 €5 €6 €7 €8 €9 €10
la1[a2]as[aa]as[as | a7 ]as]asaidari|aiz a1z a4 ais are a1z ars arg azo
a) The sliding window when a1; is intercepted

€y €1 €2 €3 €4 €5 €g €7 €eg €9 €10
a1 az a3 as as as ar|as|agfaidaifaidaisfardars/aidairaigaig azo
(b) The sliding winodw when a1s is intercepted

Fig. 5. The samples of sliding window

Experiment Result. We use a system call sequence fragment of Droid-
Kungfu as an example, which has been shown in Table4.

After the learning of HypTracker, there are a lot of malicious behaviour
models in the database. We use the following three malicious behaviour models
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Table 4. An actual example sequence of DroidKungfu

a as as as as ae ar
settimeofday | Istat64 | stat64 C(open) | ioctl | close stat64
as ay aio a1 a2 a3 a4
C(open) ioctl close C(unlink) | sync | sync open
ais aie air a1s aig a20 az1
C(open) close | C(chmod) | chown32 |lIstat64 |stat64| C(open)
a2 a3 a24 azs az6 a7 a2s
ioctl close stat64 open ioctl | close | gettimeofday
a29 aso a31 as2 ass a34 ass
settimeofday | open fstat64 read mount | close unlink

as an example?:

modell : LCS(open), LC'S(open), LCS(open), LC'S(open), LC'S(unlink)
model2 : LC'S(open), LC'S(unlink), LC'S(chmod), LC'S(open), LC'S(open)
model3 : LC'S(open), LC'S(unlink), LC'S(open), LC'S(chmod), LCS(open)

At first, HypTracker intercepts settimeofday and saves it into e;g. When
HypTracker intercepts ay, it will add C(open) into the queue. Then HypTracker
also intercepts ag and adds it into the queue. When ejg equals aq; as Fig. 5(a),
it is C(unlink) and eq is aj. Therefore, HypTracker saves C(unlink) and the
sequence a; — a11 as Seq(unlink) into the queue as Fig. 6(a). When HypTracker
intercepts a4 and saves it into ejg, eg is C(open). Therefore, HypTracker saves
the current sequence in the sliding window into the first C'(open) entry of the
queue. Then HypTracker uses Seq(open) to compare with the malicious models.
Suppose all the three models satisfy LC'S(open) C Seq(open), then HypTracker
will prepare to compare the second elements of the models.

When HypTracker intercept aig, eg becomes ag as shown in Fig. 5(b). Hyp-
Tracker then saves the current sequence in the sliding window and performs the
comparison with the malicious model. Suppose the second LCS(open) is the
subset of Seq(open), then HypTracker will compare the third element in model
1 next time. As shown in Fig.6(b), the Seq(unlink) has been saved before.
Therefore, HypTracker also compares the Seq(unlink) with the models.

Using this method, HypTracker will accomplish the comparisons. When Hyp-
Tracker intercepts ags, it will compare the Seg(open) with the models. The third
model has reached the last LC'S, HypTracker will tell the user that the third
kind of malicious behaviour exists in this apk and then recover the related system
files automatically.

3 For simplicity, we hide the parameters of the system calls and suppose the parameters
are the same. But in practical, the files needed to be opened in different malicious
behaviours are different as a general rule.
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C(x) C(open) C(open) C(unlink)
sequence null null Seq(unlink)
front rear

(a) After the interception of a11

C(x) C(open) C(unlink) C(open) C(chmod)
sequence | Seq(open) Seq/(unlink) null null
front rear

(b) After the interception of ais

Fig. 6. The queue of the example

6 Related Work

The virtualization extensions on ARM is a new introduced technology. Nowadays
many researchers use this technology to protect the mobile systems. DroidVisor
[10] uses virtualization extensions to detect rootkit through detecting the hidden
modules and hidden processes. Horsch [3] built a framework tracking the control
flow to protect the programs. It used page fault to intercept the control flow.
This framework can intercept not only the system call sequence but also any con-
trol flow, but they didn’t give out any special modules to detect the malicious
behaviours. H-Binder [7] is proposed to protect Binder transaction data in the
kernel using virtualizaiton extensions. Generally speaking, different researchers
use the virtualization extensions on ARM to protect the system security in dif-
ferent ways. And there are many potential usages of the virtualization extensions
on ARM to be discovered.

In x86 platforms, there were many researchers using system call features to
detect the malwares. SCSdroid [5] was proposed to detect repackage malicious
applications using the system call sequences. It gave a way to train the case and
perform the detection. Ham et al. [13] used the called number of system calls
to build a pattern for malicious attacks. Wahanggara et al. [8] used Support
Vector Machine (SVM) method to analyze the system call to detect malwares.
Amamra et al. [2] used a system call filtering method to detect the malwares
which is similar with our method. They ignored the useless system calls and
also used the sliding window to analyze the model. But HypTrakcer can use an
easier approach to analyze the permission-related malwares which can prove the
performance distinctly. Meanwhile, all these methods are run in the supervisor
mode which have the same privileged level as some kernel attacks. Hence these
methods may not work or the interception of the system call may be effected
due to the disturbing of the kernel attacks.
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7 Conclusion

We have proposed HypTracker which can analyze the system call sequences
to detect the malicious behaviours based on ARM virtualization extensions.
HypTracker can intercept the system calls at the thread level and analyze the
sequences. It can learn and extract the malicious behaviour models of the mal-
wares families using Relative Discrete Euclidean Distance and the greedy-like
algorithm proposed in our paper. At runtime, HypTracker can use a sliding-
window-like mechanism to detect the malicious behaviours. We have imple-
mented the experiment on the samples of DroidKungfu to verify the learning
module and detection module. Our future work is to optimize the model and
put forward a new method to detect the unknown malwares based on the abnor-
mal system call sequences.
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Abstract. As cloud storage is developing fast with time going by, the design of
auditing protocols has caught a large number of researchers’ eyes. However,
though most of the existing auditing protocols have considered batch auditing to
save resources in the auditor side, the design of methods to locate the specific
positions of the corrupted data blocks is ignored. In this paper, we propose a
novel batch auditing protocol based on the Fibonacci sequence to save resources
in the cloud, which is an extension of our previous work. Experimental results
and numerical analysis indicate that the proposed scheme is efficient.

Keywords: Cloud storage - Auditing protocols - Batch auditing - The
fibonacci sequence

1 Introduction

Nowadays, cloud storage has been accepted by more and more individuals and cor-
porations for its on-demand outsourcing function, ubiquitous network access and
location-independent resources [1-5]. However, by using cloud storage, data owners
(DOs) longer hold the data locally and may suffer from the worries about the security of
the outsourced cloud data, for various internal and external security attacks in the
cloud. To be more specific, on the one hand, malicious network attacks, which are
external and familiar to the Internet users, threaten cloud data [6-8]. Hackers might
retrieve and steal cloud users’ data or even corrupt and delete the data, destroying its
confidentiality, integrity, and availability. On the other hand, the outsourced data might
suffer from cloud service providers’ (CSPs’) illegal behaviors. In particular, a CSP may
secretly delete some data in its storage cycle without authorization from the owners of
these data to save space for other clients’ data. On top of this, a CSP might attempt to
obtain the specific content of the data outsourced in the cloud.
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Hence, a large number of researchers have devoted themselves to the design of
auditing protocols to ensure the completeness and correctness of the outsourced cloud
data. At the very beginning, researchers considered auditing protocols as the private
one [9-11], in which the auditing tasks were conducted by DOs themselves. To be
more flexible, the public auditing was proposed [12—-15], in which a trusted third party
auditor (TPA) is introduced in the verification system to audit the cloud data. With the
proposal of public auditing, the burden on the DO side, especially the computational
burden, can be relieved substantially. However, once the auditing tasks are delegated to
the TPA, the security of the data and the DOs’ information may be under threatens. To
be more secure, the auditing protocols were designed to be privacy-preserving using
technologies like random masking and index hash table by some researchers later. It is
comprehensive that some data outsourced in the cloud may be altered from time to time
to keep up with the times. In order to make the auditing protocols more practical,
dynamic operations were supported by more and more protocols afterwards [16-20].
Besides, it is possible that sometimes more than one auditing tasks may be deputed to
the TPA, there