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General Co-chairs and Editors’ Message
for OnTheMove 2017

The OnTheMove 2017 event held October 23–27 in Rhodes, Greece, further consol-
idated the importance of the series of annual conferences that was started in 2002 in
Irvine, California. It then moved to Catania, Sicily in 2003, to Cyprus in 2004 and
2005, Montpellier in 2006, Vilamoura in 2007 and 2009, in 2008 to Monterrey,
Mexico, to Heraklion, Crete in 2010 and 2011, Rome 2012, Graz in 2013, Amantea,
Italy in 2014 and lastly in Rhodes in 2015 and 2016 as well.

This prime event continues to attract a diverse and relevant selection of today’s
research worldwide on the scientific concepts underlying new computing paradigms,
which of necessity must be distributed, heterogeneous and supporting an environment
of resources that are autonomous yet must meaningfully cooperate. Indeed, as such
large, complex and networked intelligent information systems become the focus and
norm for computing, there continues to be an acute and even increasing need to address
the respective software, system, and enterprise issues and discuss them face to face in
an integrated forum that covers methodological, semantic, theoretical, and application
issues as well. As we all realize, e-mail, the Internet, and even video conferences are
not by themselves optimal or even sufficient for effective and efficient scientific
exchange.

The OnTheMove (OTM) International Federated Conference series has been created
precisely to cover the scientific exchange needs of the communities that work in the
broad yet closely connected fundamental technological spectrum of Web-based dis-
tributed computing. The OTM program every year covers data and Web semantics,
distributed objects, Web services, databases, information systems, enterprise workflow
and collaboration, ubiquity, interoperability, mobility, and grid and high-performance
computing.

OnTheMove is proud to give meaning to the “federated” aspect in its full title: It
aspires to be a primary scientific meeting place where all aspects of research and
development of Internet- and intranet-based systems in organizations and for e-business
are discussed in a scientifically motivated way, in a forum of interconnected workshops
and conferences. This year’s 15th edition of the OTM Federated Conferences event
therefore once more provided an opportunity for researchers and practitioners to
understand, discuss, and publish these developments within the broader context of
distributed, ubiquitous computing. To further promote synergy and coherence, the main
conferences of OTM 2017 were conceived against a background of their three inter-
locking global themes:

– Trusted Cloud Computing Infrastructures Emphasizing Security and Privacy
– Technology and Methodology for Data and Knowledge Resources on the

(Semantic) Web



– Deployment of Collaborative and Social Computing for and in an Enterprise
Context

Originally the federative structure of OTM was formed by the co-location of three
related, complementary, and successful main conference series: DOA (Distributed
Objects and Applications, held since 1999), covering the relevant infrastructure-
enabling technologies, ODBASE (Ontologies, DataBases and Applications of
SEmantics, since 2002) covering Web semantics, XML databases and ontologies, and
of course CoopIS (Cooperative Information Systems, held since 1993) which studies
the application of these technologies in an enterprise context through, e.g., workflow
systems and knowledge management. In the 2011 edition security aspects issues,
originally started as topics of the IS workshop in OTM 2006, became the focus of DOA
as secure virtual infrastructures, further broadened to cover aspects of trust and privacy
in so-called Cloud-based systems. As this latter aspect came to dominate agendas in
this and overlapping research communities, we decided in 2014 to rename the event as
the Cloud and Trusted Computing (C&TC) conference, and originally launched in a
workshop format.

These three main conferences specifically seek high-quality, contributions of a more
mature nature and encourage researchers to treat their respective topics within a
framework that simultaneously incorporates (a) theory, (b) conceptual design and
development, (c) methodology and pragmatics, and (d) application in particular case
studies and industrial solutions.

As in previous years we again solicited and selected additional quality workshop
proposals to complement the more mature and “archival” nature of the main confer-
ences. Our workshops are intended to serve as “incubators” for emergent research
results in selected areas related, or becoming related, to the general domain of
Web-based distributed computing. This year this difficult and time-consuming job of
selecting and coordinating the workshops was brought to a successful end by Ioana
Ciuciu, and we were very glad to see that our earlier successful workshops (EI2N,
META4eS, FBM) re-appeared in 2017, in some cases in alliance with other older or
newly emerging workshops. The Fact Based Modeling (FBM) workshop in 2015
succeeded and expanded the scope of the successful earlier ORM workshop. The
Industry Case Studies Program, started in 2011 under the leadership of Hervé Panetto
and OMG’s Richard Mark Soley, further gained momentum and visibility in its 7th
edition this year.

The OTM registration format (“one workshop resp. conference buys all workshops
resp. conferences”) actively intends to promote synergy between related areas in the
field of distributed computing and to stimulate workshop audiences to productively
mingle with each other and, optionally, with those of the main conferences. In par-
ticular EI2N continues to so create and exploit a visible cross-pollination with CoopIS.

We were very happy to see that in 2017 the number of quality submissions for the
OnTheMove Academy (OTMA) noticeably increased. OTMA implements our unique,
actively coached and therefore very time- and effort-intensive formula to bring PhD
students together, and aims to carry our “vision for the future” in research in the areas
covered by OTM. Its 2017 edition was organized and managed by a dedicated team of
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collaborators and faculty, Peter Spyns, Maria-Esther Vidal, inspired as always by
OTMA Dean, Erich Neuhold.

In the OTM Academy, PhD research proposals are submitted by students for peer
review; selected submissions and their approaches are to be presented by the students in
front of a wider audience at the conference, and are independently and extensively
analyzed and discussed in front of this audience by a panel of senior professors. One
may readily appreciate the time, effort, and funds invested in this by OnTheMove and
especially by the OTMA Faculty.

As the three main conferences and the associated workshops all share the distributed
aspects of modern computing systems, they experience the application pull created by
the Internet and by the so-called Semantic Web, in particular developments of big data,
increased importance of security issues, and the globalization of mobile-based tech-
nologies. For ODBASE 2017, the focus somewhat shifted from knowledge bases and
methods required for enabling the use of formal semantics in Web-based databases and
information systems to applications, especially those within IT-driven communities.
For CoopIS 2017, the focus as before was on the interaction of such technologies and
methods with business process issues, such as occur in networked organizations and
enterprises. These subject areas overlap in a scientifically natural and fascinating
fashion and many submissions in fact also covered and exploited the mutual impact
among them. For our event C&TC 2017, the primary emphasis was again squarely put
on the virtual and security aspects of Web-based computing in the broadest sense. As
with the earlier OnTheMove editions, the organizers wanted to stimulate this
cross-pollination by a program of engaging keynote speakers from academia and
industry and shared by all OTM component events. We are quite proud to list for this
year:

– Stephen Mellor, Industrial Internet Consortium, Needham, USA
– Markus Lanthaler, Google, Switzerland

The general downturn in submissions observed in recent years for almost all con-
ferences in computer science and IT has also affected OnTheMove, but this year the
harvest again stabilized at a total of 180 submissions for the three main conferences and
40 submissions in total for the workshops. Not only may we indeed again claim success
in attracting a representative volume of scientific papers, many from the USA and Asia,
but these numbers of course allow the respective Program Committees to again
compose a high-quality cross-section of current research in the areas covered by OTM.
Acceptance rates vary but the aim was to stay consistently at about one accepted full
paper for three submitted, yet as always these rates are subject to professional peer
assessment of proper scientific quality.

As usual we separated the proceedings into two volumes with their own titles, one
for the main conferences and one for the workshops and posters. But in a different
approach to previous years, we decided the latter should appear after the event and thus
allow workshop authors to improve their peer-reviewed papers based on the critiques
by the Program Committees and on the live interaction at OTM. The resulting addi-
tional complexity and effort of editing the proceedings was professionally shouldered
by our leading editor, Christophe Debruyne, with the general chairs for the conference
volume, and with Ioana Ciuciu and Hervé Panetto for the workshop volume. We are
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again most grateful to the Springer LNCS team in Heidelberg for their professional
support, suggestions, and meticulous collaboration in producing the files and indexes
ready for downloading on the USB sticks. It is a pleasure to work with staff that so
deeply understands the scientific context at large and the specific logistics of confer-
ence proceedings publication.

The reviewing process by the respective OTM Program Committees was performed
to professional quality standards: Each paper review in the main conferences was
assigned to at least three referees, with arbitrated e-mail discussions in the case of
strongly diverging evaluations. It may be worth emphasizing once more that it is an
explicit OnTheMove policy that all conference Program Committees and chairs make
their selections in a completely sovereign manner, autonomous and independent from
any OTM organizational considerations. As in recent years, proceedings in paper form
are now only available to be ordered separately.

The general chairs are once more especially grateful to the many people directly or
indirectly involved in the set-up of these federated conferences. Not everyone realizes
the large number of qualified persons that need to be involved, and the huge amount of
work, commitment, and financial risk in the uncertain economic and funding climate of
2017 that is entailed by the organization of an event like OTM. Apart from the persons
in their roles mentioned earlier, we therefore wish to thank in particular explicitly our
main conference Program Committee chairs:

– CoopIS 2017: Mike Papazoglou, Walid Gaaloul, and Liang Zhang
– ODBASE 2017: Declan O’Sullivan, Joseph Davis, and Satya Sahoo
– C&TC 2017: Adrian Paschke, Hans Weigand, and Nick Bassiliades

And similarly we thank the Program Committee (Co-)chairs of the 2017 ICSP,
OTMA and Workshops (in their order of appearance on the website): Peter Spyns,
Maria-Esther Vidal, Mario Lezoche, Wided Guédria, Qing Li, Georg Weichhart,
Peter Bollen, Hans Mulder, Maurice Nijssen, Anna Fensel, and Ioana Ciuciu. Together
with their many Program Committee members, they performed a superb and profes-
sional job in managing the difficult yet existential process of peer review and selection
of the best papers from the harvest of submissions. We all also owe a significant debt of
gratitude to our supremely competent and experienced conference secretariat and
technical admin staff in Guadalajara and Dublin, respectively, Daniel Meersman and
Christophe Debruyne.

The general conference and workshop co-chairs also thankfully acknowledge the
academic freedom, logistic support, and facilities they enjoy from their respective
institutions — Technical University of Graz, Austria; Université de Lorraine, Nancy,
France; Latrobe University, Melbourne, Australia; and Babes-Bolyai University, Cluj,
Romania — without which such a project quite simply would not be feasible. Reader,
we do hope that the results of this federated scientific enterprise contribute to your
research and your place in the scientific network… and we hope to welcome you at
next year’s event!

September 2017 Robert Meersman
Hervé Panetto

Christophe Debruyne
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Pragmatic Semantics at Web Scale

Markus Lanthaler

Google, Switzerland

Short Bio

Dr. Markus Lanthaler is a software engineer and tech lead at Google where he currently
works on YouTube. He received his Ph.D. in Computer Science from the Graz
University of Technology in 2014 for his research on Web APIs and Linked Data.
Dr. Lanthaler is one of the core designers of JSON-LD and the inventor of Hydra. He
has published several scientific articles, is a frequent speaker at conferences, and chairs
the Hydra W3C Community Group.

Talk

Despite huge investments, the traditional Semantic Web stack failed to gain widespread
adoption and deliver on its promises. The proposed solutions focused almost exclu-
sively on theoretical purity at the expense of their usability. Both academia and
industry ignored for a long time the fact that the Web is more a social creation than a
technical one. After a long period of disillusionment, we see a renewed interest in the
problems the Semantic Web set out to solve and first practical approaches delivering
promising results. More than 30% of all websites contain structured information now.
Initiatives such as Schema.org allow, e.g., search engines to extract and understand
such data, integrate it, and create knowledge graphs to improve their services.

This talk analyzes the problems that hindered the adoption of the Semantic Web,
present new, promising technologies and shows how they might be used to build the
foundation of the longstanding vision of a Semantic Web of Services.



Evolution of the Industrial Internet of Things:
Preparing for Change

Stephen Mellor

Industrial Internet Consortium, Needham, MA 02492, USA

Short Bio

Stephen Mellor is the Chief Technical Officer for the Industrial Internet Consortium,
where he directs the standards requirements and technology & security priorities for the
Industrial Internet. In that role, he coordinates the activities of the several engineering,
architecture, security and testbed working groups and teams. He also co-chairs both the
Definitions, Taxonomy and Reference Architecture workgroup and the Use Cases
workgroup for the NIST CPS PWG (National Institute for Standards and Technology
Cyberphysical System Public Working Group).

He is a well-known technology consultant on methods for the construction of
real-time and embedded systems, a signatory to the Agile Manifesto, and adjunct
professor at the Australian National University in Canberra, ACT, Australia. Stephen is
the author of Structured Development for Real-Time Systems, Object Lifecycles,
Executable UML, and MDA Distilled.

Until recently, he was Chief Scientist of the Embedded Software Division at
Mentor Graphics, and founder and past president of Project Technology, Inc., before its
acquisition. He participated in multiple UML/modeling-related activities at the Object
Management Group (OMG), and was a member of the OMG Architecture Board,
which is the final technical gateway for all OMG standards. Stephen was the Chairman
of the Advisory Board to IEEE Software for ten years and a two-time Guest Editor
of the magazine, most recently for an issue on Model-Driven Development.

Talk

The fundamental technological trends presently are more connectivity and more
capability to analyze large quantities of data cheaply. But no one knows where those
technological trends will take us, so we need to prepare for change.

Prediction is difficult, especially about the future, as several people are reputed to
have said. But this keynote will peer ahead into several areas that we can see need
attention, such as:

– Security for everything
– Innovation and funding
– Learning, deployment and competitiveness



We need strategies to prepare for evolution in these areas, and we also need to
understand longer term trends. Already we see improvements in operational efficiency,
and changes in the economy from pay-per-asset to pay-per-use. More changes are
likely, towards pay-per-outcome and direct consumer access to “pull” products
autonomously.

These changes will fundamentally change the economy and drive technological
innovation. The industrial internet is only at the beginning of perhaps forty more years
of change.
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(C&TC) 2017



C&TC 2017 PC Co-chairs’ Message

Claudio A. Ardagna, Adrian Belmonte,
and Konstantinos Markantonakis

Welcome to the Cloud and Trusted Computing 2017 (C&TC2017), the 7th Interna-
tional Symposium on Secure Virtual Infrastructures, held in Rhodes, Greece, as part of
the OnTheMove Federated Conferences & Workshops 2017.

The conference solicited submissions from both academia and industry presenting
novel research in the context of cloud and trusted computing. Continuing the successful
events of previous years, the C&TC 2017 edition focused on the special theme “ Secure
and Trustworthy Big Data Analytics and IoT Integration: From the Periphery to the
Cloud.”

Inside this theme, theoretical and practical approaches for the following areas had
been called:

– Trust, security, privacy and risk management
– Data Management
– Computing infrastructures and architectures
– Applications

In this scope, a multitude of specific challenges have been addressed by our
authors. These challenges included emergency management, privacy preserving
encryption, Big Data analytics, quality of service management in the cloud, and
software verification. All submitted papers passed through a rigorous selection process
involving at least three reviews. In the end, we decided to accept 5 full papers and 2
short papers, reflecting a selection of the best among the excellent. In addition to the
technical program composed of the papers in the proceedings, the workshop included a
keynote and a panel.

Organizing a conference like C&TC is a team effort, and many people need to be
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Abstract. Property preserving encryption (PPE) can enable database
systems to process queries over encrypted data. While a lot of research
in this area focusses on doing so with SQL databases, NoSQL (Not only
SQL) cloud databases are good candidates either. On the one hand,
they usually provide enough space to store the typically larger cipher-
texts and special indexes of PPE-schemes. On the other hand in contrast
to approaches for SQL systems, despite PPE the query expressiveness
remains almost unaffected. Thus, in this paper we investigate (i) how
PPE can be used in the popular NoSQL sub-category of so-called wide
column stores in order to protect sensitive data in the threat model of a
persistent honest-but-curious database provider, (ii) what PPE schemes
are suited for this task and (iii) what performance levels can be expected.

Keywords: Database security · NoSQL databases · Property preserving
encryption · Wide column stores

1 Introduction

In times of the “Web 2.0” [1] traditional SQL-based database services struggle
with the changing demands arising in distributed cloud environments. They are
not well suited to represent loosely structured data items like they are typ-
ical for the Web 2.0. As NoSQL databases [2,3] were designed for meeting
those new requirements, they attracted more and more attention in the last
years, especially in the sub-category of so-called wide column stores (WCS, see
Sect. 3.1). Popular companies developed their own solutions, e.g. Google devel-
oped “Bigtable” [4] (used in over 60 Google services) and Facebook developed
“Cassandra” [5]. Nowadays it is common to use WCSs on a smaller scale, too.
Many cloud database providers offer flexible on-demand services with simple web
interfaces for running WCSs remotely in their clusters (e.g. the Google Cloud
Platform, Microsoft Azure or Amazon EC2) to exploit the well known benefits
of outsourcing databases.

However, storing and processing sensitive data on infrastructures provided
by a third party increases the risk of unauthorized disclosure if the infrastruc-
ture is compromised by an adversary. Unfortunately, WCSs usually lack security
c© Springer International Publishing AG 2017
H. Panetto et al. (Eds.): OTM 2017 Conferences, Part II, LNCS 10574, pp. 3–21, 2017.
https://doi.org/10.1007/978-3-319-69459-7_1
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features like access control, which an external front end or a firewall is assumed
to take care of. Hence there is a strong need for providing security and privacy
guarantees, because there are several ways how sensitive data can be leaked. An
adversary can exploit software vulnerabilities, curious or malicious administra-
tors at hosting providers can snoop on private data or attackers with physical
access to servers can steal data from disk and memory [6]. Various examples
show, that these threats are not only theoretical [7–10].

The straight-forward solution to reduce the damage caused by server com-
promises is encrypting the data on a trusted client before it gets uploaded to
the cloud servers, then process queries by reading it back from the server to the
client, decrypt it, and process the query on the client machine. Unfortunately
this requires transferring much more data than necessary (typically large frac-
tions of data are read in order to create relatively small data aggregations) and
moves a major part of query computation to the client, which defeats the general
purpose of (remote) databases.

Existing approaches (see Sect. 2) make use of property-preserving encryption
(PPE, see Sect. 3.2) to enable query execution over encrypted data, but the vast
majority of existing solutions focusses only on SQL-based technologies and avoids
PPE schemes, that rely on index data structures to improve their performance.
Hence, this paper makes the following contributions:

– It identifies the requirements for utilizing PPE in the context of WCSs.
– It surveys the practical feasibility of various schemes for order-preserving and

searchable encryption with focus on these requirements.
– It shows how PPE can be applied to the data model of WCSs in the honest-

but-curious adversary scenario, meaning the database server carries out its
tasks as expected, but tries to learn about the data it hosts.

– It implements selected schemes and conducts a practical and comprehensive
benchmark using the currently most popular WCSs [11] Cassandra [5] and
HBase [12] as underlying platforms. In order to obtain practically relevant
results these databases remain unmodified. Hence, we match the conditions
that can be found in today’s cloud database provider’s offers for quantifying
the performance loss due to PPE.

2 Related Work

This section surveys related work, limited to approaches that are also designed
for the honest-but-curious adversary model, compute over encrypted data and
rely on encryption to provide data confidentiality.

Approaches for Relational Databases. One of the first approaches to processing
queries over encrypted data is from [13]. Unfortunately in their approach hard-
ware requirements on client side were similar to the ones on the server side. The
most popular work on performing queries over encrypted data is “CryptDB”
[14] for MySQL and PostgreSQL. It was the first system that could be consid-
ered practical, introducing a variety of innovative features, most importantly:
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the onion layer model (OLM), which this work uses as well in an improved
adaptation (see Sect. 5.1). However, it uses only PPE schemes that are slow
for querying, because the authors avoid (client or server side) indexes. Thus,
CryptDB does not scale well when datasets reach a certain size. However, it
still receives a lot of scientific attention, in favourable [15,16] as well as critic
ways [17]. “Monomi” [18] can be considered being an extension of CryptDB,
trying to support arbitrary SQL queries with the cost of higher requirements
for the client machine. “BlindSeer” [19] addresses efficient sub-linear searches
for SQL-queries that can be represented as a monotone boolean formula, con-
sisting of the search conditions: keyword match, range and negation. “DBMask”
[20] enforces access control cryptographically, based on attribute based access
control and combining broadcast and hierarchical key management. It also uses
PPE, but not in an OLM-fashion. The authors of “L-EncDB” [21] propose to
use so-called format-preserving encryption to realize fuzzy searches.

Approaches for Non-relational Databases. An approach for executing queries over
encrypted triple patterns using SPARQL is presented by [22]. Unfortunately,
the number of cryptographic keys in their approach is high and every plaintext
triple results in eight ciphertext triples, which leads to much overhead in terms
of processing and storage inefficiency. To build a distributed key-value store
the recent approach of [23] introduces an additional architectural component
called dispatcher, that distributes encrypted data to all the database server nodes
evenly. Another very recent approach is “Arx” [24] on top of MongoDB, which
introduces two proxy servers and needs to know in advance what operations are
to be performed on what fields in order to maintain the required indexes.

Hardware Architectures for Encrypted Databases. “Cipherbase” [25] is an exten-
sion of Microsoft’s SQL Server with two modified parts: the ODBC driver at the
client side and the query processor at the server side, that integrates a secure
coprocessor within a so-called “trusted machine”, realized utilizing field pro-
grammable gate arrays (FPGAs). “TrustedDB” [26] is a similar approach, but
with tamper-proof cryptographic coprocessors (SCPUs) instead of FPGAs. Even
though hardware approaches like these overcome some limitations of CryptDB-
based techniques (in particular regarding the query expressiveness), they rely on
expensive trusted hardware and require the database to have the user’s decryp-
tion keys.

3 Background

3.1 The Data Model of Wide Column Stores

WCSs are inspired by Googles BigTable architecture [4], but there are also pub-
licly available open source databases, that rely on the same or a very similar
data model, e.g. Hypertable [27], Accumulo [28] as well as used for practical
experiments in this work: Cassandra [5] and HBase [12].

WCSs use tables, rows and columns like traditional relational (SQL-based)
databases. However, the fundamental difference is that columns are created for
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each row instead of being predefined by the table structure. Every row has at
least one mandatory column containing its identifier1. Except for this column,
two rows of the same table can have completely disjunct sets of columns. The
identifier of a row has to be unique for the whole table and cannot be used by
another row.

Rows are maintained in lexicographic order by their identifier. As WCSs are
distributed systems, ranges of such row identifiers serve as units of distribu-
tion. Hence, similar row identifiers (and thus data items that are likely to be
semantically related to each other) are always kept physically close together, so
that reads of ranges require communication to a minimum number of machines.
Because row identifiers are used for coordinating distribution this way, changing
them would result in changing the row’s physical position within the database
(cluster), which is prohibitively expensive and thus not allowed. Thus, a row
identifier cannot be changed after the row was inserted.

3.2 Property-Preserving Encryption

The types of PPE relevant for this work are deterministic encryption (DET),
order-preserving encryption (OPE) and searchable encryption (SE). Other types
of PPE would have no value for supporting encrypted queries in WCSs. In partic-
ular, homomorphic encryption is not considered. Apart from its runtime deficits
[18,29], query mechanisms of WCS would benefit either only minimal (e.g. only
SUM() and AVG() in Cassandra’s query language) or not at all (e.g. HBase).

DET. The purpose of DET is enabling the database server to check for equal-
ity by mapping identical plaintexts to identical ciphertexts.

OPE. The purpose of OPE is enabling a server to learn about the relative
order of data elements without gaining information about their exact values.
Therefore it encrypts two elements p1, p2 of a domain D in a way that p1 ≤
p2 ⇒ Enc(p1) ≤ Enc(p2) for all p ∈ D. Thus, its use cases are sorting and range
queries over encrypted data. A lot of OPE schemes have been proposed with
different strategies to map a plaintext to a ciphertext domain (e.g. [30–36]).

SE. The purpose of SE is enabling a server to search over encrypted data with-
out gaining information about the plaintext data. Most SE schemes use indexes
(e.g. [37–44]), which are encrypted in a way, that only a trapdoor allows for
comparing the searchword with the ciphertext. However, there are also schemes,
that avoid having an index by embedding the trapdoor in a special format into
the ciphertext itself (e.g. [45]).

4 Selecting Practical PPE Schemes

Having introduced the key characteristics of the WCS data model and the tasks
of the different kinds of PPE, we now move on to identify actually feasible PPE
schemes for our architecture presented in Sect. 5.
1 Commonly referred to as “row key”. However we use “row identifier” to avoid con-

fusions with cryptographic keys.
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4.1 Deterministic Encryption

In contrast to OPE and SE (see below), the only relevant criterion for practi-
cability of DET is the determinism itself. There are plenty of well known DET
schemes, that have proven to work well in practice. For this work we use the
Advanced Encryption Standard (AES, [46]).

4.2 Order-Preserving Encryption

The criteria for OPE are more complex, due to the working principles of OPE
and the WCS data model as described in Sect. 3.1. We focus on five aspects:

I. Ciphertext (im-)mutability. Ciphertexts produced by an OPE scheme are
either mutable, meaning they may change as more and more input gets encrypted
(e.g. in [35], causing re-writes to the database), or immutable, meaning they are
final (e.g. [34]). Encrypting row identifier columns of WCS tables with OPE
requires immutable ciphertexts, as discussed in Sect. 3.1. However, other columns
can be encrypted using mutable schemes.

II. Need for additional data structures. If they are not stateless, OPE schemes
require additional data structures for storing their state. That can be done using
indexes, trees, dictionaries etc., either on client side (or at least a trusted envi-
ronment), e.g. [35], or on server side, e.g. [33,47]. In particular maintaining tree
structures is expensive for WCSs.

III. Need for additional architectural components. Some OPE schemes require
components running co-located to the database server (e.g. [33]), which cannot
be considered practical due to the architectural overhead, that is usually not
covered by today’s cloud database providers.

IV. Input capabilities. Some OPE schemes require detailed knowledge of all plain-
texts before encryption (e.g. [32]), which is hard to realize in practical scenarios
as databases may grow unpredictably over time. Some schemes even need to
encrypt the whole plaintext space in advance [34,48], instead of encrypting only
the desired values on demand.

V. Security. Nearly every OPE scheme comes with its own or no formal security
definition (see Table 1). Practical security issues resulting from the database sce-
nario and the efforts for corresponding counter measures (e.g. plaintext shifting
[31] or using fake queries to hide the data distribution [49]) have to be taken
into account too.

Table 1 shows an overview and brief evaluation of the schemes that we have
investigated using the above described criteria. Based on this, we selected to
implement the schemes of [31] (modular OPE = “mOPE”), [34] (Random Sub-
range Selection = “RSS”) and [35] (Optimal Average-Complexity Ideal-Security
= “OACIS”) for further experiments (see Sect. 6.2).

To give an idea of why other OPE schemes from Table 1 have been considered
impractical, we point out a few of their characteristics that cannot be read from
this table: The approaches of [51] and [48] require splitting and partitioning of the
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Table 1. Evaluation of the practical feasibility of popular OPE schemes based on the
criteria introduced in Sect. 4.2, ordered by date of publication

OPE scheme I II III IV Va

[30] + −− + − −− (?b)

[31] (mOPE) + ++ + − + (POPF-CCA)

[32] + −− + −− −− (?c)

[33] − −− − ++ + (IND-OCPA)

[34] (RSS) + − + + ++ (> IND-OCPAd)

[48] + − + − −− (?b)

[35] (OACIS) − − + ++ + (IND-OCPA)

[36] + + + − ++ (> POPF-CCAd)
a IND-OCPA = indistinguishability under ordered chosen-
plaintext attack, POPF-CCA = pseudo random order-
preserving function against chosen-ciphertext attack (for
both, see [50]).
b only informal security analysis provided by the authors.
c no security analysis provided by the authors.
d “>” = proved by the authors to be better than...

plaintext space, causing much metadata overhead. The scheme of [32] requires
detailed knowledge of the plaintext space e.g. the smallest distance between
two plaintext values, a requirement that hardly can be met in unpredictably
growing datasets. As mentioned before the approach of [33] needs an additional
component running co-located to the database server, which often is not possible
or does not fit to the offers of cloud database providers and causes network
communication overhead.

4.3 Searchable Encryption

An evaluation of practical feasibility of the schemes for SE can be done similarly
based on the following criteria:

I. Need for additional data structures. As mentioned in Sect. 3.2 SE schemes
sometimes use indexes to speed up the search process. These indexes come with
the cost of additional pre-processing steps (e.g. selecting keywords, set up the
index data structure, etc.), require index maintenance and often an extra round
of communication (first for querying the index and then for getting the actual
results). Sometimes the underlying index data structure is hardly manageable
for WCS databases without much effort (e.g. tree structures).

II. Support for Updates. When used in databases, a scheme for performing SE
needs the ability to process updates2, since in most practical cases datasets tend

2 Mainly meaning adding items to the dataset. SE schemes capable of doing so are
commonly referred to as being “dynamic”.
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to grow or change. As it turned out, only a surprisingly small number of SE
schemes is capable of handling this.

III. Algorithm Requirements. Encryption and checking for searchword matches
does not work with native database operations like in DET or OPE. Instead,
more complex procedures are necessary, involving e.g. lookups in auxiliary data
structures like bloom filters or traversing trees, using cryptographic primitives
or concatenation of strings. For efficiency reasons this should not become too
complex.

IV. Security vs. V. Search Efficiency. Security for index-based (hence, search
efficient) schemes and not index-based schemes is hardly comparable due to the
information leakage connected to querying the indexes. It consists of information
about the index itself (e.g. number of words per document, number of documents,
lengths of documents, document-IDs), search pattern information (what was
searched for?) and access pattern information (how much answers do I get from
executing a certain query compared to executing another one?). This leads to
two competitive requirements: avoiding an index leads to more security but is
generally slow for searches. Using an index may slow down encryption and leaks
additional information, but can speed up querying significantly.

Table 2. Evaluation of the practical feasibility of popular SE schemes based on the
criteria introduced in Sect. 4.3, ordered by date of publication

SE scheme I II IIIa IVb Vc

[45] (SWP) ++ ++ − (XOR, PRF) + (IND-CPA) O(n)

[39] −− −− −− (XOR, SC, DED) + (IND-CKA2) O(m)

[40] − + − (XOR) + (IND-CKA2) O(log(u))

[41] −− ++ −− (XOR, PRF, HSH) + (IND-CKA2) O(log(u))

[42] −− + −− (XOR, PRF, HOM) + (IND-CKA2) O(m)

[43] (SUISE) − ++ − (SC, PRF) + (IND-CKA2) O(n/u)

[44] −− −− −− (XOR, SC, DED) + (IND-CKA2) O(m)
a XOR = bitwise exclusive OR operations, PRF = pseudo-random functions, SC
= string concatenation, DED = deterministic encryption/decryption, HOM =
homomorphic encryption, HSH = hash functions.
b IND-CPA = indistinguishability under chosen-plaintext attacks, IND-CKA2 =
adaptive indistinguishability under chosen keyword attacks (for both, see [52]).
c Searching on a dataset with size of n words (u of which are unique), resulting
in m matches.

Table 2 gives an overview and brief evaluation of the SE schemes that we
investigated in regard to the given criteria. Based on it, we selected to imple-
ment the schemes of [45] (“SWP”, an abbreviation of the three author’s names
Song, Wagner and Perrig) and [43] (securely updating index-based searchable
encryption = “SUISE”) for further experiments (see Sect. 6.2).
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Like we previously did for OPE, we point out reasons for why we do not
consider other schemes from Table 2 being practical. [37] proposes to use bloom
filters as indexes per document. Bit-wise bloomfilter operations are hard to han-
dle for a WCS and a bloomfilter limits the number of words per document.
[38] presented a similar approach, but using pre-built dictionaries, which they
propose to store either on clientside (which defeats the purpose of remote search-
able encryption) or on server side (which basically has the same shortcomings as
in [37]). The approach of [39] achieves sub-linear search time, using a complex
and for a database barely manageable index structure. Furthermore, [37–39]
do not support updates. Hence, [42] proposed an extension for [39] with two
additional laborious serverside data structures. [40] proposes a scheme in which
not only searches require multiple rounds of communication between client and
server, but also storage. Realizing this problem, the authors of [41] got rid of the
interactivity by introducing even more client side computation.

5 Data Management on Server Side

We now have selected feasible PPE schemes, but just storing the PPE-encrypted
values would of course leak information instantly (like equality and relative order
between values) that is not supposed to leak when not querying. Therefore the
authors of [53] proposed a so-called onion layer model (OLM) for their SQL-
based architecture “CryptDB”. The idea is to encrypt every value with a PPE
scheme of each category (DET, OPE and SE) separately that leaks just enough
information to still be able to perform certain operations over the encrypted data
(as described in Sect. 3.2) and wrap it into another layer of random encryption
(in the following: “RND”) for not leaking any information. Then, the RND layer
is only removed, if a query requires it. In this way the database is still able to
process queries, but it learns only the minimal necessary amount of information.

5.1 An Onion Layer Model for WCSs

We adapt the basic idea of CryptDB’s OLM, but the data model of WCSs
requires some changes. As explained in Sect. 3.1, a fundamental working principle
of WCSs is keeping all rows of a table sorted by the content of the row identifier
column. Thus, the database must be able to compare the row identifier of a
new row to be inserted with already existing ones in the table. Therefore OPE
columns of row identifiers are not allowed to have a RND layer. Otherwise the
WCS data model would be broken. That means, row identifier columns must be
treated differently from all other columns regarding the onion layer design. They
must leak the order of values to allow for row sorting independent of querying.

All data types supported by the databases can be grouped in three categories:
strings (e.g. text, characters), numerical values (e.g. integers, timestamps) or
byte blobs (e.g. byte arrays, raw files). Figure 1 presents this work’s OLM design
for string columns, before (left) and after (right) queries involving equality checks
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Fig. 1. Transformation of a plain string column into onion-layered ciphertext columns

and order comparisons were executed. The upper row shows the onions for reg-
ular string columns. Note the missing RND layers after a query like Q3–Q5 (see
Sect. 5.2) was processed and the SE onion not requiring a RND layer at all,
because schemes for SE usually provide the same security guarantees as RND
layer encryption. The row below shows the onion in case of the string column
is a row identifier column. Note that in this case the DET onion comes without
a RND layer, because the mandatory OPE column already leaks equality3, ren-
dering a RND layer wrapped around the DET onion useless. However, keeping
a DET onion still makes sense, because having implemented AES in hardware
on the majority of modern processors, its decryption process works much faster
than the decryption algorithms of other PPE schemes.

While Fig. 1 illustrates the situation for string columns as most complex
cases, the OLM for the other two type categories is different, since not all oper-
ations make sense for all types of data. For instance, numerical values do not
need the SE onion, because searching for words in numbers is neither somehow
defined nor possible, even in unencrypted databases. Thus, numerical values can
be encrypted faster than strings in the OLM. We investigate the difference in
encryption performance in Sect. 6.2.

5.2 Querying the Encrypted Data

In our framework, the work flow for executing queries against PPE encrypted
data organized in an OLM as described in Sect. 5.1 is as follows.

Step 1: A query usually contains one or more conditions that have to be
met by a row to be included in the result set. Such a condition is always of
3 Apart from rare exceptions (e.g. [51]) OPE schemes are deterministic. Hence they

leak not only the relative order between plaintexts, but also equality.
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the form [columnname, compare operation, comparator]. For every condition the
client checks which onion is involved and whether the RND layer of this onion
still exists and has to be removed or not (e.g. if the compare operation is an
equality check indicated by an “=”, the column representing the DET onion
gets checked).

Step 2: After all necessary RND layers have been removed by the client
(step 1) the set of all columns is identified, that have to read from the database.
This set consists of two subsets, that might overlap. The first subset consists of
all onion columns that are involved in query conditions as described above. The
second subset consists of all columns, that were selected by the user’s query.

Step 3: Having collected that information, the client constructs the query
against the encrypted database by doing the following. All plaintext column
names are replaced with their ciphertext counterparts according to the informa-
tion that was collected previously (step 2). Furthermore all plaintext literals in
conditions are replaced by their PPE encrypted counterparts. The query now
contains no plaintext information anymore and can be carried out by the server.

Step 4: The client receives and decrypts the results. Note that the removed
RND layers stay off, because the database saw the underlying values anyway.

6 Evaluation

6.1 Implementation

All experiments in this section were run on an Intel Core i7-4600U CPU @
2.10 GHz, 8 GB RAM, a Samsung PM851 256 GB SSD using Ubuntu 16.04. The
PPE schemes were implemented in Java 8, using cryptographic primitives of the
Java Cryptography Extension and The Legion of the Bouncy Castle Java Cryp-
tography API4. In order to avoid measuring network effects local installations of
the databases were used, as only the computation time of the schemes in combi-
nation with the speed of the databases was to be measured. Cassandra was used
in version 3.9, Apache was used in version 1.3.

6.2 Performance

While AES is a performant option for encryption and decryption in the RND and
DET layer, we evaluated the performance as well as strengths and weaknesses
in previous work for the OPE [54] and SE [55] layer schemes. Depending on
the application the user might want to exploit these strengths and minimize the
impact of these weaknesses. That is why we group the schemes that we have
selected in Sect. 4 in three profiles, each of which determines what PPE schemes
are actually used in the OPE and SE layer during data insertion:

– OPTIMIZED READING: This profile prioritizes schemes that have advantages
for read queries (e.g. like selections). Thus, it is the best choice for “write-
once” databases. The OPE schemes best suited for fast reading are RSS

4 Available at https://www.bouncycastle.org/.

https://www.bouncycastle.org/
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and OACIS. They have the same type of index, which results in equal reading
performance. However, RSS is the preferred choice for this profile, because it
has some minor advantages in the encryption process. For the SE layer the
SUISE scheme is used. It is faster than SWP in the process of searching, in
particular for repeated queries.

– OPTIMIZED WRITING: This profile prioritizes schemes with fast encryption
algorithms for scenarios, in which data insertion occurs more often than read-
ing. The OPE scheme best suited for fast writing is OACIS. For the SE layer
the SWP scheme is used. Since it does not have to maintain indexes, it can
insert data faster than SUISE.

– STORAGE-EFFICIENT: This profile prioritizes storage needs over computation
time and hence PPE schemes, that require the least amount of storage for
data and indexes on client and server side. Hence, it uses mOPE for the OPE
layer and SWP for the SE layer, both working without indexes.

Not affected by these profiles is only the OPE layer of row identifier columns,
that must always be encrypted using RSS. The other schemes are not suited
for row identifiers for the following reasons. OACIS cannot be used, because it
produces mutable ciphertexts, but row identifiers are supposed to be final (see
Sect. 3.1). mOPE cannot be used, because it adds a secret modular offset to the
ciphertexts, that the database must not know about, but that has to be taken
into account, when inserting values.

PPE scheme indexes (if existing) are maintained per column. This allows
involving only the index data of columns actually required for answering a query.

For our tests we used a subset of the Enron email dataset5, which reflects
the practical scenario of using PPE for protecting sensitive mailbox data. We
assume an average mailbox to have a size from 1,000 up to 10,000 emails. Hence,
the measurements are started with 1,000 randomly chosen emails of the corpus,
which we increase up to 10,000 emails (that contain 1.03 · 107 words in 180.000
fields of data) in order to estimate how the schemes and databases scale.

Encryption. We measure the time for encrypting and inserting up to 10,000
mails (1.03 · 107 words) using the table profiles and OLM as introduced above
and presented the results in Table 3. Since the complexity of encrypting different
types of data in the OLM is different, we distinguish between the encryption of
text and numerical data. Hence, in a first series of measurements we investigate
the performance of text data, using the data fields of the Enron email dataset
“as they are”, meaning as strings, that are encrypted as shown in Fig. 1. Note
that this is the worst case scenario for the proposed architecture, because OPE
for strings and SE layer computations are the most expensive operations in the
OLM. These measurements are indicated in Table 3 as “text data”. In a second
series of measurements we extract an equal amount of numerical values from the
Enron emails, like their size, date, priority etc. Their OLM encryption is less

5 Available at https://www.cs.cmu.edu/∼./enron/.

https://www.cs.cmu.edu/~./enron/
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Table 3. Time needed for onion layer encryption of 180.000 fields of text data and
180.000 fields of numerical data in seconds (OR = Optimized Reading, OW = Opti-
mized Writing, S = Storage-efficient, PL = performance loss).

Database Text data Numerical data

Cassandra Unencrypted 9.71 8.91

Profile OR OW S OR OW S

Encrypted 253.2 57.48 393.0 22.2 12.1 93.1

Factor of PL 26.1 5.92 40.4 2.49 1.35 10.4

HBase Unencrypted 10.5 10.1

Profile OR OW S OR OW S

Encrypted 241.0 59.01 362.2 20.6 11.1 83.8

Factor of PL 22.9 5.62 34.5 2.04 1.1 8.3

complex, because OPE-encryption can be computed faster (since the necessary
numerical format is already given) and the SE layer is not involved at all.6

As could be expected, the profile for OPTIMIZED WRITING performs best,
increasing the average insertion time for text data by a factor of 5.92 using Cas-
sandra and 5.62 using HBase. When inserting numerical data, the performance
is much less affected by encryption: 35% with Cassandra and even only 10%
with HBase. The profile for OPTIMIZED READING performs well for numerical
data, roughly doubling the insertion times, whereas the performance loss factors
are 26.1 and 22.9 for text data. The STORAGE EFFICIENT-profile suffers from the
slow mOPE scheme in the OPE layer, which results in overall performance loss
factors of 40.4/34.5 and 10.4/8.3. In real-world scenarios the performance will
be somewhere in between the extremes for text and numerical data, that are
shown in Table 3, depending on the composition of the dataset. In summary, it
can be said that the OPTIMIZED WRITING-profile is a justifiable option in relation
to the security that can be gained. Since in most scenarios query performance
is much more crucial than writing performance, even the profile for OPTIMIZED
READING should be sufficient for the majority of use cases. However, the STORAGE
EFFICIENT-profile might not be feasible in practice due to its computationally
expensive PPE schemes.

Concerning the databases it can be observed, that there are only non-
significant differences. HBase is always a little faster than Cassandra. The small-
est difference (5.3%) between both occurs when using the profile for OPTIMIZED
WRITING for text data, the biggest difference (25.3%) when using STORAGE
EFFICIENT-profile for numerical data.

Querying. Querying is more complicated than encrypting. The runtime of a
query depends on many aspects, for example the query type, the state of the

6 We do not perform test for byte blob data, since in the proposed OLM this would
only result in performing in AES encryption.
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onion layers and the PPE schemes used. These aspects are considered during the
benchmarks in the following ways. First of all, five queries (Q1–Q5) are tested,
that involve dealing with different combinations of PPE schemes and are based
on real world use cases. Q1 asks for all emails of a certain sender. Thus, it requires
one check for equality and involves the DET layer once (see Sect. 3.2). Q2 asks
for all emails larger than a certain size. Hence it requires OPE once, because
the order relation between two values has to be determined (also, see Sect. 3.2).
Q3 asks for all emails with a certain word in their body. That means a word has
to be searched for in encrypted text. That involves the SE layer once (again, see
Sect. 3.2). Q4 combines all filter criteria from Q1–Q3 and Q5 is a more complex
query, that asks for all mails from a certain sender (DET) in a certain period
of time (2x OPE for the start and end point of this period) with certain words
in the subject and body fields (2x SE). When performing one of them, it makes
a significant difference in terms of runtime whether the same or a similar query
was performed before or not, which the following two reasons are responsible for.
Firstly, columns being involved in an equality check or order comparison before
already lost their RND layer. The effort of removing it is not necessary again.
Secondly, when the SUISE scheme is involved in SE more than once, it might
already have the results in a second index it maintains, which also improves the
query runtime significantly. For these two reasons every query is executed twice
with Qx.1 indicating the first execution of the query Qx after encryption and
Qx.x indicating the runtime, that can be expected from all future executions
of Qx.
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Fig. 2. Query runtime with Cassandra

The results are presented in Fig. 2 for Cassandra and Fig. 3 for HBase. In
these figures “DB communication” denotes the pure runtime of the databases’
communication mechanisms (which is the execution time of driver calls in case
of Cassandra and the execution time of HBase’s native API calls) and “OLM
overhead” denotes everything that is a direct or indirect consequence of the
onion layer model, for example query rewriting, RND layer removal or the SE
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Fig. 3. Query runtime with HBase

processing as described in Sect. 5. Decryption time of the resultset (as obtained
in step 4 of Sect. 5.2) is not explicitly shown, since it is insignificant (under 5ms
for all queries). All queries have been conducted with the largest dataset that has
been used in the previous encryption benchmark, having a volume of 1.03 · 107

words in 10,000 emails.
The following observations can be made. If encryption was done using the

profile for OPTIMIZED READING, all Qx.x queries perform well under one sec-
ond, except for Q3.x in combination with Cassandra. This can be considered
practically feasible performance [15]. Qx.x queries are always faster than Qx.1
queries. That means the performance always improves, if similar queries are
executed. Performing SE is very expensive compared to requiring DET or OPE
functionality only. However, performing SE on small fields of data has barely a
performance impact (compare Q4 and Q5; Q4 searches in bodies, Q5 adds SE
only in the small subject field), but can slow down querying significantly, if done
on a large subset of the data (compare Q1 and Q2 against Q3). HBase seems
to have a slight overall performance advantage. A possible explanation for this
might be the RND layer removal, which HBase is doing almost twice as fast
compared to Cassandra. This can be seen in Q1 and Q2, in which most of the
time is need for the RND layer removal.

7 Security

A formal security analysis of the PPE schemes that we used can be found in
their originating publications. In this section we briefly discuss security aspects
arising from putting the schemes into practice.

For AES, the only scheme used and needed in the DET layer, there are neither
known attacks of practical relevance, nor any leakage besides the intentional
determinism.

In SE schemes mainly three kinds of information can leak unintentionally:
index information (e.g. number of words per document, number of documents,
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lengths of documents, document-IDs), search pattern information (what word
was searched for?) and access pattern information (how much answers do I get
from executing a certain query compared to executing another one?). The leak-
age of the used SE schemes can be described as follows. SWP [45] does not
need an index and thus does not leak any index information and also hides the
true length of plaintext words, because it uses fixed length trapdoors. However it
leaks search patterns, since it passes pre-encrypted search words to the database,
that are deterministically encrypted, which allows linking them to actual plain
words. SWP also leaks access patterns, which is unavoidable in the client server
scenario, in which a request (pre-encrypted searchword) can always be linked
to the corresponding answer (the result set). The SUISE scheme [43] leaks the
number of unique words per document. Since search tokens are generated deter-
ministically, the search pattern leaks like in SWP. Trapdoors have a constant
length, which also hides the length of the plaintext words.

Concerning the OPE layer neither of the schemes can leak any index infor-
mation, because the index (if exists) resides on clientside. Search patterns can
leak, because the used OPE schemes produce deterministic ciphertexts that can
be tracked. Access patterns leak for the same reasons explained earlier for SE.
Another security risk for OPE is to encrypt either very few or very much values
of a domain: on the one hand, if only two values of a domain p1 and p2 are
encrypted, they can easily be mapped to their corresponding ciphertexts c1 and
c2. Obviously the smaller p value is encrypted in the smaller c value and the
larger p value is encrypted in the larger c value. On the other hand, it is equally
severe if all values of a specific domain have been encrypted. The ordered cipher-
texts can simply be mapped to the ordered plaintexts (note that both problems
also occur in non-deterministic OPE schemes). That means e.g. it makes sense
to store a date in form of a unix timestamp, not split in individual characteristics
like day (domain size only 31), month (domain size 12), etc.

8 Extensions and Future Work

The topic of this work leaves a lot of room for additional work. An evaluation
in a real world cloud environment is needed. Fragmentation over independent
databases (which we already implemented, but not presented for reasons of com-
plexity) can be of further use to impede statistical attacks based on PPE leakage.
We also plan to support other databases and data models. WCS tables can easily
be transformed to fit e.g. in key value or document stores. An additional onion
for homomorphic encryption can be used for data aggregations like sums and
averages. Schemes for fuzzy/similarity search are of interest for the SE layer.

9 Conclusion

We analysed the requirements that PPE schemes have to meet in order to be
feasible for NoSQL WCSs and evaluated various available schemes for OPE and
SE regarding these requirements. Based on our findings we identified feasible
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PPE schemes, proposed an OLM to handle PPE encrypted data on serverside
and implemented both for a practical evaluation using the two popular WCSs
Cassandra and HBase. We quantified the performance impact of PPE encryp-
tion and characterized practical security issues. We showed that choosing PPE
schemes corresponding to the read/write needs of the scenario leads to still prac-
tically feasible performance.
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Abstract. In this paper we evaluate experimentally the performance of
JACPoL, a previously introduced JSON-based access control policy lan-
guage. The results show that JACPoL requires much less processing time
and memory space than XACML by testing generic families of policies
expressed in both languages.
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1 Introduction

Policies represent sets of properties of information processing systems [1]. Their
implementation mainly rests on the IETF architecture [2] initially introduced
to manage QoS policies in networks. It consists in two main entities namely
the PDP (Policy Decision Point) and the PEP (Policy Enforcement Point). The
first one which is the smart part of the architecture acts as a controller the goal
of which consists in handling and interpreting policy events, and deciding in
accordance with the policy currently applicable, what action should be taken.
The decision is transmitted to the PEP which has to concretely carry it out.

Access control policies are a specific kind of security policies aiming to control
the actions that principals can perform on resources by permitting their access
only to the authorized ones. Typically, the access requests are intercepted and
analyzed by the PEP, which then transfers the request details to the PDP for
evaluation and authorization decision [2]. In most implementations, the stateless
nature of PEP enables its ease of scale. However, the PDP has to consult the
right policy set and apply the rules therein to reach a decision for each request
and thus is often the performance bottleneck of policy-based access control sys-
tems. Therefore, a policy language determining how policies are expressed and
evaluated is important and has a direct influence on the performance of the PDP.

Especially, in nowadays, protecting private resources in real-time has evolved
into a rigid demand in domains such as home automation, smart cities, health
care services and intelligent transportation systems, etc., where the environments
are characterized by heterogeneous, distributed computing systems exchanging
c© Springer International Publishing AG 2017
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enormous volumes of time-critical data with varying levels of access control in a
dynamic network. An access control policy language for these environments needs
to be very well-structured, expressive but lightweight and easily extensible [3].

In the past decades, a lot of policy languages have been proposed for the spec-
ification of access control policies using XML, such as EPAL [4], X-GTRBAC [5]
and the standardized XACML [6]. Nevertheless, it is generally acknowledged that
XACML suffers from providing poorly defined and counterintuitive semantics [7],
which makes it not good in simplicity and flexibility. On the other hand, XML
performs well in expressiveness and adaptability but sacrifices its efficiency and
scalability, compared to which JSON is considered to be more well-proportioned
with respect to these requirements, and even simpler, easier, more efficient and
thus favored by more and more nowadays’ policy designers [8–11]. To address
the aforementioned inefficiency issues of the XML format, the XACML Technical
Committee recently designed the JSON profile [12] to be used in the exchange of
XACML request and response messages between the PEP and PDP. However,
the profile does not define the specification of XACML policies, which means,
after the PDP parses the JSON-formatted XACML requests, it still needs to
evaluate the parsed attributes with respect to the policies expressed in XML.

Leigh Griffin and his colleagues [10] have proposed JSONPL, a policy vocabu-
lary encoded in JSON that semantically was identical to the original XML policy
but stripped away the redundant meta data and cleaned up the array translation
process. Their performance experiments showed that JSON could provide very
similar expressiveness as XML but with much less verbosity. On the other hand,
as much as we understand, JSONPL is merely aimed at implementing XACML
policies in JSON and thus lacks its own formal schema and full specification as a
policy specification language [13]. Major service providers such as Amazon Web
Services (AWS) [14] have a tendency to implement their own security languages
in JSON, but such kind of approaches are normally for proprietary usage thus
provide only self-sufficient features and support limited use cases, which are not
suitable to be a common policy language.

To the best of our knowledge, there are very few proposals that combine a rich
set of language features with well-defined syntax and semantics, and such kind
of access control policy language based on JSON has not even been attempted
before. According to these observations, we proposed in a previous paper [15] a
simple but expressive access control policy language (JACPoL) based on JSON.
JACPoL by design provides a flexible and fine-grained ABAC (Attribute-based
Access Control), and meanwhile it can be easily tailored to express a broad range
of other access control models. We carefully positioned JACPoL in comparison
with the traditional policy language XACML and we showed that JACPoL is
more lightweight, scalable and flexible [15].

This paper presents a quantitative evaluation of JACPoL. We focus exper-
imentally on the PDP performances. Using a common Python implementa-
tion, we assess the speed of writing, loading and processing generic families
of policies expressed in JACPoL and XACML together with their relative
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memory consumption. The comparisons show that JACPoL systematically
requires much less time and memory space.

The rest of the paper provides a quick overview of JACPoL in Sect. 2, a
detailed performance evaluation in Sect. 3 and a conclusion in Sect. 4.

2 Fundamentals of JACPoL

This section recalls the foundations of JACPoL, and then introduces its struc-
tures with an overview of how an access request is evaluated with respect
to JACPoL policies. A detailed introduction of JACPoL can be found in [15].

JACPoL is JSON-formatted [16]. It is also attribute-based by design but
meanwhile supports RBAC [17]. When integrating RBAC, user roles are con-
sidered as an attribute (ARBAC) [18], or attributes are used to constrain user
permissions (RABAC) [19], which obtains the advantages of RBAC while main-
taining ABAC’s flexibility and expressiveness. JACPoL adopts hierarchically
nested structures similar to XACML. The layered architecture as shown in Fig. 1
not only enables scalable and fine-grained access control, but also eases the
work of policy definition and management for policy designers. JACPoL sup-
ports Implicit Logic Operators which make use of JSON built-in data structures
(Object and Array) to implicitly denote logic operations. This allows a policy
designer to express complex operations without explicitly using logical opera-
tors, and makes JACPoL policies greatly reduced in size and easier to read and
write by humans. Finally JACPoL supports Obligations to offer a rich set of
security and network management features.

JACPoL uses hierarchical structures very similar to the XACML stan-
dard [20]. As shown in Fig. 1, JACPoL policies are structured as Policy Sets
that consist of one or more child policy sets or policies, and a Policy is com-
posed of a set of Rules.

Because not all Rules, Policies, or Policy Sets are relevant to a given
request, JACPoL includes the notion of a Target . A Target determines whether
a Rule/Policy/Policy Set is applicable to a request by setting constraints on
attributes using simple Boolean expressions. A Policy Set is said to be Applica-
ble if the access request satisfies the Target , and if so, then its child Policies are
evaluated and the results returned by those child policies are combined using
the policy-combining algorithm; otherwise, the Policy Set is skipped without
further examining its child policies and returns a Not Applicable decision. Like-
wise, the Target of a Policy or a Rule has similar semantics.

The Rule is the fundamental unit that is evaluated eventually and can gener-
ate a conclusive decision (Permit or Deny specified in its Effect field). The Con-
dition field in a rule is a simple or complex Boolean expression that refines the
applicability of the rule beyond the predicates specified by its target, and is
optional. If a request satisfies both the Target and Condition of a rule, then
the rule is applicable to the request and its Effect is returned as its decision;
otherwise, Not Applicable is returned.
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For each Rule, Policy , or Policy Set , an id field is used to be uniquely identi-
fied, and an Obligation field is used to specify the operations which should be per-
formed (typically by a PEP) before or after granting or denying an access request,
while a Priority is specified for conflict resolution between different Rules, Poli-
cies, or Policy Sets.

Fig. 1. JACPoL’s hierarchical nested structure

3 Performance Evaluation

This section presents the results of performance tests on JACPoL and XACML.
We assessed respectively how both languages’ evaluation time and memory usage
are affected with regards to the increase of nesting policies (policy depth) and
the increase of sibling ones (policy scale). The values are ranged from 0 to 10000
with a step of 1000, as shown in Fig. 2.

Fig. 2. Examples of nesting policies (a) and sibling policies (b)

We used the two policy languages to express the same policy task and com-
pared their performances with different depth (number of nesting policies) and
scale (number of sibling policies). Figure 3 provides XACML and JACPoL policy
examples used for assessment. The two ellipses in each example indicate nest-
ing (the upper and inner ellipsis) and sibling (the lower and outer ellipsis) child
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policies respectively. When processing a given request, the Boolean expression
in the Target field of each policy is evaluated to verify the applicability of its
child policies until the last child policy is evaluated. Note that the JSON profile
of XACML defines XACML requests and responses but not policies, therefore
we are unable to compare JACPoL with JSON-formatted XACML.

<PolicySet Id="0" PolicyCombiningAlgorithm="firstApplicable" Update="2017-03-14 17:18:31" Version="1">

  <Target>

<Subjects>

<Subject>

<SubjectMatch MatchId="…#string-equal">

<AttributeValue DataType="…#string">Sam</AttributeValue>

<SubjectAttributeDesignator AttributeId="…:subject:subject-id" DataType="…#string" />

</SubjectMatch>

</Subject>

</Subjects>

  </Target>

<PolicySet Id="1" PolicyCombiningAlgorithm="firstApplicable" Update="2017-03-14 17:18:31" Version="1">

…

  </PolicySet>

  …

</PolicySet>

(a)
{

  "Target": {"Subject": {"equals": "Sam"}},

  "Update": "2017-03-14 17:18:31",

  "PolicyCombiningAlgorithm": "firstApplicable",

  "Version": 1,

"Id": 0,

  "Policies": [

{

  "Target": {"Subject": {"equals": "Sam"}},

  "Update": "2017-03-14 17:18:31",

  "PolicyCombiningAlgorithm": "firstApplicable",

  "Version": 1,

"Id": 1,

  "Policies": […]

},

…

]

}

(b)

Fig. 3. Examples of XACML policies (a) and JACPoL policies (b)

As shown in Fig. 4, the policy evaluation performance of the PDP is very
related to the writing, loading and processing performance of a policy language.
We agree that the schemes and technologies used in requesting/responding oper-
ations would also influence the performance, which is however beyond the scope
of current JACPoL’s specification.

Therefore, we have conducted 4 sets of tests in order to evaluate the writing,
loading and processing speed and the memory consumption of the two policy
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Fig. 4. Policy evaluation procedure

languages. Respectively, the writing test measures the average time (in seconds)
to write policies from the memory into a single file; the loading test measures
the average time (in seconds) to load policies from a single file into the memory;
the processing test measures the average time (in seconds) to process a request
against policies that are already loaded in the memory; and the last test mea-
sures the space consumption (in Megabytes) of policies in the memory. Each
test evaluates the two languages with different policy nesting depth and sibling
scale, and was repeated 10000 times conducted using Python on a Windows 10
ASUS N552VW laptop with 16G memory and a 2.6 GHz Intel core i7-6700HQ
processor.

Figure 5a shows the writing time versus the number of policies. We observe
that there are near linear correlations between the average writing time and
number policies (both in depth and in scale) for both languages. Compared to
XACML, JACPoL consumes only approximately half of the time taken by the
former.

Figure 5b shows the average loading time versus the number of policies in
depth and in scale. Similar to Fig. 5a, there is an almost linear correlation
between the loading time and the number of policies. We can see that the load-
ing time of JACPoL becomes much less than XACML as the number of policies
increases.

Figure 5c shows the processing time versus the number of policies. Similar
as the writing time and loading time, there is also an almost linear correlation
between the processing time and the number of policies. On the other hand,
unlike Figs. 5a and b, we can see that the policy structure would influence the
processing time given the same policy size. We also observe that JACPoL is
processed faster than XACML policies.

Figure 5d shows the memory consumption versus the number of policies. Sim-
ilar as all figures above, the memory consumption increases also almost linearly
with the growth of the number of policies. Given the same policy size, the mem-
ory space used by JACPoL is nearly half of that used by XACML.
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Fig. 5. Comparative performance evaluation between the JACPoL and XACML

These figures demonstrate that JACPoL is highly scalable and efficient in
comparison with XACML, with much faster writing, loading, processing speed
and lower memory consumption.

4 Conclusion

Real-time requirements rarely intervene in the design of access control systems.
Applications are emerging, however, that require policies to be evaluated with
a very low latency and high throughput. We proposed in a previous paper [15]
JACPoL, as a new JSON-based, attribute-centric and light-weight access control
policy language which was showed through a comprehensive qualitative analysis,
as expressive as XACML but more simple, scalable and flexible. We introduce
in this paper a first level of quantitative evaluation focusing on the PDP perfor-
mances by assessing the speed of writing, loading and processing generic families
of policies expressed in JACPoL and XACML together with their relative mem-
ory consumption. The comparisons show that JACPoL systematically requires
much less time and memory space.
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Abstract. Driven by new application domains, the database manage-
ment systems (DBMSs) landscape has significantly evolved from single
node DBMS to distributed database management systems (DDBMSs).
In parallel, cloud computing became the preferred solution to run dis-
tributed applications. Hence, modern DDBMSs are designed to run in
the cloud. Yet, in distributed systems the probability of failures is the
higher the more entities are involved and by using cloud resources the
probability of failures increases even more. Therefore, DDBMSs apply
data replication across multiple nodes to provide high availability. Yet,
high availability limits consistency or partition tolerance as stated by
the CAP theorem. As the decision for two of the three attributes in not
binary, the heterogeneous landscape of DDBMSs gets even more complex
when it comes to their high availability mechanisms. Hence, the selection
of a high available DDBMS to run in the cloud becomes a very challeng-
ing task, as supportive evaluation frameworks are not yet available. In
order to ease the selection and increase the trust in running DDBMSs in
the cloud, we present the Gibbon framework, a novel availability eval-
uation framework for DDBMSs. Gibbon defines quantifiable availability
metrics, a customisable evaluation methodology and a novel evaluation
framework architecture. Gibbon is discussed by an availability evaluation
of MongoDB, analysing the take over and recovery time.

Keywords: Distributed database · Database evaluation · High avail-
ability · NoSQL · Cloud

1 Introduction

The landscape of database management systems (DBMSs) has evolved signif-
icantly over the last decade, especially when it comes to large-scale DBMSs
installations. While relational database management systems (RDBMS) have
been the common choice for persisting data over decades, the raise of the Web
and new application domains such as Big Data and Internet of Things (IoT)
drive the need for novel DBMS approaches. NoSQL and only recently NewSQL
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DBMSs [15] have evolved. Such DBMSs are often designed as a distributed data-
base management system (DDBMS) spread out over multiple database nodes and
supposed to run on commodity or even virtualised hardware.

Due to their distributed architecture, DDBMSs support horizontal scalability
and consequently the dynamic allocation and usage of compute, storage and
network resources [1] based on the actual demand. This fact makes Infrastructure
as a Service (IaaS) cloud platforms a suited choice for running DDBMSs, as it
provides elastically, on-demand, self-service resource provisioning [19].

Even though distributed architectures can be used to improve the availabil-
ity of the overall system, this is not automatically the case. In particular, in
distributed systems the probability of failures is the higher the more entities are
involved, i.e. in the case of DDBMSs the more data nodes are used. When cloud
resources are used, the situation is worsened, as failures on lower level may affect
multiple virtualised resources and cause mass failures [13,16].

With respect to DDBMSs, the common approach to availability is to repli-
cate data items across multiple database nodes to ensure high availability in case
of resource failures. However, the desire for availability is hindered by the CAP
theorem stating that availability is achieved by scarifying consistency guaran-
tees or partition tolerance [6]. However, the choice between two of these three
attributes is not a binary decision and offers multiple trade-offs [5]. This has led
to a very heterogeneous DDBMS landscape not only with respect to the sheer
number of systems, but also the availability mechanisms they provide [11].

Hence, we find ourselves in the situation that more DDBMSs exist than ever,
each of them promising availability features and often enough even high avail-
ability. Further, many of these DDBMS are operated on IaaS infrastructures with
an increased risk of mass failures. Yet, for none of the DDBMSs it is known how
it actually behaves under failure conditions and how the failure condition affects
the availability of the DDBMSs. At the same time, no supportive frameworks
for evaluating availability of DDBMSs exist [24] and in consequence, selecting a
DDBMS becomes a gamble for users if availability is a major selection criterion.

In order to increase the trust in running DDBMSs on cloud resources and
easing the selection of high available DDBMSs, we present Gibbon, a novel frame-
work for evaluating the availability of DDBMSs. It explicitly supports cloud fail-
ure scenarios. Hence, our contribution is threefold: (1) we identify quantifiable
metrics to evaluate availability; (2) we define an extensible evaluation method-
ology; (3) we present a novel availability evaluation framework architecture.

The remainder is structured as follows: Sect. 2 introduces the background
on availability, DDBMS and cloud computing, while Sect. 3 analyses the impact
of failures. Section 4 defines the availability metrics while Sect. 5 presents the
evaluation methodology. Section 6 presents the framework architecture. Section 7
discusses the presented framework and Sect. 8 presents related work. Section 9
concludes.
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2 Background

In order to consolidate the context of the Gibbon framework, we introduce in
this section the background on DDBMSs, availability, and DDBMSs on IaaS.

2.1 Distributed Database Systems

Per definition, a DBMS manages data items grouped in collections or databases.
For DDBMS these data items are spread out over multiple database nodes each
of which runs management logic. Hence, the databases nodes communicate and
cooperate in order to realise the expected functionality.

The use of distribution has two conceptionally unrelated benefits: (i) more
data can be stored and processed, as the overall available capacity is the sum
of the capacity of the individual database nodes. In this usage scenario the
sharding (partitioning) strategy defines which data items are stored on which
of the database nodes. (ii) data items can be stored redundantly on multiple
database nodes protecting them against failures of individual database nodes. A
replication degree of n denotes that a data item is stored n times in the system.

Replication. When sharding is used without replication, no tolerance against
node failures exists. On the other hand, using replication without sharding means
that all data is available on all database nodes. This is also referred to as full
replication. When sharding and replication is used in parallel, each database
node will contain only a subset of all data items [9]. Depending on the replication
strategy [22] a user is allowed to interact with only one of the replicas (master-
slave replication) or all of them (multi-master).

In the master-slave approach one of the n physical copies of a data item
has the master role. Only this item can be changed by users. It is the task of
the database node hosting this item to synchronize slave nodes. The latter only
execute read requests. A failure of the master will require the re-election of a new
master amongst the remaining slaves. In the multi-master approach, any replica
can be updated and the hosting database nodes have to coordinate changes.

Geo-replication caters for mirroring the entire DDBMS cluster to a different
location in order to protect the data against catastrophic events.

Replica Consistency. Having multiple copies of the same data item in the
system requires to keep the copies in sync with each other. This is particularly
true for multi-master approaches. Here, two approaches exist: synchronous prop-
agation ensures consistency is coordinated amongst all database nodes hosting
a replica before any change is confirmed to a client. Asynchronous propagation
in turn delays this so that multiple diverging copies of the item can exist in the
system and clients can perform conflicting updates unnoticed.

Node and Task Types. Besides storing data items, a DDBMS has several other
tasks to do: management tasks keep track of the location of data items, routing
queries to the right destination, and detecting node failures. Query tasks process
queries issued by the client and interact with the database nodes according to the



34 D. Seybold et al.

distribution information the management task stores. Depending on the actual
DDBMS these tasks are executed by all database nodes in peer-to-peer manner,
isolated in separate nodes, or even part of the database driver used by the client.

Storage Models. For DBMS three top-level categories are currently in use [15]:
relational, NoSQL and NewSQL data stores. Relational data stores target trans-
actional workloads, providing strong consistency guarantees based on the ACID
paradigm [17]. Hence, relational data stores are originally designed as single
server DBMS, which have been extended lately to support distribution (e.g.
MySQL Cluster1). NoSQL storage models can be classified into key-value stores,
document-oriented stores, column-oriented stores and graph-oriented stores.
Compared to relational, their consistency guarantees are weaker and tend to
towards BASE [21]. This weakening consistency makes those DDBMS better
suited for distributed architectures and eases the realisation of features such as
scalability and elasticity. NewSQL data stores are inspired by the relational data
model and target strong consistency in conjunction with a distributed architec-
ture.

2.2 Availability for DDBMSs

Generally, availability is defined as the degree to which a system is operational
and accessible when required for use [14]. Besides reliability (the “measure of
the continuity of correct service” [3]), availability is the main pillar of many
fault-tolerant implementations [11].

In this paper, we solely focus on the availability aspect and assume that
DDBMSs are reliable, i.e. work as specified. As our primary metric, we use what
Zhong et al. call expected service availability and define availability of a DDBMS
as the proportion of all successful requests [27] over all requests.

The availability of the DDBMS can be affected by two kinds of conditions [11]:
(i) A high number of requests issued concurrently by clients, overloading the
DDBMS such that the requests of clients cannot be handled at all or are handled
with an unacceptable latency > Δt. (ii) Failures occur that impact network
connectivity or availability of data items. The failure scenarios we consider are
subject to Sect. 2.3.

2.3 Cloud Infrastructure

IaaS clouds have become a preferable way to run DDBMSs. Due to its cloud
nature, IaaS offers more flexibility than bare metal resources. IaaS provides
processing, storage, and network to run arbitrary software [19]. The process-
ing and storage resources are typically encapsulated in a virtual machine (VM)
entity that also includes the operating system (OS). VMs run on hypervisors
on top of the physical infrastructure of the IaaS provider. As cloud providers
typically operate multiple data centres, IaaS eases to span DDBMSs across dif-
ferent geographical locations. The location of cloud resources can be classified
1 https://www.mysql.com/products/cluster/.

https://www.mysql.com/products/cluster/
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into geographical locations (regions), data centres inside a region (availability
zones), racks inside a data centre and physical hosts inside a rack.

This set-up heavily influences availability as failures on different levels of that
stack can have impact on individual database nodes (running in one VM), but
also on larger sets of them. For instance, the failure of a hypervisor will lead to
the failure of all VMs on that hypervisor.

An exemplary DDBMS deployment on IaaS is depicted in Fig. 1. Here, an 8-
node DDBMS is deployed across two regions of one cloud provider. Each database
node is placed on a VM and the VMs rely on different availability zones of the
respective region. The example also illustrates the use of heterogeneous physical
hardware: availability zones B and C are built upon physical servers without
disks and dedicated storage servers. Availability zones A and D are built upon
servers with built-in disks.
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Fig. 1. DDBMS on IaaS

3 Failure Impact Analysis

Section 2.2 stated that two types of events impact the availability of DDBMSs:
overload and failures. Dealing with overload has seen much attention in litera-
ture (cf. Sect. 8) so that this paper will focus on the latter that has barely received
attention in the past [24]. In particular, our work addresses the capabilities of
DDBMSs availability mechanisms to overcome failures in IaaS environments.

3.1 Replication for Availability

In Sect. 2.1, we introduced replication and partitioning as two major, but basi-
cally unrelated concepts used in DDBMSs. This section investigates the impact
of their use under failure conditions.
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No Replication. Apparently, when a database node fails and no replication
is used, all data items stored on that database node become unavailable. The
impact on the overall availability of the DDBMS depends on the access pattern
of the failed shard, but for uniform distribution, the availability will drop to N−1

N
while this database node is unavailable.

Master-Slave Replication. When master-slave replication is used, the failure
of a single database node has less impact, as copies of the data item are in the
system. Yet, the process of detecting the failure and finding a new master for
all data items from the failed database node needs time no matter if the new
master is elected manually or automatically [11]. Hence, for uniform distribution
of access, availability will still drop to N−1

N . Yet, hopefully for a shorter time.

Multi-master Replication. When using multi-master replication the failure
of a single database node does not affect the overall availability, as any other
database node hosting a replica of the requested data item can be contacted.
Nevertheless, depending on the driver implementation and the routing, a small
portion of requests may fail, when they are connected with the failed database
node at the time of failure.

Functional Nodes. Some DDBMSs make use of additional hosts that function
as entry points for clients or as a registry storing the mapping from data item
to database node. The failure of these node also has impact on the overall avail-
ability. In particular, if configured wrong, the failure of any of those nodes can
render the entire DDBMSs unavailable.

3.2 Failures and Recovery

This section investigates failures and recovery of DDBMSs hosted on Clouds. In
particular, it derives how to emulate the failure of certain resources for the sake
of evaluating availability metrics of different DDBMSs.

From Fig. 1 we can see that a cloud-operated DDBMS sits on top of several
layers of hard- and software. Hence, even assuming that both DDBMS code and
the operating system surrounding it are correct, the large stack leaves oppor-
tunities that can go wrong: On the infrastructure level, servers, network links,
network device, power supplies, or cooling may fail. Similarly, on software level,
management software and hypervisors can fail; algorithms, network, and devices
can be buggy, misconfigured, or in the process of being restarted.

Any of these failures can affect virtual machines and virtual networks, but
also physical servers, physical networks, entire racks, complete availability zones,
or even entire data centers. Table 1 lists these failure levels with a way to emulate
the failure and an action that helps to recovery from the failure.

The failure of a database node or a virtual machine can be represented as
virtual machine unavailability and can be emulated by forcibly terminating the
virtual machine. Here, it is important to ensure that no additional clean-up
tasks, e.g. closing network connections get executed. The failure of a physi-
cal server leads to the unavailability of all virtual machines hosted on that
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Table 1. DDBMS failures in a Cloud Infrastructure

Failure level Emulate Recovery

DDBMS node Forcibly terminate VM Replace VM

VM Forcibly terminate VM Replace VM

Physical server Forcibly terminate all
VMs on server

Replace VMs/move zone

Availability zone Forcibly terminate all
VMs in zone

Move zone or region

Region Forcibly terminate all
VMs in region

Move region/provider

Cloud provider Forcibly terminate VMs
hosted by provider

Move provider

server. The failure of a full availability zone or even an entire region leads to the
unavailability of multiple physical servers and hence unavailability of all hosted
virtual machines.

4 Availability Metrics

From the previous sections we derive input parameters and output metrics
to evaluate the availability of DDBMSs running on cloud infrastructures.
Input parameters describe the deployment and evaluation specifications of the
DDBMS, while output metrics describe the experienced availability after the
input parameters have been applied. Hence, a tuple of input parameters and
output metrics provide the base for the availability evaluation (cf. Sect. 5).

4.1 Input Parameters

The input parameters as listed in Table 2 comprise the deployment and evalu-
ation specification. The deployment specification combines the replication and
partitioning characteristics (cf. Sect. 3.1), failure and recovery characteristics (cf.
Sect. 3.2) and deployment information of the DDBMS nodes. The first two input
parameters define the replication setting of the DDBMS, i.e. node replication
level and cross data centre geo-replication level. None, one, or both replication
levels might be configured for the DDBMS under observance. The replication
first is defined by the strategy, defines the amount of replicas the replication will
have in normal, healthy state, and the update laziness, how the write requests
are synchronized between replicas.

Partitioning defines the setting for data partitioning, if present. If partition-
ing takes place, the amount of partitions are specified, and how the distribution
strategy of data items to partitions is handled (group based, range based, with
hashing functions). For accessing the distributed data items, the data access is
of importance, namely if the client connects to the correct partition directly, via
a proxy or requests are routed automatically.
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Table 2. Input parameters

Input parameter Description

Deployment Node replication Strategy (single-/multi-master,
selection), replicas, laziness

Geo-replication Equals “node replication”

Partitioning Number of partitions, strategy (range,
hash), data access (client, proxy, routing)

Resources Hierarchical infrastructure model of
DDBMS (cf. Fig. 1)

Evaluation Failure spec Number of failing nodes per level (cf.
Table 1), number of failing nodes per
types

Recovery Spec Restart policies, number of database
nodes to add (per node type if existent)

Workload spec Requests per second, read/write request
ratio, number of data items

The resources parameter contains a full model of the allocated infrastructure
resources for the DDBMS. This model includes all infrastructure entities involved
from geographic location, to physical servers, virtual machines and DDBMS
nodes (cf. Fig. 1). If the DDBMS differentiates node types, the type is reflected
in the resource information as well.

Further, Table 2 also presents the evaluation specification parameters. The
failure specification parameter defines a failure scenario which will be emulated
by the Gibbon framework. For each level of potential failures described in Table 1,
the amount of failing resource entities and (optionally) the DDBMS node type to
fail is defined. The recovery specification parameter on the other hand describes
the emulated recovery plan such as restarting virtual machines or adding new
nodes to the DDBMS. The input parameters can skip the optional failure recov-
ery parameter.

For simulating failure and recovery specification, the DDBMS is continuously
under an artificial workload, defined by the workload specification parameter.
This parameter defines the amount of read and write requests, as well as the
total amount of data items stored in the DDBMS.

4.2 Output Metrics

The output metrics presented in Table 3 represent the experienced availability
after the input parameters deployment and evaluation specification have been
applied. The output metrics are results of continuously monitoring the metrics
while input parameters are applied.

The accessibility α defines if the database is still reachable by clients (accept-
ing incoming connections) and accepts read and write requests. While accessi-
bility represents boolean values over time, the performance impact φ represents
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Table 3. Output metrics

Output metric Description

Statistics Accessibility DDBMS is accessible for client requests
(read and write)

Performance impact Throughput (read/write requests per
second), latency of requests

Request error rate Amount of failed requests due to data
unavailability

Times Take over time Time until the failure spec is being masked
by the DDBMS

Recovery time Time until the recovery spec is applied by
the DDBMS

the throughput the DDBMS can handle during the evaluation scenario, includ-
ing the amount of requests and the latency for request handling. For instance
the performance may be decreased if replicas are down. In case of node failures,
not all data partitions of a DDBMS may be available until the failure is handled.
The request error rate ε describes as output metric the amount of failed requests
due to data unavailability over the evaluation time.

The output metrics take over time and recovery time specify the measured
time the DDBMS required to identify the applied failure specification, and the
time it takes to apply the recovery specification. The accessibility, the perfor-
mance impact and the data loss rate are time series values over the time the
evaluation scenario is being applied. These values are measured periodically
at runtime, are then aggregated and statistically represented in an percentile
ranking over the time separately for the time it takes to apply (i) the failure
specification and (ii) the recovery specification.

From the described output metrics, the overall availability metric of the
evaluated DDBMS can be calculated. From the output metrics, only a con-
figurable amount of percentiles (e.g. > 90) are considered. Each of the three
metrics accessibility, performance impact and data loss rate gets its configurable
weighting factor Wα,Wε,Wφ resulting in the overall availability metric defined
as Θ = α ∗ Wα + ε ∗ Wε + φ ∗ Wφ.

5 Availability Evaluation

In this section we present an extensible methodology to evaluate the availabil-
ity capabilities of DDBMSs based on the defined input parameters and output
metrics (cf. Sect. 4). Therefore we define an adaptable evaluation process, which
emulates the previous failure levels and enacts the respective recovery actions.
This process enables the monitoring of the defined availability metrics in order
to analyse the high availability efficiency of the evaluated DDBMS. First, we
introduce the evaluation process, defining the required evaluation states and
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transitions. Second, we present an algorithm to inject cloud resource failures on
different levels, based on a predefined failure specification.

5.1 Evaluation Process

Emulating cloud resource failures and monitoring the defined availability metrics,
requires the definition of a thorough and adaptable evaluation process, from the
DDBMS deployment in the cloud over the simulation of cloud resource failures
to the recovering of the DDBMS. A fine-grained evaluation process is depicted
in Fig. 2, where the monitoring periods of the availability metrics are presented
in the white box, the evaluation process state in the yellow box and the frame-
work components in the blue box. In the following we introduce the evaluation
process states and the monitoring periods, while the framework components are
described in Sect. 6.
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Fig. 2. Evaluation process

The depicted evaluation process in Fig. 2 illustrates an exemplary evaluation,
which runs through all defined states exactly once by executing the respective
transitions (cf. Tables 4 and 5). Yet, it is also possible to leave out dedicated tran-
sitions such as recovery action. The Gibbon framework executes each evaluation
process and it also supports the combination of multiple evaluation processes
into an evaluation scenario.

Throughout each evaluation process, the defined availability metrics (cf.
Sect. 4) need to be monitored. Yet, the monitoring period for each availabil-
ity metric depends on the evaluation process state as depicted in Fig. 2. The
performance impact and accessibility is monitored from the healthy to the fin-
ished state to analyse the performance development over the intermediate states
and compare it with the performance at the beginning. The request error rate
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Table 4. Evaluation states

State Description

Initialised A new evaluation process is triggered

Ready All nodes of the DDBMS deployed in the cloud and the
configuration is finished, i.e. the DDBMS is operational

Healthy All nodes of DDBMS are serving requests

Unhealthy n nodes of the DDBMS are not operational due to cloud
resource failures, the DDBMS has not yet started take over
actions.

Masked The DDBMS initiated automatically the take over of n
replicas to reestablish the availability of all data records.
The DDBMS is operational again but with −n nodes

Recovered The number of nodes complies again with the initial
number of nodes, all nodes of DDBMS are serving requests

Finished The evaluation process is finished

Table 5. Evaluation transitions

Transition Description

Deploy The DDBMS is being deployed and configured, i.e.
dedicated VMs are allocated in specified locations

Start workload A constant workload is started against the deployed
DDBMS

Trigger failure A specified cloud resource failure is emulated by the DB
Gibbon component (cf. Sect. 5.2, provoking the failure of n
nodes

Take over DDBMS recognizes the failure of n nodes and initialises
the take over of the remaining replicas by propagating the
new locations for the currently unavailable data records

Recovery action the DDBMS is restored to its actual number or nodes by
adding n new nodes to the DDBMS. In this process the
new nodes are integrated in the running DDBMS and the
data is redistributed

Stop workload The workload is stopped

is monitored during the unhealthy to the recovered state to analyse the develop-
ment of the failed request rate. The take over time is monitored in the transition
from the unhealthy to the masked state while the recovery time is monitored in
the transition from the masked to the recovered state.

5.2 DB Gibbon Algorithm

In order to emulate failing cloud resources on the different levels, we build
upon the concepts of Netflix’s Simian Army [26] and adapt these concepts
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for DDBMS in the cloud. Therefore, we define an algorithm, which is able to
enact the introduced cloud failure levels (cf. Sect. 3.2) for DDBMSs. Follow-
ing the Simian Army [26] concepts, we name our algorithm the DB Gibbon.
The algorithm is depicted in Listing 1.1 and requires as input parameters a list
of failures <List<failure >> and the dbDeployment. The failures list
contains n failure objects with the attributes failureLevel, indicating the
cloud resource failure level (cf. Table 1), failureQuantity specifying the num-
ber of failures to be enacted by the DB Gibbon and nodeType specifying the
failing nodes type. Possible nodeTypes are <ANY, DATA, MANAGEMENT, QUERY>
The dbDeployment parameter contains the information of the deployed DDBMS
topology, i.e. the mapping of each node to the cloud resource. Based on these
parameters the DB Gibbon algorithm enacts the specified failures in the transi-
tion to the unhealthy state as depicted in Fig. 2. After enacting all failures, the
algorithm returns the updated deployment, which is used to trigger the recovery
action by calculating the difference to the initial deployment and deriving the
required recovery actions.

Listing 1.1. DB Gibbon Algorithm

input : f a i l u r e s <List<f a i l u r e >>, dbDeployment
output : dbDeployment
beg in
f o r each f a i l u r e in f a i l u r e s
i f f a i l u r e . f a i l u r e L e v e l == f a i l u r e L e v e l .VM
def VMs List<VM> ← dbDeployment . getVMsOfNodeType ( f a i l u r e . nodeType )
f o r ( i n t i : f a i l u r e . f a i l u r eQuan t i t y )
def failedVM VM ← failRandomVM(VMs)
dbDeployment ← updateDeployment ( dbDeployment , failedVM )

end

e l s e i f f a i l u r e . f a i l u r e L e v e l == f a i l u r e L e v e l .AVAILABILITY ZONE
fo r ( i n t i : f a i l u r e . f a i l u r eQuan t i t y )
def VMs List<VM> ← dbDeployment
. a v a i l a b i l i t yZon e ( i ) . getVMsOfNodeType ( f a i l u r e . nodeType )
def fai ledVMs List<VM> ← fai lVMs (VMs)
dbDeployment ← updateDeployment ( dbDeployment , fai ledVMs )

end

e l s e i f f a i l u r e . f a i l u r e L e v e l == f a i l u r e L e v e l .REGION
fo r ( i n t i : f a i l u r e . f a i l u r eQuan t i t y )
def VMs List<VM> ← dbDeployment . r eg i on ( i )
. getVMsOfNodeType ( f a i l u r e . nodeType )
def fai ledVMs List<VM> ← fai lVMs (VMs, f a i l u r e S e v e r i t y )
dbDeployment ← updateDeployment ( dbDeployment , fai ledVMs )

end

// only p r i va t e c loud deployments
e l s e i f f a i l u r e . f a i l u r e L e v e l == f a i l u r e L e v e l .PHYSICAL HOST
fo r ( i n t i : f a i l u r e . f a i l u r eQuan t i t y )
def VMs List<VM> ← dbDeployment . phys i ca lHost ( i )
. getVMsOfNodeType ( f a i l u r e . nodeType )
def fai ledVMs List<VM> ← fai lVMs (VMs, f a i l u r e S e v e r i t y )
dbDeployment ← updateDeployment ( dbDeployment , fai ledVMs )

end
e l s e
return FAIL

end
return dbDeployment

end
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6 Architecture

This section presents the architecture of the novel Gibbon Framework for exe-
cuting the introduced evaluation methodology (cf. Fig. 2). A high-level view
on the architecture is depicted in Fig. 3, introducing the technical framework
components and their interactions between each other. The entry point to the
Gibbon framework represents the evaluation API, expecting the evaluation sce-
nario specification. This specification comprises four sub specifications for the
respective framework components. In the following each framework component
is explained with respect to the required specification and its technical details.
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Fig. 3. Gibbon evaluation framework architecture

Orchestrator. Orchestrator receives the deployment specification, which com-
prises the description required cloud resources and the actual DDBMS with its
configuration. Hence, the orchestrator interacts with the cloud provider APIs to
provision the cloud resources and to orchestrate the DDBMS on these resources.
As carved out in our previous work, the usage of advanced Cloud Orchestration
Tools (COTs) over basic DevOps tools is preferable as COTs abstract cloud
provider APIs and provide monitoring and adaptation capabilities during run-
time [4]. The monitoring capabilities comprise general system metrics as well as
customisable application specific metrics. Hence, the monitoring capabilities of
COTs can be exploited to measure metrics such as the DDBMS nodes state or
ongoing maintenance operations, which are required to express the availability
metric (cf. Sect. 4). COTs offer run-time adaptations such as deleting or suspend-
ing cloud resources or DDBMS nodes, adding new cloud resources and DDBMS
nodes or the execution of additional applications on the existing DDBMS nodes.
These capabilities are used by the DB Gibbon and recovery agent components.
The Gibbon framework builds upon the Cloudiator COT2 [10], which supports

2 http://cloudiator.org/.

http://cloudiator.org/
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the main public IaaS providers (Amazon EC23, Google Compute4, Microsoft
Azure5) as well as private clouds built upon OpenStack6 and provides advanced
cross-cloud monitoring and adaptation capabilities [12].

DB Gibbon. This component is responsible to emulate cloud resources failures
based on the provided failure specification. It queries the COT for the current
DDBMS deployment information, i.e. the mapping of nodes to cloud resources
and their location. Based on the deployment information and the failure spec-
ification, it executes the DB Gibbon algorithm (cf. Sect. 5.2). In the execution
phase of the algorithm the DB Gibbon interacts with the COT to enact the
actual failures on cloud resource level, e.g. deleting all VMs of the DDBMS
which rely in availability zone A.

Recovery Agent. The component receives the recovery specification, which
comprises the defined recovery actions (cf. Sect. 3.2). It collects the DDBMS
deployment state from the DB Gibbon after its execution and map the recovery
actions to the failed resources. To enact the actual recovery actions, the recovery
agent interacts with the COT, which executes the cloud provider API calls and
orchestrates the DDBMS nodes.

Workload Agent. It keeps the DDBMS under constant workload during the
evaluation process to measure the performance development during the different
evaluation states by receiving a workload specification, describing the targeted
operation types, the data set size and the number of operations. Further, the
workload agent is responsible to measure the performance metrics and store them
for further analysis in the context of the availability metrics. Our framework uses
the Yahoo Cloud Serving Benchmark (YCSB) as workload agent [8] as the YCSB
supports distributed execution, multiple DDBMSs and easy extensibility.

7 Discussion

In this section, we discuss the effectiveness of the Gibbon framework based on
a concrete evaluation scenario for MongoDB7. First, we describe the applied
deployment, failure, recovery, and workload specifications and second, we discuss
early evaluation results of the accessibility, take over and recovery time.

7.1 Evaluation Scenario: MongoDB

We select MongoDB as the most prevalent document-oriented data store8 as the
preliminary DDBMS to evaluate. MongoDB is classified as CP in the context of

3 https://aws.amazon.com/ec2/.
4 https://cloud.google.com/compute/.
5 https://azure.microsoft.com.
6 https://www.openstack.org/.
7 https://www.mongodb.com/.
8 http://db-engines.com/en/ranking trend.

https://aws.amazon.com/ec2/
https://cloud.google.com/compute/
https://azure.microsoft.com
https://www.openstack.org/
https://www.mongodb.com/
http://db-engines.com/en/ranking_trend
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the CAP theorem but still provides mechanisms to enable high availability [11],
such as automatic take over in case of node failures. MongoDB’s architecture is
built upon three different services: (1) mongos act as query router, providing an
interface between clients and a sharded cluster, (2) configs store the metadata
of a sharded cluster, (3) shards persist the data. A group of shards build a replica
set with one primary handling all requests and n secondaries, synchronizing
the primary data and taking over in case the primary becomes unavailable.

The applied evaluation scenario builds upon a single evaluation process as
depicted in Fig. 2. Yet, in this preliminary evaluation process we do not apply
a constant workload during the evaluation but use three different data set sizes
which are inserted in MongoDB during the deployment of MongoDB. Hence,
we only measure the metrics take over time and recovery time. Accessibility is
measured by periodic connection attempts by a MongoDB client.

The deployment specification comprises one mongos and three shards nodes,
building a MongoDB replica set with one primary and two secondaries with
full-replication and no sharding. For the sake of simplicity we did not deploy a
production-ready setup with multiple mongos and config nodes. All nodes are
provisioned on a private cloud based on OpenStack version Kilo with full and
isolated access to all physical and virtual resources. All nodes are provisioned
within the region Ulm and the availability zone University. Each node runs on
a VM with 2 vCPUs, 4GB RAM, 40GB disk and Ubuntu 14.04.

As failure specification we applied one failure object with the attributes
failureLevel=VM, failureQunatity=1 nodeType=data to the DB Gibbon.

The recovery specification defines to add of a new data node (i.e. secondary in
MongoDB), as soon as MongoDB reaches the masked state after a node failure.
MongoDB is configured to elect a new primary if the recent primary node failed.

As stated above, we do not apply a constant workload during the evaluation,
the workload specification only defines the data set by number of records=100K,
400K, 800K and record size=10KB.

7.2 Evaluation Results

The preliminary evaluation results reveals two insights: the behaviour in case of
node failures and in the case of adding a new replica to the system.

In case of a node failure, the behaviour depends on the failed node type. If a
secondary fails, connected clients will loose their read-only connections and have
to reconnect to another secondary or to the primary node. In this case we can
assume, that at least the primary node is still accessible, so clients can reconnect
immediately. If the primary fails, clients will loose their read/write connections,
but may connect immediately to a secondary node for read requests. Remaining
secondaries will recognize that the primary fails and will elect the new primary
after a configurable timeout. During this timeout and election phase, no clients
can issue write requests, the DDBMS is hence only accessible for read requests
and not for write requests. Per default, the primary failover timeout is configured
to ten seconds. In repeated experiments an average duration for election and
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primary take over of five seconds (± one second) is measured. Hence, the overall
take over time is 15 s.

Whenever a node failure happens, the evaluation scenario adds a new replica
after the remaining nodes elected a primary. The new secondary node has to
synchronize the stored data from other nodes, for consistency reasons from the
primary node. The replication time depends on the size of stored data. For 100 k,
400 k, and 800 k items the median for replication time with 30 runs takes 31 s,
300 s, and 553 s with a standard deviation of 7s, 15 s, and 25 s. The recovery
time hence depends on the amount of data to replicate, plus a fixed amount of
time it takes to allocate new resources on the Cloud. The DDBMS is accessi-
ble throughout the replication, yet with reduced resources due to the ongoing
synchronisation.

8 Related Work

The view on availability in distributed systems evolved over the last two decades.
The CAP theorem published in 2000, states that any networked shared-data
system can only have two of the three properties consistency, availability and
partition tolerance [6]. A revisited view on the CAP theorem is presented in
2012 [5], reflecting how emerging distributed systems such as DDBMSs adapted
their consistency, availability and partition tolerance properties as the decision
for two out of the three properties is not a binary decision [5].

The classification of DDBMSs according to their CAP properties in CA or
CP DDBMSs is a widely discussed topic in database research. A first overview
and analysis of emerging DDBMSs is provided by [7], analysing various DDBMSs
with respect to their availability capabilities in the context of the CAP theorem.

DDBMSs mechanism to provide high availability are discussed by [15], break-
ing down the technical replication strategies from master-slave replication to
masterless, asynchronous replication of 19 DDBMSs. Yet, the high availability
mechanisms are only discussed on a theoretical level and no evaluation of their
efficiency is proposed. Further, cloud resources are introduced as the preferable
resources to run DDBMSs but the different failure levels and their implication
to the availability of the DDBMS are not considered.

A similar approach is followed by [23], adding a dedicated classification of
common DDBMSs with respect to their CAP properties, i.e. AP or CP. Further,
the usage of cloud resources is discussed with respect to virtualisation and data
replication across multiple regions. Yet, the focus relies on enabling consistency
guarantees of wide-area DDBMSs while side-effects by using cloud resources that
effect as well as ensure availability in DDBMS are not considered in detail.

An availability- and reliability-centric classification of DDBMSs is presented
by [11]. Hereby, the challenges to provide non-functional requirements such as
replication, consistency, conflict management, and partitioning are broken down
in a fine grained classification schema and a set of 11 DDBMS are analysed.
Two availability affecting issues and solutions are presented, overloading and
node failures: (i) Is a DDBMS not available due to overloading, the DDBMS
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needs to be scaled out. (ii) Replicas need to be in place to overcome database
node failures. Yet, the proposed solutions are on an architectural level and the
actual capabilities of DDBMSs are not evaluated in real-world scenarios.

While theoretical classifications of DDBMSs provide a valuable starting point
for a first selection of DDBMSs, the final selection still remains challenging due
to the heterogeneous DDBMSs landscape. Hence, database evaluation frame-
works provide additional insights in DDBMS capabilities by evaluation ded-
icated evaluation tiers based on different workload domains. While available
evaluation frameworks such as YCSB [8] or YCSB++ [20], focus on the eval-
uation performance, scalability, elasticity and consistency, the availability tier
is not yet considered by these frameworks [24]. First approaches in availability
evaluation are based on the YCSB and focus the on decreased availability due
to an overloaded database [18,25]. While an evaluation framework focusing on
the availability of cloud-hosted DDBMSs is not yet available, an approach to
enact synthetic failures on cloud resources is described by [26] and implemented
at Netflix. Yet, this approach only describes the failure scenarios in the cloud
and does not propose evaluation metrics or an evaluation methodology for cloud
applications in general and DDBMS in particular. A first approach towards the
availability metrics is presented by [2], yet the focus relies on the resilience of
DBMSs, while DDBMSs and their availability mechanism are not considered.
Existing failure-injection tools such as the DICE fault injection tool9 or jepsen10

either inject failures on node or DBMS level but do not support the injection of
resource failures in different granularity.

9 Conclusion and Future Work

In the last decade the database management system (DBMS) landscape grew
fast, resulting in a very heterogeneous DBMSs landscape, especially when it
comes to distributed database management systems (DDBMSs). As cloud com-
puting is the preferable way to run distributed applications, cloud computing
seems to be the choice to run DDBMSs. Yet, the probability of failures increases
with the number of distributed entities and cloud computing adds another layer
of possible failures. Hence, DDBMSs apply data replication across multiple
DDBMS nodes to provide high availability in case of node failures. Yet, pro-
viding high availability comes with limitations with respect to consistency or
partition tolerance as stated by the CAP theorem. As these limitations are not
binary, a vast number of high availability implementations in DDBMSs exist.
This makes the selection of a DDBMS to run in the cloud a complex task, espe-
cially as supportive availability evaluation frameworks are missing.

Therefore, we present Gibbon, a novel availability evaluation framework for
DDBMSs to increase the trust in running DDBMSs in the cloud. We describe
levels of cloud resource failures, existing DDBMS concepts to provide high avail-
ability and distill a set of five quantifiable availability metrics. Further, we
9 https://github.com/dice-project/DICE-Fault-Injection-Tool.

10 https://github.com/jepsen-io/jepsen.

https://github.com/dice-project/DICE-Fault-Injection-Tool
https://github.com/jepsen-io/jepsen
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derive the DDBMSs specific technical details, affecting the availability evaluation
processes. Building upon these findings, we introduce the concept of extensible
evaluation scenarios, comprising n evaluation processes. Further, we present the
DB Gibbon, which emulates cloud resource failures on different levels.

The Gibbon framework executes the defined evaluation scenarios for generic
DDBMSs and cloud infrastructures. Its architecture comprises an orchestrator
to deploy the DDBMS in the cloud, a workload agent, a recovery agent and
the DB Gibbon to inject cloud resources failures. As preliminary evaluation, we
evaluate the take over and recovery time of MonogDB in a private cloud, by
injecting failures on the virtual machine level.

Future work will comprise an in-depth evaluation of multiple well-adopted
DDBMSs (See footnote 8) based on the Gibbon framework. Further, the defin-
ition of a minimal evaluation scenario to derive a significant availability rating,
is in progress. In this context, the statistical calculations of the overall availabil-
ity rating index will be refined. Finally, the portability of Gibbon evaluate the
availability of generic applications running in the cloud will be evaluated.
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and Lúıs Veiga1,2(B)

1 INESC-ID Lisboa, Lisbon, Portugal
{dpatricio,rbruno}@gsd.inesc-id.pt,

{paulo.ferreira,luis.veiga}@inesc-id.pt
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Abstract. Many Big Data analytics and IoT scenarios rely on fast and
non-relational storage (NoSQL) to help processing massive amounts of
data. In addition, managed runtimes (e.g. JVM) are now widely used
to support the execution of these NoSQL storage solutions, particularly
when dealing with Big Data key-value store-driven applications. The ben-
efits of such runtimes can however be limited by automatic memory man-
agement, i.e., Garbage Collection (GC), which does not consider object
locality, resulting in objects that point to each other being dispersed
in memory. In the long run this may break the service-level of applica-
tions due to extra page faults and degradation of locality on system-level
memory caches. We propose, LAG1 (short for Locality-Aware G1), an
extension of modern heap layouts to promote locality between groups
of related objects. This is done with no previous application profiling
and in a way that is transparent to the programmer, without requiring
changes to existing code. The heap layout and algorithmic extensions are
implemented on top of the Garbage First (G1) garbage collector (the new
by-default collector) of the HotSpot JVM. Using the YCSB benchmark-
ing tool to benchmark HBase, a well-known and widely used Big Data
application, we show negligible overhead in frequent operations such as
the allocation of new objects, and significant improvements when access-
ing data, supported by higher hits in system-level memory structures.

Keywords: Cloud infrastructure · Java virtual machine · Garbage
collection · Locality-aware · Big data

1 Introduction

Managed languages (such as Java) are gaining space as the choice to implement
Big Data processing and storage frameworks [10,14,15,19], as they facilitate
application development, This is mostly due to its automated memory manage-
ment capabilities, flexible object-oriented design and quick development cycle.
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These languages, and Java in particular, run on top of a runtime system (the Java
Virtual Machine, JVM, is one such case) that manages code execution and mem-
ory management. Memory management is governed by the Garbage Collector
(GC), a component that controls how objects are allocated and collected. Despite
the considerable development benefits of automatic memory management, the
GC can lead to serious performance problems in Big Data applications.

In particular, some of these performance problems are caused by the fact
that the GC does not respect application’s working set locality. In fact, while
the application is running, the GC will move application objects throughout
memory, possibly separating objects that belong to the same dataset and that,
therefore, should be close to each other. This is a consequence of throughput
oriented management mechanisms implemented by the GC that, however, hinder
co-locality of related objects and the way objects are represented and placed in
memory [5,6,9].

Space locality is known to have a relevant impact in performance [10,16,28].
For example, Wilson et. al. [28] exploited the hierarchical decomposition of data
structure trees to reorganize the tracing algorithm, instead of strict depth-first
or breadth-first tracing. Dynamic profiling was also studied by Chen [6], so that
information on frequency of access is gathered and used in the placement of those
objects. Huang [11], on the other hand, showed different strategies for online
object reordering during GC, in order to improve program locality. Also, Ilham’s
work [12] shows increased locality in system-level memory structures, such as the
L1D1 cache and the dTLB2, when ordering schemes for children object placement
are accounted for, i. e., Depth-First (DF), Breath-First (BF) and Hot Depth-
First (HDF). However, these works either apply a similar approach to all objects,
which makes it difficult to tailor for storage-specify data-structures, or are hard
to scale to very large heaps given the impact of per-object profiling in execution
time. Furthermore they were not evaluated with modern parallel GC algorithms.

To reduce the impact of GC in the context of Big Data applications, others
have made extensive modifications to the way certain objects are created and
managed in special propose memory spaces, either requiring compiler and GC
modifications, or application-specific data structures [5,17].

In this work, we are focused on large-scale key-value databases such as
HBase [1], Cassandra [14], and Oracle KVS [3]. These databases tend to hold
massive amounts of objects (key-value pairs) in memory, which end up being
scattered in memory due to poor GC techniques, that completely disregard
object locality. As the application graph grows, the number of misses and faults
in memory increase with clear negative impact on applications performance.

We propose a novel approach by enhancing GC with locality awareness. In
other words, we propose LAG1 , a modified GC which goal is to keep highly
related groups of objects (i.e., objects that have many references between each
other, for example, a data structure) close to each other in memory, leading to
improved locality. Thus, LAG1 takes takes into account object references when

1 The first level of the CPU data cache.
2 The data Translation-Lookaside-Buffer.
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moving objects in memory. LAG1 is implemented by modifying a state-of-art
GC algorithm, the Garbage First (G1), the new by-default GC for the OpenJDK
JVM. LAG1 does not require the use of new data structures, or even changes
to existing code, thus making the solution easier to adopt in current and new
systems.

In sum, the main contributions of this paper are:

i. A tracing algorithm, designed for automatically managed heaps, to identify
highly related groups of objects.

ii. A garbage collector extension that copies highly related groups of objects to
specific memory segments.

The rest of the paper is organized as follows. Section 2 presents the main
building blocks of modern garbage collectors, and the factors that hinder local-
ity in NoSQL Big Data storages. Section 3 presents the architecture of LAG1 ,
a novel extension, for an existing GC, to co-locate object graphs in memory.
Section 4 shows the modifications made to G1, a modern parallel GC, on top
of which we built LAG1 , and heap organisation to avoid the previous problems
without modifications to the application. Section 5 presents the evaluation of
LAG1 showing its benefits, the small overheads of this solution and the benefits
at application level. Section 7 draws final conclusions.

2 Background

Many of today’s most used NoSQL databases are written in high-level lan-
guages [19], such as Java and C#. By doing so, developers rely on services
supported by these managed runtimes, in particular, automatic memory man-
agement, GC. However, GC introduces several performance issues. As already
mentioned, the lack of object locality compromises application performance; in
this paper, this is exposed in the context of NoSQL databases, and a solution
(LAG1 ) is proposed.

This section is used to further motivate for the problem and to provide suf-
ficient background for the next sections, which describe the proposed solution.

2.1 NoSQL Databases and Object Locality

Currently, NoSQL databases are a popular tool to store massive amounts of data.
Examples of these storage systems include HBase [1], Cassandra [14] and Oracle
KVS [3]. These are distributed, column-oriented NoSQL databases, whose data
model is a distributed key/value map where the key is an identifier for the row
and the value is a highly structured object.

NoSQL databases use large caches to hold hot accessed data. However, it is a
challenge for the GC to efficiently manage such large in-memory data structures.
In fact, when running the YCSB benchmark framework [7] with a dataset of 12
GB, we noticed an excessive use of page swapping resulting from poor GC deci-
sions that cause long application pauses (the result of this is shown in Sect. 5).
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Previous works, such as Bu et al. with their bloat-aware design [5] have also
alerted to this problem; we believe that going a step further to co-locate related
objects achieves even better locality on system-level memory structures to ben-
efit the overall execution time.

As time goes by and operations are performed on top of a NoSQL data-
base, the GC needs to reclaim unreachable objects in order to free space for
new application objects. By doing so, the GC copies objects in memory in order
to free segments of memory. Since the GC does not account for object locality,
it copies groups of highly connected objects (i.e., objects with many references
between each other, for example, a data structure) into distant memory loca-
tions. This degrades application performance as cache locality does not hold in
these scenarios. As datasets become larger, the amount of memory consumed
by a NoSQL database grows, leading to an increased distance between highly
connected objects.

2.2 Garbage Collection Algorithms and Heap Layouts

Garbage Collection (GC) is a well-known and widely used technique to automat-
ically manage memory, i.e., programmers do not need to free objects after using
them [13]. The GC operates over a large memory space called heap. All applica-
tion objects reside in the heap, and is the job of the GC to provide memory for
new application objects and to collect memory used by unreachable application
objects.

Modern garbage collectors are generational, meaning that they follow the
assumption that most objects die young [25]. Thus, most popular GC imple-
mentations divide the heap into two generations, one that holds newly allocated
objects (the young generation) and one to hold objects that survived for at least
a number of GC cycles (the old generation).

The young generation is further divided into three spaces: eden, to and from.
The eden is used to fulfill object allocation requests while the to and from are
used to hold objects that survived at least one GC cycle and that will be even-
tually copied to the old generation.

G1 [8], the baseline of our work, is one such generational GC with a region-
based heap. A heap of this kind is split in small fixed-sized regions, instead of
strictly dividing the heap as in Fig. 1(a). This is illustrated in Fig. 1(b), where
several regions can be seen, each with its purpose. Thus, regions with an O are
old regions (abstractly they belong to the old generation); regions with an S
are survivor regions; and regions with a Y are young regions, both abstractly
belonging to the young generation. G1 also keeps a per-region remembered-set.
For each region, this set describes inter-region references between objects. Its use
is important during garbage collection to know if there are objects from survivor
or old regions that reference objects in young regions (thus allowing to collect
only young regions).

Recent GC implementations, including G1, provide two main types of GC
cycles: minor and full. A minor collection is designed to collect the young genera-
tion and to copy/promote survivor objects into the old generation. Since objects
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Fig. 1. GC Heap Layouts

that survive only one minor collection might not be automatically promoted into
the old generation (this is a GC configurable option), survivor spaces are used
to hold these objects until they are old enough to be promoted. A full collection,
as the name suggests, collects the whole heap (both young and old generations).

3 Gang Promotion in Heap Management

This section presents LAG1 , a GC extension to co-locate dependent objects in
order to improve the locality in system-level memory structures. With LAG1
we introduce the concept of gang promotion to achieve this result. Also, we
introduce a new memory region definition, which manages an unique segment of
memory, called container-region.

The concept of gang promotion consists in copying live objects (in contrast
with dead objects, i.e., unused objects in the heap) in a manner where the sub-
graph of a family of objects does not intersect another sub-graph of a family of
objects. We define a family as a group of objects belonging to the same sub-
graph (for example, a data structure such as a linked list). The result is a single
segment of memory for each family of objects. These segments of memory are
container-regions.

For gang promotion to work, several challenges need to be addressed. These
challenges are the following: (i) how to identify sub-graphs of highly-related
objects, and (ii) how to efficiently promote sub-graphs of highly related objects,
without causing overhead on the existing promotion mechanism, to a specific
memory region. The following sections explain how we tackled these chal-
lenges in the two participating sub-systems for object management: the runtime
(Sect. 3.1), the system that executes the application code and allocates new
objects; and the garbage collector (Sect. 3.2), the system that collects objects no
longer in use by the application.
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3.1 Identifying Relevant Object-Graphs

One of the challenges in gang promotion is to identify sub-graphs of highly-
related objects to co-locate, non-intrusively to the runtime sub-system. Naively,
bookkeeping every allocation call and, at a safepoint3, filter the sub-graph of
allocated objects could suffice. But for a very large number of object sub-graphs,
such as in a Big Data environment, that would largely consume system resources.

We have taken the approach of instrumenting only relevant allocation sites.
Relevant allocation sites are those that allocate objects of a type deemed to be
the head of a highly-related object sub-graph. This goes along with the fact that
the head of an object sub-graph is usually the first object to be allocated in the
system (another terminology is to refer the head of the sub-graph as the root of
a structured tree). Therefore, identifying the root is enough for LAG1 to move
the whole tree to a special memory region in a later stage. In order for LAG1 to
identify the root, the user of the program must specify what is the type of the
object that is the root. The set of types for the root objects is called LAG1-RS .
The heuristics behind the identification of the root’s type, and thus what can be
included in the LAG1-RS , is left for the user to decide.

To avoid conflicts among mutator threads, LAG1 saves identified roots on
a thread-local array shown in Fig. 2. This figure shows what the instrumented
allocation site does; it queries if the class of the object being instantiated is a
LAG1-RSclass and, if so, it inserts the object in the thread-local array. The
term LAG1-RS (abbreviated form of LAG1 Root Set) is the set of sub-graph
roots across all mutator threads. This step is important for the GC stage, i.e.,
when the live object-graph is moved to a survivor space.

Fig. 2. Bookkeeping head of an object sub-graph at instrumented allocation site

3.2 Gang GC on a Large Heap

To correctly promote object sub-graphs identified through the mechanism pre-
sented in Sect. 3.1, two more challenges need to be addressed: (i) avoid unreach-
able sub-graphs referenced by LAG1-RS ; and (ii) integrate sub-graph promotion
3 The mechanism used in HotSpot to create Stop-the-World pauses. Garbage collection

cycles run inside a safepoint, during which all application threads are stopped.
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in LAG1 with the existing promotion mechanism in G1. We address these two
challenges in the paragraphs below.

Avoid Unreachable Sub-Graphs. Saving allocated heads of sub-graphs in
thread-local arrays can have adverse effects, if these references are used as roots
for tracing the remaining sub-graph at GC time. This is so because the refer-
ences may belong to objects used as temporary storage (use cases for this are VM
warm-ups, cloning data, etc.) and can become unreachable by the tracing algo-
rithm. LAG1 uses the LAG1-RS to create container-regions, instead of using it
for tracing live objects. There is no memory region associated with newly cre-
ated container-regions, therefore obliging that the sub-graph must be reachable
by the root-set (threads’ stacks, globals and statics) in order to have heap space
effectively assigned.

Another important aspect of LAG1 is associating the identifier of the created
container-region with each object in the LAG1-RS . With this technique, LAG1
does not lose the associative relationship between the head of a sub-graph and
the container-region that will hold the objects. It also provides a way for LAG1
to propagate this identifier to this root’s followers or children (i.e., the objects
belonging to the root’s sub-graph).

Promotion of LAG1 sub-graph. The first phase of a GC cycle is to trace
from the root-set, i.e., the threads’ stack frames, the global variables and the
static variables in the system. The order of the operations is non-important
since garbage collectors are designed to be throughput-oriented during collection
phases. This policy does not conform with LAG1 policy that every object should
be located near its siblings. To avoid this, LAG1 inserts a checkpoint phase
before letting the rest of the tracing algorithm do its work. The checkpoint
phase consists on propagating the container region identifier that the LAG1-RS
created to its followers. This will associate any follower of a certain object in
the LAG1-RS with the identifier for the same container-region of the parent,
recursively. In LAG1 , this phase is called pre-marking . LAG1 also provides a
work-stealing model for parallel garbage collectors during the pre-marking phase
to speed-up computation. Although pre-marking may add additional overhead
to the GC, experiments show that heads of object sub-graphs are allocated
rarely during the application. Thus, the overhead is negligible for a long running
application.

After the pre-marking phase, the second phase of the GC, which consists
on the tracing and promotion of root-set followers, can proceed normally with
no constraints. LAG1 no longer intervenes on the GC phases until it sees a live
object associated with a container-region and targeted for promotion to a tenured
space. For these objects, it targets its destination space to the container-region
instead of the default old region. Since container-regions are on the same space
as the old regions, LAG1 complies with the object age while still providing a
target space next to its siblings of “tenured” age in a transparent manner.

Figure 3 shows a rundown of the operations executed as part of gang pro-
motion. In Fig. 3(a), a GC Thread is shown accessing the thread-local array
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(a) pre-marking phase

(b) Promotion of pre-marked LAG1 object

Fig. 3. A rundown of the operations executed for gang promotion

of a mutator thread, which previously saved obj1 and obj2. The thread then
fetches the obj1 reference, creates a new container-region with an unique iden-
tifier and propagates this identifier to the siblings of obj1. Figure 3(b), on the
other hand, shows the promotion step. It illustrates a regular object obj0 being
promoted, with no need to check if it has any container-id association (in the
pre-marking phase, LAG1-RS objects and its siblings were associated with their
container-region). But, since obj1 has an association with a container-region
it goes through a different condition. Therefore, obj1 is copied to the memory
region of its container-region if it is old enough.

4 Deployment of Gang Promotion on Hotspot JVM

LAG1 is implemented on OpenJDK 8 HotSpot JVM. The OpenJDK HotSpot
JVM [2] is the state-of-the-art Java virtual machine used in most Java
deployments. It is a highly portable and highly optimized virtual execution
environment for Java-bytecode based languages (Java, Scala, Clojure, etc.).
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The new by-default garbage collector is the Garbage First (G1) GC [8], a low-
pause collector, with a soft real-time pause guarantee, while still achieving high
throughput. G1 is the baseline garbage collector of this work’s prototype, thus
we take advantage of some of its features such as: the generational heap space
and its region-based division of the heap, meaning that the heap space is split
into small fixed-sized regions.

In this section we describe our modifications to the Java runtime sub-system
of HotSpot JVM (Sect. 4.1) and how we modified G1 to implement LAG1
(Sect. 4.2).

4.1 Java Runtime Instrumentation

In our prototype, we tackled the problem of identifying relevant object sub-
graphs (Sect. 3.1) in the Java runtime. The Java runtime sub-system of HotSpot
is divided into three components: (i) the assembly interpreter, (ii) a lightly opti-
mizing bytecode compiler (C1), (iii) a highly optimizing bytecode compiler (C2).
C1 is better suited for client-machine applications, thus we disregarded its appli-
cation. We only considered the assembly interpreter and C2, the latter for meth-
ods with high invocation count.

Instrumentation for LAG1 was tackled on the allocation site of the root of a
relevant object sub-graph (e.g., a data structure). Relevant object types are left
for the user to decide, using a command line option. For example, if the relevant
object sub-graph is a LinkedList structure, the user should specify the full
qualified class name (i.e., java.util.LinkedList). Since class loading is prior
to object allocation for any given type, we first register the user-specified class to
be LAG1-RS by placing a bit on the virtual machine class-representation. Thus,
during allocation, all we do is a fast check for the bit on the class to be installed
on the object. If it is present, then we add the object address to a thread-local
indexed array. This requires only three operations at assembly-level, a compare
(for the presence of the bit in the class), a load (to load the object address in
the thread-local array) and an increment (to increment the thread-local array
index).

4.2 LAG1 — Locality-Aware Extension of G1

To implement container-regions, LAG1 takes advantage of the regionalized
architecture of the heap that G1 already provides. Since old regions (G1 heap
regions belonging to the old generation) are already present in G1, container-
regions are specialized old regions. The reason for this decision is that LAG1
handles large object sub-graphs, preferably long-lived, thus it would be imprac-
ticable to use the young generation regions.

During minor GC (a GC that collects only the young regions), before the
tracing of the reachable live object graph is initiated, LAG1 checks if there are
saved references in the LAG1-RS . If there are references, the pre-marking phase
is initiated. The pre-marking phase comprises both creating container-regions
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Fig. 4. The pre-marking phase tagging an object with a container region identifier

for LAG1-RS objects and propagating the container-region identifier to its fol-
lowers. This identifier is simply an integer to index the container-region array.
Additionally, pre-marking also includes tagging relevant objects. The identifier
integer and tag bit are installed on unused bits in the header, such as illustrated
in Fig. 4, where it shows the pre-marking of an object header. In Fig. 4 some
lower-level details are shown, regarding the header of a Java object, with the
important bits in the tag-bit (an unused bit in the HotSpot JVM, which we
use to mark a LAG1-RS object and its sub-graph) and in the container-region
identifier.

While implementing LAG1 , we took into consideration that may exist LAG1-
RS objects already promoted in a previous GC. This means that may exist new
objects (allocated since the last GC), children of a LAG1-RS object already
promoted in an earlier stage. To mark these newly allocated objects with the
container-region identifier, we intercepted the remembered-set operations of G1
(also called old-to-young on other garbage collectors [9]) and added one more
instruction to install the identifier of the referent (the parent in an older gener-
ation) on the follower in the young generation. Therefore, there is no possibility
of losing the follower to another space by not being pre-marked in time, because
the remembered-set operations are always executed before the promotion of the
followers. Another favorable aspect of this approach is that it no longer requires
a checkpoint barrier before regular tracing, such as explained in Sect. 3.2.

The last stage for LAG1 is to promote (i.e., copy) objects according to the
container-region identifier. Since G1 already checks the object’s age to decide if
it should promote to a survivor region or to an old region, LAG1 only adds an
additional check. The check consists on looking at the object header and see if
it has a container region identifier installed. It is a fast bit mask operation, so
no overhead is inflicted.

5 Evaluation

To evaluate LAG1 , we considered the fact that hot object sizes in Java are as big
as L14 and L25 cache line sizes, and thus very few of them fit in those caches.

4 L1 is the 1st level of CPU cache: 32 KB in size and 64 B per line in modern models.
5 L2 is the 2nd level of CPU cache: 256 KB in size and 64B per line in modern models.
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Therefore, our experiments consisted in observing the virtual memory perfor-
mance, more specifically the dTLB (CPU-level) and the page-table (Kernel-
level) system structures. Also, we evaluated our modifications to the OpenJDK
8 HotSpot JVM, in the form of the application throughput. The next sections
present the setup we used (Sect. 5.1), the program locality achieved with our
solution (Sect. 5.2), and the high-level behaviour of the application (Sect. 5.3).

5.1 Evaluation Setup

Experimental runs were executed on a 4-core machine with 8 logical cores, 3
levels of cache with a 8 MB L3 and 16 GB of memory, running a 64-bit Linux
4.4.0 kernel. To test the locality effects in system-level memory structures, such
as the dTLB and page-table, we resorted to performance monitoring counters in
the Linux tools package6. The target of our experiments was HBase [1], a widely
used large-scale data store for Big Data processing, using YCSB [7] as a client
application. YCSB is a highly configurable cloud benchmarking tool, widely
used to benchmark large-scale data stores. The following paragraphs present the
configurations we used on YCSB to benchmark HBase running our modified
JVM.

YCSB can be configured with a large number of parameters, including: num-
ber of operations, number of records to load on the data store, the ratio of oper-
ations for each action (insert, update, read, scan) and the size of each record.
The size of each record was fixed to 1 KB for all experiments. Also, the number
of operations to perform on the data was also fixed to 1 ∗ 105. On the other
hand, the number of records to load and the ratio of operations was varied.
Since the JVM was configured to have a maximum size of 12 GB for the Java
heap, the number of records (load) used was: (i) 6 GB, (ii) 8 GB, (iii) 10 GB
and (iv) 12 GB. For this evaluation, the configuration for YCSB consisted of two
workloads with memory loading characteristics: (i) a read-intensive (RI) work-
load and (ii) a scan-intensive (SI) workload. The detailed characteristics of each
workload is described below.

Workload RI 70% of reads, 25% of scans and 5% of updates

Workload SI 25% of reads, 70% of scans and 5% of updates

5.2 Program Locality in System

In this section we show the improvements that our solution has in system-level
memory structures. The focus is given to the dTLB and the page-table, because
Big Data Java applications (which handle large sub-graphs of objects) will not
see a big improvement in CPU caches given their size.

Key-value stores, such as HBase [1], usually use multi-level map where, given
a table name, a row name and a field name, a value can be inserted, read or
updated [19]:
6 http://linux.die.net/man/1/perf.

http://linux.die.net/man/1/perf
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Fig. 5. Locality on system-level memory structures

map <table-name, map<row-key, sortedmap<field-key, data>>> (1)

With LAG1 we expect that the field-keys and the actual data, represented in
Equation (1), be closer in memory. Figure 5 shows the results obtained, for each
pair <size of data-set>-<workload type>, where the bars for Base refer to
the baseline JVM and LAG1 our modified JVM. We begin our analysis with
the observation that, the first step in virtual-memory address translation will
start with: a dTLB load, then a page-table query (if the dTLB load misses) and
then, if the requested address is not in the page-table, a page-fault is issued.
Figure 5(a) shows that the dTLB misses per second is stable for workloads that
do not cause pressure in the heap, i.e., 6 GB and 8 GB of dataset size. Therefore,
variations in the page-table, shown in Fig. 5(b), are mostly related to external
factors (e.g., OS virtual-memory policies, GC, etc.).

However, as the size of the dataset — workloads of 10 GB and 12 GB of
dataset size — gets closer to the Java heap size (12 GB), we begin to see the
dTLB is stressing. That means the dTLB cache no longer has the capability
of saving that many translated virtual-memory addresses to physical addresses,
thus this mechanism no longer becomes important. The responsibility is passed
to the page-table, where the OS will do a page-walk7. At this point, we see that
with LAG1 the page-table hit-ratio, shown in Fig. 5(b), is increased in compar-
ison with the baseline JVM. This is more evident in read-intensive (RI) than
scan-intensive (SI) workloads, because scan-intensive workloads read multiple
values sequentially. And, as referred previously, Java objects may be large in
size, when compared with system-level memory structures, thus spanning multi-
ple page entries (and consequently, multiple dTLB entries). The test with 12 GB
of dataset size and a scan-intensive workload (12g-workloadsi) is the only that
does not follow the pattern, but that is because it already has low dTLB-misses
as shown in Fig. 5(a).
7 A page-walk consists on querying page-table entries, to see if the address the CPU

is trying to load is present in physical memory.
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5.3 Application Behaviour

In this section, we present the results for the application throughput when run-
ning HBase with LAG1 . The results are from the timeseries output of YCSB,
which ran 100 000 (100 k) operations on an HBase instance with a load of 6 GB,
8 GB, 10 GB and 12 GB records. We first ran a warm-up phase over the entries,
therefore all results are the best obtained across 3 tests, in the percentile shown.
The workloads were the same as in Sect. 5.1.
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Fig. 6. Throughput on HBase with Workload RI for a variety of datasets

Figures 6 and 7 show the comparison of throughput between LAG1 and the
baseline JVM. It can be observed that, although LAG1 added complexity to
the baseline JVM, for all tests it did not influence throughput significantly
(and in some cases, nothing at all). We believe that this is a positive result,
because improvements in program locality outweigh the added complexity, and
that future research could benefit from focusing on program locality aspects.

6 Related Work

Research in automatic memory management has proven that there is no unique
solution that fits all classes of applications. The best choice of GC is, in many
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Fig. 7. Throughput on HBase with Workload SI for a variety of datasets

cases, application and input-dependent [23,24]. This has spanned a vast col-
lection of algorithms, in many cases combinations of older ones, which can be
stacked with application-specific profiles [22].

Parallel, stop-the-world algorithms have been making a successful entry in
the field of big-data applications, since they can efficiently collect a whole heap
within shorter pauses and do not require constant synchronization with the
mutator, as it is the case with concurrent collection [9]. However, Java-supported
Big Data applications in general, and storage in particular, stress the GC with
lack of locality in large heaps and bloat of objects. This is mainly tackled using
three kinds of approaches [5,15,17]: (i) avoiding per-object headers and impos-
ing new memory organizations at the framework-level, (ii) speeding-up garbage
collection by identifying objects that are created and destroyed together and,
(iii) coordinating the stop-the-world moment in inter-dependent JVM instances.
Because most works focus on reducing overheads by dramatically changing the
layout of objects and out-of-heap specially crafted structures, these solutions
need changes both to the compiler and the GC system or rely on complex static
analysis which is hard to prove correct and complete.

Facade [17] is a compiler and augmented runtime that reduces the number
of objects in the heap by separating data (fields) from control (methods) and
putting data in an off-heap structure without the need to maintain the bloat-
causing header. Hyracks [5] is a graph processing framework that also uses a
scheme where small objects are collapsed into special-purpose data structures.
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Because this is done at the framework-level, and not at the JVM-level, it is
difficult to reuse the approach. Overhead can also be caused by GC operations
running uncoordinated inter-dependent JVM instances [15]. When each of these
instances needs to collect unreachable objects, if it does so regardless of each
other; this can lead to significant pause times.

On the other hand, previous work about object ordering schemes [6,11,16]
have shown that taking advantage of placement strategies, can increase locality
in system-level memory structures and achieve better performance, especially
when using guided techniques for optimal object placement. However, current
approaches rely either on static analysis of fine-tuned dynamic profiling to avoid
an excessive overhead. Instead, LAG1 only relies on the user to specify the class
of objects that hold the data, since it is already a low overhead solution.

NG2C [4] is a new GC algorithm that combines pretenuring with user-defined
dynamic generations. It allocates objects with similar lifetime profiles in the
same generation; by allocating such objects close to each other, i.e. in the same
generation, it avoids object promotion (copying between generations) and heap
fragmentation (which leads to heap compactions) both responsible for most of
the duration of HotSpot GC pause times. Compared to LAG1 , NG2C takes
another approach to the issue of object locality, which may result in objects
that point to each other being dispersed in memory. In the long run, contrary
to LAG1 , this may lead to extra page faults and degradation of locality on
system-level memory caches.

7 Conclusion

Several Big Data frameworks and storages are executed on a managed runtimes,
taking advantage of parallel garbage collection and Just-In-Time (JIT) compila-
tion. However, modern parallel memory management and throughput-oriented
techniques can hinder locality. Our approach was to promote objects’ co-locality
which minimizes the number of memory pages used, taking more advantage of
system-level data and translation caches. This was done with an extension to the
Garbage First (G1) GC promotion mechanism and algorithmic modifications to
the runtime system, which we named LAG1 .

The results provide positive conclusions on the use of LAG1 on state-of-
the-art JVM, the OpenJDK 8 HotSpot. First, we showed that the promotion
efforts to co-locate highly-related object sub-graphs favourably increase page-
table hits with real world executions. This is evident in large datasets with
demanding workloads for the available memory, a common practice today. Sec-
ond, we demonstrated that program locality outweighs added complexity on the
runtime system with locality-aware policies. This was demonstrated with stable
throughput across a variety of workloads and dataset sizes.

In the future, we would like to assess how the improvements provided by
LAG1 can also enhance performance transversally to other work on Java VM-
based mechanisms and middleware, whose operation is also heavily dependent
on object graph locality and on performing graph transversals, e.g., object repli-
cation [26,27], checkpoint and replay, [20,21], and dynamic software update [18].
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Finally, although RAM memory is cheaper nowadays, the dataset sizes are
growing faster than the available memory in cloud systems. Vendors cannot
always comply with the agreed SLAs, because of the chaotic layout of objects in
memory, when the latter is under pressure. It is our belief that given our results,
future research could be more focused on program locality aspects. On the other
hand, we are also focused on future work, including the evaluation with more
specialized hardware, such as NUMA architectures, on larger datasets.
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Abstract. With Cloud Computing, access to computational resources
has become increasingly facilitated and applications could offer improved
scalability and availability. The datacenters that support this model have
a huge energy consumption and a limited pricing model. One way of
improving energy efficiency is by reducing the idle time of resources -
resources are active but serve a limited useful business purpose. This
can be done by improving the scheduling across datacenters. We present
FairCloud, a scalable Cloud-Auction system that facilitates the allocation
by allowing the adaptation of VM requests (through conversion to other
VM types and/or resource capping - degradation), depending on the
User profile. Additionally, this system implements an internal reputation
system, to detect providers with low Quality of Service (QoS). FairCloud
was implemented using CloudSim and the extensions CloudAuctions.
FairCloud was tested with the Google Cluster Data. We observed that
we achieved more quality in the requests while maintaining the CPU
Utilization. Our reputation mechanism proved to be effective by lowering
the Order on the Providers with lower quality.

Keywords: Cloud computing · Energy · Pricing · Auctions ·
Scheduling · Reputation · User profiles

1 Introduction

The concept of Cloud Computing is related with shared computer resources on
demand. It facilitates the management of resources and increased the scalability
and availability of applications. However, those properties are associated with
low energy efficiency and a pricing model that does not consider heterogeneous
participants.

Energy. Up to 30% of the servers are on idle - less than three percent average
daily utilization [7]. They still consume energy but serve a limited useful business

c© Springer International Publishing AG 2017
H. Panetto et al. (Eds.): OTM 2017 Conferences, Part II, LNCS 10574, pp. 68–85, 2017.
https://doi.org/10.1007/978-3-319-69459-7_5



FairCloud: Truthful Cloud Scheduling 69

Fig. 1. (a) CPU utilization observed in 5.000 servers. (b) Server power usage per uti-
lization. Source: [3]

purpose. The typical average daily server utilization is 6%, creating capital and
energy loss. In Fig. 1, we observe that the majority of servers use 30% CPU and
the energy efficiency increases with the utilization.

Previous studies [3,4] analyse the reasons. Even during periods of low service
demand, servers cannot be terminated because they still run background tasks:
distributed databases, small network tasks.

On the other hand, applications cannot run on fully utilized servers, as even
non-significant workload fluctuation or any internal disruptions, such as hard-
ware or software faults, will lead to performance degradation and failing to pro-
vide the expected QoS.

As detailed in the work [9], energy efficiency can be achieved by reducing
energy loss (e.g. hardware, overhead supporting systems) and by improving
energy efficiency (e.g. increase utilization).

Cloud Pricing. Cloud providers can apply different pricing models, as
described in [2]. Table 1 compares the different prices in Amazon EC2 instances.
On the Pay-as-you-go model the user is charged hourly without any long-term
commitments or upfront payments. On Subscription model, the total price is
reduced but an upfront payment and a long time commitment (e.g. 1 year) are
required. On Pay-for-resources, the price is based on resource consumption.
Even though it is a fair system, it is hard to monitor the consumption.

On fixed price approach, it is not possible to reflect demand and supply
trends (i.e. not market-driven). It does not leverage users that are willing to pay
more. Furthermore, overpricing can lead to resource waste.

Objectives. Our contribution will focus on giving load to the idle servers,
increasing their utilization. This will be achieved by creating a Cloud-Auction
mechanism that works in a similar way of a scheduler, but considering allo-
cation in multiple datacenters. A dynamic pricing algorithm must be used to
accommodate heterogeneous users and providers, and market conditions.
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Table 1. Comparison between hourly prices in Amazon EC2 instances for 3 VM types
for Linux. The region is EU(London). Prices were recorded on 21/12/2016.

Type On-demand Spot Spot (1 h.) Spot (6 h.) No-upfront
(1 y.)

Full-upfront(1
y.)

m4.large $0.125 $0.014 $0.069 $0.087 $0.095 $0.079

c4.large $0.119 $0.0152 $0.065 $0.083 $0.091 $0.076

d2.xl $0.54 $0.077 $0.425 $0.54 $0.469 $0.393

In summary, the contributions of this work are the following:

– Analysis of previous research works in Cloud-Auctions and related topics (e.g.
auction theory, scheduling, energy efficiency);

– Formulation of a taxonomy;
– Architecture of a prototype enforcing the algorithm;
– Evaluation with real User requests.

Document Structure. This work is organized as follows: In Sect. 2, we present
and analyse the related work. Section 3 describes the Application Program-
ming Interface (API) and the architecture of the solution, focusing on the main
components and their interactions. Section 4 describes our implementation. In
Sect. 5, we explain the evaluation methodology and describe the results. Section 6
presents some concluding remarks.

2 Related Work

In this section, we describe a Cloud-Auction taxonomy and study relevant related
research and commercial systems. The main participants in a Cloud-Auction are
the user and the provider. The key elements of analysis are: Negotiation, Time
Dimension, Bid Representation, and Goals.

Negotiation. On Single Auctions only one participant (either user or provider)
submits bids. It is mostly used in non-automated contexts (e.g. real state). Par-
ticularly, on sealed first-price auctions, the bids are private and users cannot
adjust their bids. The highest bidder pays the price they submitted. The com-
mercial system Amazon EC2 Spot Instances1 implements a Single sealed auction
- only users bids.

On Double Auctions both participants bid until an agreement is reached.
The main difficulty is to find a competitive equilibrium. This type of auction is
conducted by an independent participant - the auctioneer.

1 http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-spot-instances.
html.

http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-spot-instances.html
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-spot-instances.html
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Bid improvement. If an agreement is not possible, the auction may terminate
or allow bid improvement. In the system in [16], there is a price and time-
slot negotiation: the user and provider send concurrent pairs (price, time). The
downside of bid improvement is the participant still needs to be active after
submitting the initial bid.

Time Dimension

Reservation. The Reservation can be on Spot or Forward. On Spot auctions the
allocation starts immediately, unlike Forward auctions. In the work in [6,16],
the user can bid for a future spot. On other systems like Compatible Online
Cloud Auction mechanism (COCA) [19], the provider is free to decide when the
allocation will take place, but considering the user’s time restrictions.

Market. The Market is called Call if it waits for a set of bids and processes them
as a batch (e.g. every hour). Particularly, in [6] the Forward auctions are done
once a day. Amazon EC2 Spot Instances is also a Call Market but with shorter
periods (e.g. 5 min).

On Continuous auctions, the bid is processed as soon as it arrives. One exam-
ple is COCA [19].

Bid Representation Language. Users and providers must be able to specify
the domain and interpret a Bid Representation Language.

Valuation. Valuation is how much it is worth for an entity for having a ser-
vice performed. Most systems represent only the current bid and others a price
range. COCA [19] allows the specification of a function: price per instance. The
approach overcomes the Bid Improvement limitations. The bid information is
sufficient to make a decision - the participant can be offline after bidding.

Desired resources. Finally, the participants can choose a custom type (e.g. VM
with 1 GB RAM and 1 vCPU) or be forced to choose a fixed type (e.g. Small-
VM). The quantity of each type can be fixed or an interval. In a Combinatorial
auction the participants can bid on combinations of items (i.e. bundles).

Goals - Mutual

Valuation. The majority of the algorithms try to maximize the participant Valu-
ation, following the scheduling restrictions. Utility is the level of the participant
satisfaction regarding a dimension (e.g. time, price) or the total system (i.e.
attributing weights to each dimension).

Truthfulness. Truthfulness is the property of algorithms that incentivizes par-
ticipants to reveal their true valuation.
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Privacy Preservation. The work in [5] formulates a threat model and presents a
system that ensures Privacy Preservation.

Goals - SLA

Social Welfare. Regarding the user, the social welfare is related with the
QoS. In Ginseng [1], there is only a guaranteed base and in the case of similar
bids, the current users are preferred to avoid the transfer costs. On [20], the
providers are rated and ordered (i.e. more paying users have better quality).
Finally, Amazon EC2 Spot instances does not assure Social Welfare. The VM
is lost if the spot price increases above the bid. Similarly, Google Preemptible
VMs2 may terminate immediately.

Goals - Provider

Energy Efficiency. A high Energy Efficiency is directly related with the
provider’s profit. The auction algorithm can perform the allocations in a way
that the overall energy efficiency is maximized.

Time-slot. Simultaneously, the provider is interested in the time-slot alloca-
tion: when the service is low, as soon as possible; or best fit, in order to optimize
resource utilization.

3 Architecture

In this Section, we present FairCloud, a Cloud-Auction system. After analysing
the state-of-the-art, we extracted the desired properties to be able to formulate
the requirements. Then, we present the FairCloud bid representation language,
the entities and events, and detail the auctioneer core algorithms.

3.1 Architecture Design Requirements

FairCloud complies with the following requirements. It is Continuous, Truthful
and Combinatorial. The algorithm should also consider the allocation QoS, in
particular:

– VM conversion - receive a lower capacity for a price discount (i.e. requests a
Medium, but receives a Small);

– VM degradation - partial service where only a minimum % of resources is
guaranteed;

– Reputation mechanism - only based on internal metrics, used to sort the
providers and allow the User to filter those under a minimum reputation
score.

The specification of those features is done using a textual bid representation
language.
2 https://cloud.google.com/compute/docs/instances/preemptible.

https://cloud.google.com/compute/docs/instances/preemptible
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3.2 Bid Representation Language

VM Types. The VM types were normalized to 5 general-purpose types: nano,
micro, small, medium and large. Each one specifies: weight (based on the
computational power relations), CPU speed (measured in Millions of Instructions
Per Second (MIPS)), RAM size, bandwidth and storage capacity.

User Bid. A User Bid contains the following parameters:

– ID Unique Identifier;
– Degradation Profile One of the following: Demanding (100% resources),
Restricted (80%), Relaxed (60%). It represents the minimum partial service
required;

– Timestamp When the bid should be visible to the auctioneer;
– Conversion Indicates if the user accepts conversions;
– Reputation The minimum desired of the provider - number from 0 to 100.

For each VM type requested:

– VMType As described above;
– Amount;
– Price per hour The maximum price accepted.

Provider Bid. A Provider Bid follows a similar structure:

– ID Unique Identifier;
– MIPS Maximum available quantity;
– RAM Maximum available quantity;
– Degradation profile One of the following: Demanding (100% resources),
Restricted (80%), Relaxed (60%). It represents the minimum partial ser-
vices guaranteed.

For each VM type available:

– VMType On of the five types;
– Price per hour The minimum price requested.

3.3 Entities and Events

FairCloud has 3 types of entities: BidderDatacenterBroker (representing the
user), Auctioneer and BidderDatacenter. They communicate through asynchro-
nous events. An event specifies the target (can be self), the delay (can be 0), the
operation ID code and the parameters. Figure 2 summarizes, through a sequence
diagram, the protocol of interactions involved among different participants.

The participants start by registering in the auction using their Unique Iden-
tifier. Later, the Auctioneer sends an AuctionStart event, waits for the Bids and
sends Bid Acknowledges. Next, the allocation algorithm executes, as detailed in
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the next section, and the participants are notified with the Allocation Publica-
tion event. According to the results, each DatacenterBroker creates the requested
VM in the corresponding Datacenter and waits for the execution to return. Addi-
tionally, the BidderDatacenter notifies the Auctioneer that the execution ended.
This allows the Auctioneer to release the resources from the bid, allowing a new
allocation.

The Auctioneer is cyclic, therefore it sends self repeat events with a delay
of 20 min. This entity measures all datacenters utilization of CPU and Random
Access Memory (RAM). The Monitoring occurs every 5 min. These metrics are
transparent to the Datacenter and do not affect the algorithm.

Fig. 2. Sequence diagram describing FairCloud entities and events. The delay is rep-
resented inside the [].

3.4 Auctioneer Algorithms

FairCloud implements multiple algorithms. Algorithm1 receives and matches
the user and the provider bids. For each valid pair (user, provider), the Normal,
Conversion and Degradation allocation algorithms execute. Algorithm2 updates
the reputation data structure. Finally, Algorithm3 is used to calculate the rep-
utation value for each provider.

Bid Sorting and Matching. The bid sorting and matching (Algorithm1) is
triggered in regular periods of 20 min.
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Initially, the UserBidList is ordered descending by bid density. The bid den-
sity is a measure of how much a user bids per unit of allocation and it is given
by Eq. 1. The limit K represents the number of different VM types in the Bid. In
the UserBid, the amount parameter is in the bid. However, on the ProviderBid,
the amount is obtained by dividing the total capacity for the VM type capacity.
Assuming a datacenter with 1500 MIPS of capacity and a nano VM with 75
MIPS, the amount is 20.

BidDensity =
Bid.TotalPrice√

K∑
k=1

Bid.V MType[k].Amount ∗ weight(Bid.V MType[k])

(1)
Then, a Join operation is made between ProviderBidList and Reputation-

Map. The ProviderBidList is ordered ascending by BidDensity
Reputation . By using this

ratio, if two Providers have the same price, the one with more QoS is preferred.
For each UserBid, the algorithm filters ProviderBidList by the UserBid min-

imum reputation desired, and iterates the ProviderBidList. For each pair (User-
Bid, ProviderBid), if the user average price is greater than the provider average
price, and the UserBid timestamp is greater than the CurrentTime, then the
allocation algorithms are executed. The three allocation algorithms: Normal,
Conversion and Degradation are executed sequentially.

Algorithm 1. Bid Sorting and Matching. Simultaneously, handles user and
provider bids.
Input Bid, UserBidList, ProviderBidList, ReputationMap
Output UserBidList, ProviderBidList, ReputationMap
1: if Bid is UserBid then
2: Add Bid to UserBidList
3: else
4: Add Bid to ProviderBidList
5: end if
6: UserBidList.OrderDescendingBy(BidDensity)
7: ProviderBidList.Join (ReputationMap)
8: ProviderBidList.OrderAscendingBy(BidDensity

Reputation
)

9: for UserBid u in UserBidList do
10: ProviderBidList.F ilter(Reputation > u.Reputation)
11: for ProviderBid p in ProviderBidList do
12: if u.AveragePrice >= p.AveragePrice and u.T imestamp >=

CurrentT ime then
13: NormalAllocation()
14: ConversionAllocation()
15: DegradationAllocation()
16: end if
17: end for
18: end for
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Normal Allocation. First, the algorithm assures that the provider degradation
profile is Demanding. Then, it iterates all requested VM. The available amount
is obtained by analysing how many units can still fit in the Provider. Finally, the
assigned amount is the minimum between requested and available amounts. The
algorithms give the maximum reputation to the provider, for each allocation.
The final unit price is the average between requested and offered price.

Conversion Allocation. The condition for a conversion is the User bid accept-
ing conversions. The algorithm iterates the user requested VM types and the
provider offered types. If a conversion is possible (i.e. the offered type is one
and only one size above the requested type), the available and assigned amount
are calculated. The Reputation given is 0.98. In this type of allocation, the
user offered price is reduced to half. The final price is Average(OfferedPrice ∗
0.5, RequestedPrice).

Degradation Allocation. First, the algorithm assures that the degradation
is possible (i.e. the provider offered quality is higher than the requested qual-
ity). Then, it iterates all requested VM. The available and assigned amount are
obtained the same way as the previous allocations. The reputation score depends
on the quality offered: Restricted, 0.98 and Relaxed, 0.95.

The price depends on the user profile and the offered degradation profile. We
defined a partial utility matrix described in [14,15]. The combinations marked
with X are not possible.

factor =

User\Provider Demanding Restricted Relaxed
Demanding 1 1 1
Restricted X 0.8 0.9
Relaxed X X 0.8

The final price is Average(OfferedPrice ∗ Factor,RequestedPrice).

Reputation Update and Calculation. The allocation algorithms call the
reputation update algorithm, and the reputation calculation is needed to sort
the bids. The reputation updating algorithm removes the oldest value of the
queue, to ensure it always has the 20 most recent scores. Then, it adds the new
score. For convenience, it is possible to add multiple scores in one algorithm call,
using the parameter Number.

Algorithm 3 describes how to calculate the final reputation value by multi-
plying each partial value.

4 Implementation

FairCloud has 3 layers: CloudSim, CloudAuctions (extension) and Bid Repre-
sentation Language.
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Algorithm 2. Reputation Updating. The parameter Number allows the attri-
bution of multiple scores in one call.
Input ReputationMap, Provider, Value, Number
Output ReputationMap
1: for i = 0 to Number do
2: ReputationMap.Get(Provider).RemoveF irst()
3: ReputationMap.Get(Provider).Add(V alue)
4: end for

Algorithm 3. Calculate Reputation.
Input ReputationMap, Provider
Output Value
1: V alue ← 100
2: for Value v in ReputationMap.Get(Provider) do
3: V alue ← V alue ∗ v
4: end for

CloudSim3 is a simulator that has been widely used in works related with
energy efficiency, work-flows, scalability and pricing policies [18]. This layer offers
the API for VM management and for running the User Cloudlets (i.e. user code).
It also provides metrics (e.g. utilization, energy consumption, profit, latency).
There are many extensions to CloudSim developed by third parties, and it can
be made parallelized and distributed [8].

We used the extension CloudAuctions, proposed and used on [11]. This exten-
sion was updated, fine-tuned and new functionalities were implemented. Finally,
a Bid Representation Language was created, in order to support the user and
provider bid API described in Sect. 3.2. Figure 3 summarizes these layers.

Fig. 3. FairCloud layers.

The FairCloud classes can be divided into Bid related and SimEntities. The
class diagrams in Figs. 4 and 5 represent the two groups, respectively.

The Parser is responsible to create and configure the bids according to the
API. A BidCalculation contains a Bid and additional information, such as the
bid density and the assigned amount. The Auctioneer operates with the BidCal-
culations.
3 http://www.cloudbus.org/cloudsim/.

http://www.cloudbus.org/cloudsim/
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Fig. 4. Class diagram with the core Bid related classes.

Fig. 5. Class diagram with the core SimEntities related classes.

The Parser also creates the BidderDatacenterBrokers (and submits the
Cloudlets) and the BidderDatacenters (and the Hosts). These two entities dele-
gate the Bidding communication to their AuctionAgent.

The SuperAuctioneer contains shared functionality, such as the monitoring
algorithm and constants definition. All SimEntities implement the processEv-
ent method. After the simulation starts, the processEvent method receives and
processes the events described in Sect. 3.3.

5 Evaluation

To evaluate FairCloud, we used a sub-set of the Google Cluster Data (2011
2).4 This data provides information regarding Machines, Jobs and Tasks, and
Resource Usage. It represents 29 day’s worth of cell information from May 2011.
Table 2 shows the tables we used and their schema.

The first transformation was to select the entries with timestamp between 0
and 1 hour. The provider data was obtained from the table Machine events and

4 https://github.com/google/cluster-data.

https://github.com/google/cluster-data
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Table 2. Google cluster data tables used and their schema.

Machine events Task events

1 Timestamp Timestamp

2 Machine ID Job ID

3 Event type Event type

4 Capacity: CPU Scheduling class

5 Capacity: Memory Priority

6 Requested CPU

7 Requested RAM

we selected the Add events, that represent the machines added to the cluster. The
user data was gathered from the Task events table, focusing on the entries in
the Submit transition. The bids were obtained by grouping the tasks by Job ID.
Each job represents a Userbid and its tasks the VMs requested in that UserBid.

After the filtering and grouping, each Dataset contains 9 ProviderBids and
10.452 UserBids (requesting 178.692 VMs).

Datasets. We created 6 Datasets with different strategies and variables. Table 3
summarizes their configurations.

Table 3. Datasets configuration summary.

Datacenters Degradation Price Conversions Reputation

1 Homogeneous Restricted Equal No 0

2 Round robin Restricted Equal No 0

3 Round robin Variable Equal No 0

4 Round robin Variable Random No 0

4b Round robin Variable Random No Disabled

5 Round robin Variable Random Yes Variable

Datacenters. All datasets have 9 datacenters but their capacity is different.
Dataset 1 has an homogeneous configuration while the remaining datasets have
a different capacity. In the last configuration, we used a round robin strategy
(e.g. entries 1,10,19,28... belong to Datacenter 1).

Degradation Profile. On datasets 1 and 2, the user and provider degradation
profile is always Restricted. On the remaining datasets, the datacenter profile
is the following: [1–3] - Relaxed; [4–7] - Restricted; [8–9] - Demanding. The
user profile is based in the priority field (integer from 0 to 11). Each job contains
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a priority which was normalized according to [10] with the following sets: pro-
duction, middle and gratis. The degradation profile assignment is the following:
production priority - Demanding; middle priority - Restricted; gratis priority -
Relaxed.

Price. We define the base price as the Amazon EC2 Spot Instances price,
observed on 25/06/2017, for the Predefined 1 h duration. Depending on the
dataset, the price is multiplied by a factor. The factor allows us to simulate
participants that are willing to pay more than others.

On datasets 1, 2 and 3, the provider factor is 1 and the user factor is 1.5.
This represents that the users pay 50% more than the providers’ request.

On the remaining datasets, the provider’s factor is obtained from a Random
Normal Distribution (Avg = 1; STD = 0.1) and the user’s from a Random Normal
Distribution (Avg = 1.5; STD = 0.3).

Conversions. Only on dataset 5 conversions can be allowed. The UserBids result-
ing from jobs with a priority between 0 and 9 allow conversions.

Reputation. On the datasets 1 to 4 the minimum reputation required is 0. On
dataset 5, users require a minimum of reputation. We used the field schedul-
ing class that represents how latency-sensitive the job is. We did the following
scheduling class - minimum reputation assignment: [0, 1] - 35; [2] - 65; [3] - 100.

Dataset 4b configuration is similar to 4, however the reputation mechanism
is disabled.

Metrics. The evaluation metrics are divided in two categories. Global Quality
assesses the auction algorithm and Efficiency is focused on the system.

Global Quality

– Average price per VM type determines if the auction approach is beneficial
compared to the traditional/static approach;

– Allocation success rate is the rate of bids that are successfully allocated;
– The execution time is the period from the bid being visible to the system

and the allocation return.

Efficiency

– CPU Utilization allows us to assess if the auction is distributing the allo-
cations. A low value on this metric will lead to a low Resource Utilization,
and consequently, to low Energy Efficiency as more machines will be on
idle state [12,13]. The CPU utilization is measured every 5 min;

– Strict Allocation Quality Represents the ratio of requests that follow the
user required degradation profile;

– Relaxed Allocation Quality Represents the ratio of requests that do not
follow the user required degradation profile;

– Providers rating order This metric allows us to measure the benefits of
the reputation system. The order should change dynamically in each round
when the provider quality changes.
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Benchmarks. We compare our system with one relevant research work and
with one widely used commercial system.

CloudAuctions. CloudAuctions is an auction system that does not consider the
QoS. To provide a fair comparison, the system was improved to repeat the algo-
rithm and the available amount is calculated dynamically (based on capacity).
CloudAuctions is described in [17] and the source code is available.

AWS EC2 On-demand. We implemented a system similar to Amazon EC2 On-
demand. The User requests are sorted by their timestamp and the Provider offers
are sorted by degradation profile (better quality first). The matching is possible
if the User price is higher than the Provider price. This system is not an auction:
the final price is always the Provider price. The prices are available online5.

Results - Allocation vs Quality. With this test we aim to assess the allo-
cation rates and their quality when the conditions change. Figure 6 compares,
for each dataset, the different types of allocations (Strict, Relaxed or Not Allo-
cated) and the 3 algorithms. In the first graphic (Datasets 1 and 2 - D1/D2), all
allocations were successful because the requested and offered quality were the
same, and user price was higher than the provider price.

On Dataset 3, only FairCloud offers total Strict quality. The other two algo-
rithms do not consider the quality, therefore nearly 40% of the allocations
are Relaxed. The trade-off for the FairCloud Strict quality is execution time.
Regarding dataset 3, FairCloud average execution time is 4745 min. AWS and
CloudAuctions process the same requests in 3958 min (17% less).

Dataset 4 simulates participants with heterogeneous prices. In this scenario,
the Not Allocated ratio increased, representing the user bids with the price too
low. Particularly, the Not Allocated % in AWS is due to their bid matching
criteria: the User price must be higher than the Provider predefined price, that
is extremely high.

On the last graphic, Dataset 5, we see that FairCloud allocated 2% less
UserBids than in Dataset 4. This represents the UserBids that could not be
allocated due to the minimum required reputation by them. Naturally, we do
not observe any difference between AWS and CloudAuctions on the last two
graphics. The minimum required Reputation is not considered by them.

Results - CPU Utilization vs Execution Time. The previous section pro-
vided us the total allocations. Now, we will detail that information by analysing
the cumulative CPU utilization. In Fig. 7, the first graphic represents the full
allocation - all requests are accepted.

On Dataset 3, FairCloud provides a lower utilization but, comparing with the
other two algorithms, the overall utilization is the same. This behaviour happens
because FairCloud delays requests to ensure quality.

5 https://aws.amazon.com/ec2/pricing/on-demand/.

https://aws.amazon.com/ec2/pricing/on-demand/
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Fig. 6. Graphic comparing the allocations and their quality.

Fig. 7. Graphic showing the Cumulative CPU Utilization. The information was gath-
ered every 5min.

On the last two graphics, CloudAuctions provides 5% more allocations by
ignoring the Users requested quality.

Results - Reputation Order. Our algorithm implements a reputation system.
With this test, we can see the benefits of using a hybrid ordering approach (price
and reputation). Figure 8 shows the providers’ order (ranking) over time. In the
first round (Time = 0), the providers were ordered by price only (i.e. all had the
maximum reputation). In the following round, the order changed: the providers
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with lower quality are now in the last places. As the time passes, we still see
some minor adjustments.

Fig. 8. Graphic showing the Providers order in each algorithm execution. As the hor-
izontal axis suggests the algorithm is executed every 15 min.

We demonstrated that our reputation mechanism is able to detect Providers
with unsatisfactory quality and benefit those with slightly higher price but better
QoS.

6 Conclusion

In this work, we have presented FairCloud, a novel approach to Cloud-Auctions.
We started by describing the problems in Cloud Computing, Energy Efficiency
and Cloud Pricing that serve as motivation. Next, we presented the proposed
objectives. After analysing the current literature, we formulated a taxonomy and
presented the main research and commercial systems.

FairCloud key insights to improve allocation include allowing the adapta-
tion of VM requests (through conversion of VM types, resource capping) based
on User profile, and maintaining an internal reputation system, in order to
detect providers with low QoS. FairCloud is built on top of CloudSim and the
CloudAuctions extensions.

In testing with Google Cluster Data, FairCloud achieves more QoS in the
requests while maintaining CPU Utilization. The reputation mechanism is effec-
tive in avoiding Providers with lower quality.

In future work, we intend to address supporting multiple geo-distributed
auctioneers and a history of prices. Lastly, we could implement the AWS Spot
Instances (auction algorithm) and compare the providers’ revenue.
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Abstract. The availability of big amounts of dynamic data from several
sources in mobility context and their real time integration can deliver
a picture for emergency management in urban and extra-urban areas.
A WebGIS portal is able to support the perception of all elements in
current situation. However, in general, during the observation decision
maker’s attention capacity is not sufficient to address concerns due to
information overload. A situational picture is necessary to go beyond the
simple perception of the elements in the environment, supporting the
overall comprehension of the current situation and providing predictions
and decision support. In this paper we present MAGNIFIER, a WebGIS-
based intelligent system for emergency management, to entirely support
the real-time situational awareness. Starting from the current situation
and by using the practical reasoning model by Bratman, MAGNIFIER
is able to suggest the appropriate course of actions to be executed to
meet decision maker’s goals.

Keywords: Big data real-time analytics · Big data integration ·
Decision support system · Emergency management · Intelligent system ·
Practical reasoning · Situational awareness · WebGIS

1 Introduction

The huge amount of dynamic data from several sources as well as geospatial
and temporal information and their integration in real time can serve to deliver
a picture of main events to be monitored for emergency management in urban
and extra-urban areas. A crucial concept in the field of emergency management
is that of Situational Awareness (SA) which, in general, with regards to being
aware of what is happening around one in terms of where one is, where one is
supposed to be, and whether anyone or anything around is a threat to one’s
health and safety.
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Several models exist in literature on SA. Dominguez defines individual SA as
the continuous extraction of environmental information to directing and antici-
pating future events [1].

Bedny and Meister consider a continuous loop on which SA directs the inter-
action with the world and such an interaction modifies SA. This interaction is
motivated by the disparity between the decision maker’s goals and the current
perceived situation [2].

Smith and Hancock proposed a model stating that SA is neither resident on
individuals nor in the world but rather on the interactions that are motivated by
decision maker’s schemata; the outcome of that interaction will modify existing
schemata, which in turn directs further exploration [3].

But the model that has received most attention is the Ensdley’s three-levels
model: in the first level, training and experience directs attention to critical ele-
ments in the environment; the second level integrates elements that aid under-
standing the meaning of critical elements; and the last level considers under-
standing the possible future scenarios [4].

Today, the most advanced WebGIS tools (Geospatial Information Systems
that use web technologies to communicate between a server and a client), are
able to support the situational awareness in what regards the perception of all
elements in current situation (according to the first level of the Ensdley’s model).
Thus, WebGIS can help decision makers in data integration and visualization,
its localization to real-time analysis, and mapping of potential disasters to show
vulnerable areas, critical situations and potential harm.

However, in general, in dynamic environments, decision maker’s attention
capacity is not sufficient to address attention demands resulting from information
overload. Therefore, a situational picture is necessary which is able to go beyond
the simple perception of the elements in the environment, supporting the overall
comprehension of the current situation and the user’s decision making process
(by providing alerts, predictions and recommendations).

Currently, the existing open source WebGIS platforms just refer to real-time
geospatial analysis and visualization about a certain phenomena (e.g. Ushahidi1

and Sahana Eden2 for disaster events). Other advanced commercial solutions
(e.g. archGIS Platform by Ensri3) are able to integrate information from dif-
ferent sources and to manage real-time data analysis, but they do not offer
decision support with regards to the delivered situational picture. Furthermore,
some GIS-based decision support systems exploit multicriteria decision analy-
sis (MCDA) techniques to evaluate possible alternatives, but they are lacking
a proper scientific foundation and some methods involve stringent assumptions
which are difficult to substantiate in real-world situations [5,6].

In this paper we present MAGNIFIER, an open source WebGIS-based intel-
ligent system for emergency management, designed and implemented to entirely
support the real-time situational awareness, which starts from an appropriate

1 https://www.ushahidi.com.
2 http://eden.sahanafoundation.org/.
3 http://www.esri.com/software/arcgis.

https://www.ushahidi.com
http://eden.sahanafoundation.org/
http://www.esri.com/software/arcgis
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perception of all elements in current situation, to come to an understanding of
the meaning of those elements in an integrated form, and to the ability to project
future states of the environment that are valuable for decision making.

In addition, MAGNIFIER provides decision maker with a decision support:
it is able to suggest the appropriate course of actions to be executed to meet
decision maker’s goals, by reasoning on the current situation according to the
practical reasoning model, namely the reasoning process directed towards actions
[7]. Through such a model, MAGNIFIER is endowed with the ability to reason
on the states of the environment where it is situated, its goals and its plans, so
to meet its objectives while reasoning about failures (e.g. when some unwanted
states occur), in order to learn new desired behaviors.

Fig. 1. Intelligent information processing chain

MAGNIFIER is compliant with our data processing model we named Intel-
ligent Information Processing Chain (Fig. 1). According to such a model, data
collected from different sources (sensor networks, news, rss feeds, comments,
tweets etc.) are processed to extract useful information (by means of advanced
analytics). Some pieces of such information, properly integrated, fused and corre-
lated, will result in events. Events are evaluated in order to create the situational
picture that is at the basis of decision maker activities (possibly supported by
automatic reasoning services).

In order to better explain how MAGNIFIER works, the following scenario
is provided (Fig. 2): in Palermo city two urban areas are highly dangerous due
to flooding. Such areas include critical infrastructures (schools, roads, etc.) with
different vulnerability levels which need to be continuously monitored in case of
adverse weather conditions. Usually, WebGIS platforms allow decision makers to
choose a certain number of layers which, overlapped, form a situational picture.
This picture helps decision maker to perceive the current situation, in terms of
dangerousness, infrastructure vulnerabilities and potential risk.

MAGNIFIER proactively builds and provides the layer to help decision maker
to better understand the situation picture by showing information regarding the
danger and the vulnerability of infrastructures and suggesting the actions to be
performed in order to restore situations in their normality.

Such a picture is called MAGNIFIER Situational Picture and shows a recom-
mendation, characterized by a level of danger (high, medium, low), vulnerable
infrastructures, type of risk, the action to be taken to prevent the risk and finally
by the risk status (warning, alert, emergency).
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Fig. 2. An example of MAGNIFIER situational picture

This paper is organized as follows: in Sect. 2 we give a brief overview of the
MAGNIFIER WebGIS-based Situational Awareness Platform and its functional
components; then in Sects. 3 and 4 we provide a description of the main techno-
logical choices focusing on the PRACTIONIST DSS component; finally in Sect. 5
we describe the DSS execution logic through the scenario above mentioned.

2 The MAGNIFIER WebGIS-Based Situational
Awareness Platform

MAGNIFIER has been designed and implemented with the objective to store
and manage data from several sources, relating to urban and extra-urban areas
of interest and, therefore, provide support in the real-time investigation of situ-
ations of potential danger and in the decision making process.

For this aim, the TOREADOR environment4 was adopted to support a trust-
worthy big data integration and analytics.

More in detail, such environment (Fig. 3) comprehends an integration
layer, where some components from the FIWARE Catalogue were exploited5.

4 The TOREADOR environment is part of a bigger platform under development
through the TOREADOR initiative (http://www.toreador-project.eu/).

5 FIWARE is a PPP European initiative (supported by 25 ICT players; Engineering
Ingegneria Informatica S.p.A. is one of them) aiming to build a software platform

http://www.toreador-project.eu/
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The FIWARE Catalogue contains a rich library of public, royalty-free and open
source components (Generic Enablers) with reference implementations that allow
developers to put into effect functionalities such as the connection to the Internet
of Things or Big Data analysis, making programming much easier.

Fig. 3. The TOREADOR environment

In particular, in order to support the integration of data coming from several
sources, we have properly installed in the integration layer, the ORION Con-
text Broker, which is an implementation of the Context Broker GE, providing
the NGSI9 and NGSI10 interfaces. Using these interfaces, clients can do several
operations: to register context producer applications, to update context infor-
mation, being notified when changes on context information take place or with
a given frequency, to query context information.

Together with ORION, we used Cygnus, which implements a connector for
context data coming from the ORION Context Broker and aimed to be stored
in a specific persistent storage (in our case it is Mongo DB). Furthermore, we
integrated PROTON, the CEP GE which analyzes event data in real-time, gen-
erates immediate insight and enables instant response to changing conditions.
It provides means to expressively and flexibly define and maintain the event
processing logic of the application, and at runtime it is designed to meet all the
functional and non-functional requirements without taking a toll on the appli-
cation performance, so reducing application developers and system managers
concerns.

Besides, the TOREADOR environment is able to make available a huge set
of services for batch and stream data analytics, as well as for anonymization,

dedicated to the creation of Future Internet applications, by leveraging on advanced
technologies such as Cloud Computing, Internet of Things, Engineering Services,
Data & Content Management, Advanced User Interfaces and Future Networks secu-
rity (https://www.fiware.org/).

https://www.fiware.org/
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preparation and security and for representation, storage and retrieval. Such
applications, using the most cutting-edge Big Data libraries and frameworks
(e.g. Spark MLlib, ML Flink, Mahout as libraries, and Spark, Flink, MapRe-
duce as frameworks), are integrated into the environment for the deployment of
applications in several domains and scenarios.

The Service Catalogue presents the services available in the TOREADOR
environment with REST API.

Finally, the TOREADOR environment is endowed with Spring Cloud Data
Flow (SCDF)6, a cloud-native programming and operating model for compos-
able data microservices, aiming at creating and orchestrating data pipelines
for common use cases such as data ingestion, real-time analytics, and data
import/export.

Fig. 4. Conceptual multi-layer architecture of MAGNIFIER

Several data sources are managed by the MAGNIFIER (Fig. 4). First of all,
it is noteworthy that a Wireless Sensor Network prototype was designed and
implemented so as to be installed in vehicles. The WSN consists of four sensor
nodes, a gateway node and a controller for the network management. The gate-
way is responsible for forwarding the measures by each individual sensor to the
controller. The sensor nodes are respectively composed by the following sensors:
(i) noise, light, rain; (ii) speed and vibration; (iii) air quality, pressure, tempera-
ture, dust, humidity, carbon monoxide; (iv) infra-red light, soil and air infra-red
6 https://cloud.spring.io/spring-cloud-dataflow/.

https://cloud.spring.io/spring-cloud-dataflow/
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temperature, ultra sonic distance. The controller is in charge of generating other
virtual sensors starting from the measurements of real sensors, through sensor
fusion techniques. Furthermore, it is responsible for decoding messages from the
gateway and for the WSN management.

Through a Traffic Message Channel (TMC) receiver7, real-time information
which are transmitted on FM frequencies about traffic events and state of the
roads/infrastructure, are received, properly decoded (according to the TMC pro-
tocol) and standardized (according to NGSI9 and NGSI10 standards).

Other kinds of data managed by MAGNIFIER are:

– news, RSS feeds, comments from web sources. This data is extracted from
public web sources (i.e. institutions and organizations which are in charge for
the control of territory) that provide real-time data on the state of roads and
infrastructures, and on traffic events.

– Tweets from the TWITTER source. We access to tweets published by profiles
that release information about the status of road infrastructure; the access
to tweets is via public APIs provided by the TWITTER platform.

– Traffic open dataset, provided by different public bodies.

The core of MAGNIFIER is represented by several technological components
which were extended and integrated to meet the system requirements. More in
detail, drawing from the data sources, such layer is in charge of making data
more and more elaborated until to get to define a situational picture composed
by situations, alerts, recommendations (according to the Intelligent Information
Processing Chain shown in Fig. 1).

Information, generated events and situational awareness acquired by the sys-
tem are used to populate the various stores: postgis tables and shape files, used
by geoserver to publish thematic layers.

PostGIS is the main free relational database with a geographical extension,
which implements the support for geographic objects in PostgreSQL. PostGIS
follows the directives of the Open Geospatial Consortium Simple Features Spec-
ification for SQL; it is developed by Refractions Research, and is an open source
project that develops the spatial database technology.

The shapefile format is a popular geospatial vector data format for GIS soft-
ware. It is developed and regulated by Esri as a (mostly) open specification for
data interoperability among Esri and other GIS software products. The shape-
file format can spatially describe vector features: points, lines, and polygons,
representing, for example, water wells, rivers, and lakes. Each item usually has
attributes that describe it, such as name or temperature.
7 Traffic Message Channel is a technology for delivering traffic and travel information

to motor vehicle drivers. It is digitally coded using the ALERT C protocol into
RDS Type 8A groups carried via conventional FM radio broadcasts. It can also
be transmitted on Digital Audio Broadcasting or satellite radio. TMC allows silent
delivery of dynamic information suitable for reproduction or display in the user’s
language without interrupting audio broadcast services. Both public and commercial
services are operational in many countries. When data is integrated directly into a
navigation system, traffic information can be used in the system’s route calculation.
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The store MongoDB is used primarily to store all data acquired from the
sources and any information or derived events, for further processing by the core
components to make predictions and learning.

The layer on top of the Fig. 4 includes all the elements which characterize
the user interface, that is the situational picture composed by situations, alerts,
recommendations as interpreted by MAGNIFIER.

In the following section, the components of each layer will be detailed and
the relation among them explained.

3 The MAGNIFIER Technological Architecture

MAGNIFIER is the result of the integration (and in certain cases of the exten-
sion) of a number of innovative open source technological solutions (Fig. 5).

Fig. 5. Technological architecture of MAGNIFIER

The data acquired from the sources previously explained, is referenced with
respect to time and space, normalized according to the NGSI9 and NGSI10
standards, and sent to ORION.

Besides these sources, other producers for ORION are:

– PROTON, which sends to it the complex events generated;
– the Information Handler, which send to it information properly elaborated.
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The components subscribed to ORION as consumers, are:

– the Cygnus connector, which stores all elements passing through ORION
(raw data, information, simple events, complex events) on MongoDB;

– PROTON, which is subscribed for certain events to generate complex events;
– the Information Handler, which is in charge of the transformation of infor-

mation coming from sources and PROTON in more complex information
by invoking the advanced analytics engine (e.g. R engine (https://www.
r-project.org/)).

– PRACTIONIST, which manages high level events (coming from PROTON
and the Information Handler), to generate alerts and recommendations so to
recognize and analyze situations needed to be monitored (please refer to the
Sect. 4 for a brief understanding of PRACTIONIST).

The following pseudo-code shows three examples of rules to generate complex
events starting from events notified by ORION to the PROTON CEP:

fog ⇐ dust poll ≥ 0.30mg/m3 and air qual ≡ fresh. (1)

snow ⇐ soil temp ≤ 4 and son dist ≤ max son dist. (2)

flooding ⇐ soil temp ≥ 4 and son dist ≤ max son dist and son dist ≤ ir dist.
(3)

In the first case, the fog complex event is generated when pollution level is
greater than 0.30 mg/m3 and air is classified as fresh. In the second case, if the
temperature of soil is less or equal than 4 ◦C, and the sonar distance from soil is
less than maximum pre-configured sonar distance, then PROTON generates the
snow complex event. In the last case, PROTON creates the flooding complex
event if it comes to know the soil temperature is greater than 4 ◦C, sonar dis-
tance from soil is less than maximum pre-configured sonar distance and infrared
distance greater than sonar distance.

As an example of Information Handler task, the tilt and the speed measures
provided by sensors are used by the Information Handler to generate a hole event.
The hole event includes information about the status of the hole (Unavoidable,
easly and hardly avoidable, potentially missing) and entities (low, medium and
hight shock). The hole event is stored in a PostGIS table for the visualization
by layer, other than stored on MongoDB for the at-rest analysis.

Periodically the huge amount of data and information generated at any level
are processed and made available on MongoDB and PostGIS, to prepare data
for the visualization and decision maker’s query by and MAGNIFIER DSS, in
order to become more aware of the situation.

The information stored in PostGIS is to be used by GeoServer so to be dis-
played in the form of thematic layers. The set of layers generated at run time,
together with other thematic layers gathered from geo-portals as geo-services,
will allow decision maker to have an understanding of the situation. PRAC-
TIONIST DSS through the management and aggregation of high-level events
from ORION, is able to define the danger and vulnerability and possibly identify

https://www.r-project.org/
https://www.r-project.org/
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risk situations for people and/or things present within a certain area. Further-
more, PRACTIONIST DSS, through the huge amount of data processed can
run simulations to predict the evolution of the situation.

Situational awareness gained by the MAGNIFIER system is made available
by means of layers, alerts and recommandations to end users, who can benefit
from this support to manage risks and emergencies.

4 PRACTIONIST DSS

We exploited the PRACTIONIST framework [8–12] to design and implement a
goal-oriented decision support system, based on practical reasoning model [13–
15] and able to reinforce the decision maker’s awareness in regards with the
current situational picture; the system reasons about the status of the environ-
ment, its internal status, and the high-level goals defined by domain experts (the
decision maker or everybody who is able, starting from the analysis of the envi-
ronment and its dynamics, to highlight system needs in terms of desired states
and goals) in order to point out desired states and to achieve and maintain them,
and to support the decision maker by suggesting him alerts and recommenda-
tions.

The PRACTIONIST framework aims at supporting the programmer in
developing agents endowed with the following elements: (i) a set of perceptors
able to listen to some relevant perceptions; (ii) a set of beliefs, which represents
the information the agent has got about both its internal state and the external
world; (iii) a set of goals, which are some objectives related to some states of
affairs to bring about or actions to perform; (iv) a set of plans that are the
means to achieve its intentions; (v) a set of actions the agent can perform to act
over its environment; (vi) and a set of effectors that actually support the agent
in performing its actions.

In short, we modeled situation awareness levels according to the Endsley’s
model [4] by exploiting some specific components of our framework:

– Perception of the elements in the environment: in PRACTIONIST, perceptors
listen to some relevant external stimuli, while beliefs represent the information
about these stimuli; we de-fined a customizable perception logic which is
able to adapt to the decision maker’s needs and priorities, in order to focus
the perceptors’ attention on specific elements of the environment, which are
consequently represented by beliefs and stored in a knowledge base;

– Comprehension of the current situation: in PRACTIONIST, the belief logic
is built upon a prolog-like language able to infer and deduct new beliefs by
means of formulas; that means the system is able to comprehend patterns of
elements and to integrate them, creating new information and beliefs;

– Projection of future status: in PRACTIONIST we use some formulas and
belief revision rules to identify situations that could become very dangerous
in the future, in order to investigate about their projection by means of some
prediction algorithms developed in R; moreover, feedbacks generated by these
algorithms will be managed by plans designed to (i) understand the feedbacks,
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(ii) review the perception and attention logic, (iii) notify the decision maker
regarding dangerous situations, (iv) suggest decisions to the decision maker.

We chose to represent ideal states by means of policies that the system has
to apply and maintain over time; in case a policy is no longer satisfied, probably
a dangerous situation is occurring, so the system will suggest decisions to the
decision maker, and will require the prediction component to inquire into the
projection of the situation.

Furthermore, we took advantage of the goal-orientation programming to spec-
ify ideal states of the system by means of state of affairs to be either achieved and
maintained, or ceased and avoided. In PRACTIONIST we exploit the Maintain
and the Avoid goals to define policies: in details, the first type of goal is used to
define a situation to be maintained, while the last is used to model a situation to
be avoided. These goals are always active and in execution, so every time they
are no longer successful, some plans could be executed to restore their successful
conditions. In the following figure, a general view of the elements involved to
design the decision support system is shown (Fig. 6):

Fig. 6. MAGNIFIER DSS designed by using PRACTIONIST

Blocks with green background represent entities that are external to the
decision support system boundaries, but which are included in the MAGNI-
FIER solution: that are the information broker (it represents the central node in
charge of information routing), the prediction algorithms, and the MAGNIFIER
situational picture, which includes GUIs used to show both alerts and suggested
decisions.

In the case of the scenario described above, the PRACTIONIST DSS asso-
ciates different vulnerability levels to infrastructures depending on several fac-
tors: their proximity to highly dangerous areas, their position, who attends the
infrastructure (children, adult etc.). Furthermore, the DSS monitors communi-
cation routes, whose vulnerability level due to flooding, also depends on low
quality of the itself infrastructure and on the presence of potholes.
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Because of the presence of dangerous elements and vulnerable infrastructure,
the DSS associates to the area and in particular to infrastructure monitored a
level of risk that depends on several factors. Depending on the risk level and
the presence of other negative factors which may occur (accidents, narrowing
the carriageway and/or work in progress), the DSS begins assessing measures to
be taken in case of danger. The monitoring of an area already begins with the
presence of negative elements.

In this case the system by exploiting predictive analysis techniques, evaluates
the conditions of the area in case of adverse weather conditions with different
degrees; according to the prediction results, it starts showing alerts and recom-
mendations to restore the initial conditions of the area. In case of imminent
weather alert, the system begins showing an alert.

The result of the DSS reasoning process results in recommendations, which
are located near critical infrastructure. As already mentioned, any recommen-
dation is characterized by a level of danger (high, medium, low), vulnerable
infrastructures, type of risk, the action to be taken to prevent the risk and
finally by the risk status (warning, alert, emergency).

5 Conclusion and Future Works

In this paper we presented MAGNIFIER, a novel WebGIS-based platform for
emergency management. Through practical reasoning mechanisms, it is able to
provide decision maker with a complete situational picture, enriched with predic-
tions, alerts, recommendations. In the mobility context, MAGNIFIER aims at
being an innovative Decision Support System. It results from the integration of
several innovative open source technologies enabling the Intelligent Information
Processing Chain model which is showed in this paper.

In particular, PRACTIONIST was adopted to implement the intelligent goal-
oriented decision support module, based on practical reasoning model, in order
to reinforce the decision maker’s awareness with regard to the current situa-
tional picture while suggesting alerts and recommendations to prevent or mit-
igate risks. TOREADOR environment provides support in data management
for both at-rest and in-motion analysis. Other advanced technologies in Cloud
Computing and Data & Content Management contexts which were adopted, are
from the FIWARE Catalogue. FIWARE Catalogue contains a rich library of
public, royalty-free and open source components (Generic Enablers) with refer-
ence implementations that facilitate developers’ service innovation activities.

However, some further work should be done with respect to several MAGNI-
FIER open issues. Among them, our intention is to improve the DSS learning
capability: when an unexpected alert arrives, the log analysis and the past situ-
ations investigation (by zooming through several time intervals) could help the
MAGNIFIER system to identify cause-effect relations, thus improving the DSS
performance. Finally, we are working to provide decision maker with a tool set
to interact in real-time with the system so to customize the operating logic.
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Abstract. Software assurance analysts deal with thousands of potential vul-
nerabilities many of which could be false positives during the process of static
code analysis. Manual review of all such potential vulnerabilities is tedious, time
consuming, and frequently impractical. Several experiments were conducted
using a production code base with the aid of a variety of static code analysis
tools. A data mining process was created, which employed different classifiers
for comparison. Furthermore, a selection process identified the most important
features that led to significant improvements in accuracy, precision, and recall,
as evidenced by the experimental data. This paper proposes machine learning
algorithms to minimize false positives with a high degree of accuracy.

Keywords: Software assurance � Vulnerability discovery � Data mining �
Feature selection

1 Introduction

Static analysis tools for the discovery of vulnerabilities have a high number of false
positive results. Developers and software assurance analysts need to manually examine
the code to identify the true positive findings, a task that is often not feasible due to
limited resources and time constraints.

In the past, software assurance was not a mandatory requirement; therefore,
developers were not trained to consider it during system development. Software
assurance analysts have noticed that a significant number of software systems contain
vulnerabilities. Work on cybersecurity was mostly geared towards operating system and
network hardening. The overwhelming number of potential vulnerabilities in conjunc-
tion with the high number of false positives may discourage developers from fixing
vulnerabilities in their code. In addition, software assurance analysts cannot manually
review all vulnerabilities. Therefore, it would be beneficial if machine learning could
label vulnerabilities with accuracy. Assurance analysts view each finding on the file
where the vulnerability exists without knowledge of the dependencies and structure of
the system. To overcome this limitation, this study suggests the analyst to work with the
system developer in order to correctly label the training set used to run the classifier.
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The most important impact of the suggested approach, is the higher accuracy in
predicting the true vulnerabilities. Higher accuracy increases the value added from the
static analysis tools and the work performed by the software assurance analysis teams.
This study proposes an approach that labels with high degree of accuracy the static
code analysis findings by identifying specific attributes, algorithms, and processes to
label the training set. The benefits of the proposed approaches include (1) improving
the overall security posture of the system, (2) increasing the accuracy of predictions
(3) minimizing human input (4) saving time and resources, and (5) increasing the value
generated from static analysis tools.

In this research, we compare 13 classifiers and we use multiple static analysis tools
for the experiments. We also concluded that just three fields are adequate to provide the
best results for the classifier. In addition, based on our experience in the field of static
analysis we determine that human input is absolutely necessary when labeling the
training set.

2 Related Work

Machine learning for software assurance has been studied in the past and it has proven
to offer benefits in the area of true and false positive prediction. Below are listed some
of the relevant studies that are dealing with static code analysis and false positive
prediction:

In [1] the authors use a combination of techniques for code analysis (slicing,
Iterative Context Extension, loop abstraction for Bounded Model Checking), while [2]
proposes thread specialization for pruning false positives of static data-race detection.
In [4] we see a combined abstract interpretation and source code bounded model
checking. The study in [5] detects and corrects vulnerabilities and provides classifier
suggestions. The research in [6] used sensitivity analysis for feature selection and
compared Artificial Neural Networks (ANN) to Support Vector Machines SVMs. The
study determined that SVM had better performance. In [7] the authors used SPAR-
ROW as a static analysis tool and java open source projects. A feature vector was
extracted using Abstract Syntax Tree (AST) and as classifier the SVM was used. The
study in [8] uses logistic regression models that predict if warnings constitute action-
able faults. In [10] the authors compare different classifiers and use Airac, a bug finding
C analyzer. For the study, the classifiers that offer the best results are random forest and
boosting. The work in [11] is focused on alert patterns and ranking actionable alerts.
The alerts are generated using Findbugs. The study in [12] compares 15 machine
learning algorithms and identifies 14 alert characteristics, the accuracy range was 88–
97%. The research in [13] ranks the warnings using the Automated Warning Appli-
cation for Reliability Engineering (AWARE) that uses historical data from the filtering
of alerts that were deemed false positive from the developers. The authors in [17]
prioritize warnings based on software change history. If warnings are resolved quickly
then the warnings on this category are important. A continuation of [17] with more
detailed explanation can be seen in [18]. In [19] the authors explore the z-ranking
approach that uses a statistical model to rank warnings. Partitioning techniques are used
in [23] to identify redundant warnings in order to reduce the manual review effort of the
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warnings. The research in [21] is a continuation of the previous study and groups the
redundant warnings into clusters. A comparison in [23] of 34 classifiers is performed
and 10 features are identified that provide the highest accuracy up to 90%. In [28] the
authors implement a clustering algorithm on a realistic buffer-overflow analyzer and
achieved on reducing 54% the alarm reports. Airac (Array Index Range Analyzer for
C) is introduced in [30] that collects all true buffer-overrun points in ANSI C programs.
It ranks the alarms based on probabilities.

3 Approach

Static code analysis tools find potential vulnerabilities only by accessing the source
code and without compiling it. Our effort is geared towards helping the software
assurance analysts to label the vulnerabilities with higher precision. The static analysis
tools do not always see the whole picture, e.g. when the vulnerability has been miti-
gated somewhere else in the code. Also, it is not uncommon for the static tools to make
mistakes when identifying vulnerabilities. Therefore, human analysis and developer
input are necessary when trying to predict true from false positives. However, human
analysis on all the results is not always possible due to the high number of vulnera-
bilities (usually they range in the thousands). A solution that this research proposes is to
combine human analysis with machine learning to predict vulnerabilities with high
degree of accuracy.

The approach has the following phases. First, the code base was scanned using
multiple existing tools, the results were aggregated into a CSV file of vulnerabilities.
A subset was then selected to manually examine the results as true and false positives.
Following that, a training and a test set were created and different classifiers were
compared. The classifier with the highest accuracy was used in order to determine the
best feature selection. Finally, all the classifiers were tested again, the relevant features
identified and the results were recorded. Below is a chart of the process used (Fig. 1):

The dataset used for this study is a subset of a system which have undergone
manual assessment to identify potential security related defects. The subject software
was scanned by using Code DX, a framework that employs multiple static analysis
tools. The analysts went through the most significant findings based on the severity of

Fig. 1. Approach overview
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the potential vulnerabilities. For this study only a limited portion of the reviewed
findings were used. Specifically, 540 findings of the assessment findings were used for
this research. The training set contained 54 instances out of the 540. This study used
only 10% as a training test instead of the common 70% because the goal is to provide a
feasible solution on real life situations that software assurance teams can implement.
The dataset used for this study had 355 findings marked as true positive and 185
marked as false positive. Code DX aggregated the results of the following tools:
Checkstyle, Dependency-Check, FindBugs, Fortify, JSHint, PHP_CodeSniffer. Since
only a subset of the results was used, the training and test datasets included the results
of the following tools: Fortify, PMD and Findbugs. The majority of the findings of the
dataset used for the experiments were located in Java files.

The WEKA software was used to run the classifiers and to select the sample for the
training set, via stratified sampling. Different algorithms were tested and it was
determined after many tests that SGD algorithm provided the best results [10].

The original dataset had the following attributes per vulnerability:

• ID, Severity, CWE, Rule, description, Tool, Location, Path.

CWE refers to the Common Weakness Enumeration industry standards that list
software weakness types [1]. After performing different experiments with subsets of the
original attributes shown above it was determined that three of the attributes when used
to run the classifiers had higher recall, accuracy, and precision:

• CWE, Path (without the filename), Description.

After multiple experiments, it was determined that the Description field can be
substituted for only a part of the values it originally contained, further improving the
results. The reason is that the noise was eliminated from the Description field and only
the data that uniquely identifies the vulnerability remains. This dataset had the fol-
lowing characteristics that made the elimination of extra details of the findings irrel-
evant and noisy: It is a small dataset and the vulnerabilities are repeated in different
places in the code. The same code is copied and paste in different places so the same
mistakes are repeated. By removing the filenames and any other detailed relevant to the
location (for example class name or line members) the algorithm successfully identifies
vulnerability patterns. Instead of using the Description as it generated from the tools
set, the Description column was replaced with the method, variable or type of vul-
nerability please see example at the table below (Table 1):

Table 1. Field replacement examples

Original “Description” field Replaced

The method 1 in filename1.java can crash the program by dereferencing a
null pointer on line 1

Method 1

The function function1 in filename 1 java sometimes fails to release a system
resource allocated by connection 1 on line 2

Connection 1
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Accuracy is the percentage of the vulnerabilities that were identified correctly as
either true positive or true negative. Recall is the percentage of true positive vulnera-
bilities that were identified. Precision is the percentage of the vulnerabilities identified
as true positive that were correct. The F-measure of the system is defined as the
weighted harmonic mean of its precision p and recall R, that is:

F ¼ 1
a 1
p þð1� aÞ 1

R
; where the weight a 2 0; 1½ �:

The balanced F-measure, commonly denoted as F1 or just F, equally weighs pre-

cision and recall, which means a = 1=2. The F1 measure can be written as F1 ¼ 2PR
PþR.

The F-measure can be viewed as a compromise between recall and precision [15]. It is
high only when both recall and precision are high. It is equivalent to recall when a = 0
and precision when a = 1. The F-measure assumes values in the interval [0, 1]. It is 0
when no relevant documents have been retrieved, and is 1 if all retrieved documents are
relevant and all relevant documents have been retrieved. Table 2 shows the accuracy,
recall and precision obtained using the original 8 features, using the three (location,
CWE and Description) and using the 3 but replacing the Description with the subtype
field which is a part of the original fields as shown in Table 3 examples. The algorithm
used to compare the features was the SGD algorithm. Stochastic Gradient Descent
(SGD), also known as incremental gradient descent, is a stochastic approximation of
the gradient descent optimization method for minimizing an objective function that is
written as a sum of differentiable functions [27]. In other words, SGD tries to find
minima or maxima by iteration. It implements stochastic gradient descent for learning
various linear models (binary class SVM, binary class logistic regression, squared loss,
Huber loss and epsilon-insensitive loss linear regression) [26]. Globally replaces all
missing values and transforms nominal attributes into binary ones. It also normalizes all
attributes, so the coefficients in the output are based on the normalized data. It is
observed that the new field with the location and CWE have the highest accuracy and
the highest F measure.

Table 3 displays the precision, recall, F measure, and accuracy results using the
selected fields of the study. Specifically, SGD and ADABoost are the higher per-
forming classifiers for Recall. Both classifiers correctly identified all positive vulner-
abilities from the dataset, meaning that the errors for both classifiers were on the false
positives domain. In total 10 out of 13 algorithms offer precision over 99%. Some of
the classifiers have 100% precision.

Table 2. Feature comparison

Features Accuracy Recall Precision F measure

Original features (8) 0.972 0.966 0.991 0.978
Location, CWE, Description 0.981 0.972 1 0.986
Location, CWE, Subtype 0.994 1 0.992 0.996
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In general, the precision is higher than the recall for the majority of the classifiers,
as seen on Table 3. The higher precision signifies that the majority of the classifiers
correctly found the true positives. However, many of them missed true vulnerabilities
and identified them as false. The SGD identified 3 false vulnerabilities as true, and it
correctly identified all false positives. All of the other classifiers missed true findings
and identified them as false. From a cyber security perspective, the SGD algorithm
provides more accurate results with lower risk, since it did not miss any true
vulnerabilities.

One observation of the study is high accuracy. In order to make sure that the results
were correct, the experiments were run multiple times validating the results, and
possibly it is attributed to the dataset.

The SGD algorithm is the one that offers the highest F Measure. We do not want to
miss any true positive findings while making sure we capture as many false positive
findings as possible. However, it is better to identify a false finding as true, rather than
the other way around, to avoid severe consequences on the software security.

4 Conclusion, Discussion, and Future Work

Static code analysis, given the limitations of existing technology, leads to a lot of false
positive findings. Software assurance analysis teams that are not familiar with the
system and its dependencies may not be able to recognize that a vulnerability is
mitigated in another part of the code. This is a major disadvantage of static code
analysis. This study proposes the use of machine learning during the static analysis
process in order to eliminate the high percentage of false positives. The approach
proposed in this study increases the value of the reports generated to depict system
security posture, and saves critical time and resources. This study used a production
code base and scanned it through multiple static code analysis tools. A small sample of

Table 3. Classifier comparison results

Algorithm Recall Precision F measure Accuracy

ADABoost 1.000 0.915 0.956 0.954
SGD 1.000 0.992 0.996 0.994
Random tree 0.997 0.912 0.953 0.935
Random committee 0.997 0.913 0.953 0.935
Random forest 0.975 0.997 0.986 0.981
SMO 0.972 1.000 0.986 0.981
Bagging 0.958 0.997 0.977 0.970
Simple logistics 0.949 1.000 0.974 0.967
J48 0.949 1.000 0.974 0.967
Logistics 0.944 1.000 0.971 0.963
Naïve Bayes 0.918 1.000 0.957 0.946
Voted perceptron 0.918 1.000 0.957 0.946
One R 0.527 0.995 0.689 0.689
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the findings from the toolset was then manually reviewed and labeled. The sample was
then divided into training and test sets and run through different potential classifier
algorithms. The Stochastic Gradient Descent (SGD) was determined as the algorithm
that provides the highest accuracy, precision, recall, and F measure. This research
proposes: (a) manual review of a training set of raw findings by both the developer and
the software analyst, (b) using three features (CWE, Location, and Subtype) for the
training and test sets that are necessary to achieve the highest prediction accuracy
(c) Using the SGD algorithm for predicting true and false positive findings.

In the future, we plan to add a percentage column next to the prediction so the
developers can rank the results based on the possibility to be true or false vulnera-
bilities. In addition, we will perform experiments with more datasets that include a
variety of languages.
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We are delighted to present the proceedings of the 16th International Conference on
Ontologies, DataBases, and Applications of Semantics (ODBASE) which was held in
Rhodes (Greece) 24–25 October 2017. The ODBASE Conference series provides a
forum for research and practitioners on the use of ontologies and data semantics in
novel applications, and continues to draw a highly diverse body of researchers and
practitioners. ODBASE is part of the OnTheMove (OTM 2017) federated event
composed of three interrelated yet complementary scientific conferences that together
attempt to span a relevant range of the advanced research on, and cutting-edge
development and application of, information handling and systems in the wider current
context of ubiquitous distributed computing. The other two co-located conferences are
CoopIS’17 (Cooperative Information Systems) and C&TC’17 (Cloud and Trusted
Computing). Of particular relevance to ODBASE 2017 are papers that bridge tradi-
tional boundaries between disciplines such as artificial intelligence and Semantic Web,
databases, data analytics and machine learning, social networks, distributed and mobile
systems, information retrieval, knowledge discovery, and computational linguistics.

This year, we received 46 paper submissions and had a program committee of 48
dedicated colleagues, including researchers and practitioners from diverse research
areas. Special arrangements were made during the review process to ensure that each
paper was reviewed by 3-4 members of different research areas. The result of this effort
is the selection of high quality papers: twenty regular papers, six short papers, and four
posters. Their themes included studies and solutions to a number of modern challenges
such as querying, cleaning, publishing, benchmarking and visualizing linked data, RDF
documents and graph databases, ontology engineering, semantic mapping, social net-
work analysis, and semantics-based applications to various domains, such as health,
tourism, smart cities, law, etc. The scientific program is complemented with a very
interesting keynote speech by Markus Lanthaler on Pragmatic Semantics at Web Scale.

We would like to thank all the members of the Program Committee for their hard
work in selecting the papers and for helping to make this conference a success. We
would also like to thank all the researchers who submitted their work. Last but not
least, special thanks go to the members of the OTM team for their support and guid-
ance.

We hope that you enjoy ODBASE 2017 and have a wonderful time in Rhodes!
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Abstract. Linked data and ontologies are already in wide use in
many fields. Especially systems based on medical data can be valuably
improved by enhancing their contents and meta-models semantically,
using ontologies in their backbone. This semantic enhancement brings
an add-on value to standard systems, enabling an overall better data
management and allowing a more intelligent data processing. In our
work we focus on such a standard system, which we enhance seman-
tically, transferring its classic relational models together with its data
into a semantic model. This information system processes and analyzes
data related to infectious disease reports in Germany. Data from reports
on infectious diseases not only contains specific parts of microbiologi-
cal and medical information, but also a combination of various aspects
of contextual knowledge, that is needed in order to take measures pre-
venting a wider spread and reducing further transmissions. In this paper
we describe our practical approach for transferring the relational data
models into ontologies, establishing an improved data standard for the
current system in use. Moreover, we propose a semantic reference model
based on different contexts, covering the requirements of semantified data
from infectious disease reports.

Keywords: Semantic model ·Ontologies · Linked data for epidemiology

1 Introduction

Public health data management increases in importance, in particular, in our
globalized society. In case of an outbreak, the relevant data and information
have to be reported in shortest time to the public health authorities in order to
diminish the further spread by taking appropriate interventions and control mea-
sures. With regard to prevention and early detection, sophisticated approaches
for forecasting and estimation of critical epidemiological situations are needed.
When it already has come to an infection, that—if not handled on time—may
result in an outbreak, fast reaction to the situation is necessary. This reaction
is usually based on a rapid and reliable data collection, as well as a trustworthy

c© Springer International Publishing AG 2017
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information processing. The notification and reporting process usually follows
the regulations of the national public health laws.

In Germany, the relevant Law for Protection against Infection Act (IfSG) for-
mulates rules and defines the frame for necessary actions to be taken, describes
the duties for the obliged notifiers and specifies the notifiable evidence for
pathogens and diagnoses that have to be reported in case of their occurrence. The
Robert Koch Institute1 receives and analyzes data of various communicable dis-
eases in Germany2. These data are collected by the local health authorities from
various sources, like microbiological labs, treating physicians and community
facilities. The existing reporting system is maintained with help of a surveillance
software, SurvNet@RKI [4], developed at Robert Koch Institute for the purpose
of infectious and epidemiological case data collection, transmission and analysis.
However, more effort is required to meet the needs of an extended system in
which local health departments are capable of receiving electronic reports from
all the notifiers and their various information systems at hand. This demands an
extension of the system which guarantees interoperability and enables automatic
data processing. All involved formal rule systems and exhaustive semantic data
services have to be compliant with the national law regulations.

With regard to the requirement on establishing a profound and sophisticated
semantic model, in this stage of the project we focus on a semantification of the
relational data from current systems’ meta and master data, transferring it into
a consistent semantic model. The most important outcome of this semantifica-
tion is the fact that semantified data, thus our concepts defined in the context
of infectious disease and epidemiology, is explicitly and publicly available in a
machine-readable and human-understandable format and de-reference-able on
the web (via Unified Resource Identifier). On the other hand, we are incorpo-
rating the semantic description of main concepts into the system in a way that
allows for further extension of those descriptions by existing medical vocabularies
hence it allows for further enhancement of systems interoperability.

In this paper we report on a part of our work done on semantification of infec-
tious diseases systems’ data during the initial stage of our project and introduce
the general semantic reference model for data from infectious disease reports. In
Sect. 2 we start with the description of the general architecture of our semantic
component and discuss the main goal of data semantification. The description
of our semantic reference model follows in Sect. 3. We continue the discussion
of details of the model in Sect. 4 mainly by the example of our geo-political
ontology. Our paper closes with the short review of work relevant to ours as well
as the description of evaluation frame for our semantic reference model by the
example of geo-political ontology evaluation.

1 http://www.rki.de.
2 http://goo.gl/eZ50HH.

http://www.rki.de
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2 Goal of Semantics Usage

Our aimed linked data and semantics standard for linkable and de-referenceable
data on infectious disease - control and reporting, has one main following goal:
Making tacit knowledge about infectious disease data control and reporting
explicit, machine readable, re-usable and available for services and users.3

This includes in general following steps:

1. Transforming explicit (literal) concepts included in the current surveillance
system (SurvNet@RKI) into semantic concepts

2. Transforming tacit knowledge included between current system’s database
table relations into explicit semantic concepts and relations

3. Linking the transferred knowledge model with relevant external knowledge
(e.g. DBpedia, relevant ontologies from OBO foundry4, or e-health standards,
e.g. ICD105, SNOMED-CT6)

4. Enriching the knowledge model by creating formal (Description Logic-based)
set of rules, describing e.g. case reports, distributions and privacy enforcing
rules etc.

5. Publishing the resulting knowledge as linked data graph in order to make it
available for other system components and services, or provide access through
an external terminology server (we use the CTS27 based terminology server8)
(Fig. 1).

Fig. 1. Five steps that we follow by bringing semantics into our relational data.

Hereby we follow these steps while modeling the relevant background knowledge
and embedding it through RDFS and OWL2 based ontologies into our semantic
component. The semantic component is currently implemented basically on the
Virtuoso-based service.

3 Here we speak in terms of the Robert Koch Institute’s system, however we further-
more hope to motivate also a general, canonical and re-usable linked data standard
that may be successfully applied to any information system handling infectious dis-
ease data.

4 http://www.obofoundry.org/.
5 https://goo.gl/gDGHVA.
6 http://www.snomed.org/snomed-ct.
7 http://www.omg.org/spec/CTS2/.
8 https://publicwiki-01.fraunhofer.de/CTS2-LE/index.php/Hauptseite.

http://www.obofoundry.org/
https://goo.gl/gDGHVA
http://www.snomed.org/snomed-ct
http://www.omg.org/spec/CTS2/
https://publicwiki-01.fraunhofer.de/CTS2-LE/index.php/Hauptseite
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Fig. 2. Semantic component–three levels for different user groups

Fig. 3. Semantic component–general architecture

Figure 2 shows three main levels of our semantic component which include
three different user interactions with the overall service that we plan to offer.
The upper level, search and visualization, is meant to provide non-technical
users, e.g. epidemiology experts or health officials, with the interface through
which they can browse the knowledge and visualize respectively relevant parts
of it. The middle level, data curation and editing, is meant for the ontology and
master data experts who take care internally about the updating of ontology
models with regard to the requirements and team agreements on data changes.
The bottom level, which we preliminary implemented in the initial stage of our
project, is meant for direct service use as well as for use by the technical experts
and system developers. This part of our component should feed other system
components with the meaningful data.
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The general technical architecture of the semantic component is illustrated in
Fig. 3. In the initial stage of our project, we used Virtuoso server (OpenVirtuoso
Vers. 6.01.3127) and implemented the belonging functions as C# applications
communicating with both, our current internal SQL servers databases and the
Virtuoso-based semantic data service.

3 Semantic Reference Model

The linked data and semantic reference model is implemented into the semantic
component which we described in the previous section. In the current project
stage the bottom level of our component, the terminology and data service, has
been filled with semantified data. In the following we provide a simple example
of relational data and what we mean by semantifying it.

3.1 Semantifying Relational Data

An example of an explicit literal concept is shown in Listing 3.1. A String literal
is used as a disease name in SurvNet database ‘Meta.Disease’ table in the column
named ‘DiseaseName’.

Listing 3.1: Malaria as a literal concept.

Malaria.

An example of an explicit semantic concept, thus semantified data is shown
in Listing 3.2.

Listing 3.2: Malaria semantified.

@prefix demis: <http://rki.de/demis/example-disease-ontology#>.

@prefix owl: <http://www.w3.org/2002/07/owl#>.

@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>.

demis:Malaria rdf:type owl:Class.

An example of explicit knowledge as derived from the database is shown in
Listing 3.3.

Listing 3.3: Explicit knowledge about Malaria.

Malaria is a disease.

An example of explicit knowledge expressed in formal semantics is shown in
Listing 3.4.9

Listing 3.4: Explicit knowledge formally expressed.

demis:Disease rdf:type owl:Class.

demis:Malaria rdf:type owl:Class;

rdfs:subClassOf demis:Disease.

9 From here on we will drop all prefix definitions and assume them to be found on
https://prefix.cc/.

https://prefix.cc/
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An example of tacit knowledge is shown in Listing 3.5. The tacit knowl-
edge: ‘Malaria’ is a String literal in SurvNet database table in the column
‘Meta.Disease’. ‘Plasmodium spp.’ is a String literal in SurvNet database table
in the column ‘SpecimenName’. A relation ‘caused-by’ is not written explicitly
anywhere, thus it is tacit. A relation ‘has-name’ is inferred from ‘SpecimenName’
as well. This example of tacit knowledge is expressed in turtle in Listing 3.6.

Listing 3.5: Tacit knowledge.

Malaria is caused by a pathogene named plasmodium spp.

Listing 3.6: Tacit knowledge, semantified.a

:caused-by rdf:type owl:ObjectProperty;

rdfs:domain :Specimen;

rdfs:range :Disease.

:Pathogen rdf:type owl:Class.

:plasmodium_spp rdf:type owl:NamedIndividual, :Pathogene.

:Malaria :caused-by :plasmodium_spp.

a Malaria, which was defined above as an OWL class, is used here as a participant
of an object property relation. Under an OWL interpretation this would imply that
Malaria is an individual, which is possible if we use OWL2 punning.

An example of linking to external medical codes and external knowledge is
shown in Listing 3.710.

Listing 3.7: Linking to external knowledge.

:has_ICD10code rdf:type owl:DatatypeProperty;

rdfs:domain :Disease;

rdfs:range xsd:string.

:Malaria rdf:type owl:Class;

rdfs:subClassOf :Disease;

rdfs:comment "https://goo.gl/eYx5bZ"^^xsd:anyURI ;

rdfs:seeAlso "https://de.wikipedia.org/wiki/Malaria"^^xsd:anyURI .

:Malaria_quartana rdf:type owl:NamedIndividual, :Malaria;

:has_ICD10code "B52"^^xsd:string .

:Malaria_tertiana rdf:type owl:NamedIndividual, :Malaria;

:has_ICD10code "B51"^^xsd:string .

:Malaria_tropica rdf:type owl:NamedIndividual, :Malaria;

:has_ICD10code "B50"^^xsd:string .

10 We have used here rdfs:seeAlso to follow the weaker SKOS approach. We could have
used a stronger relation instead, e.g. owl:sameAs.
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The examples above show only a very tiny excerpt of our work done on foster-
ing the data and estimating its belonging to different contexts. For the purpose
of transferring the relational data into a linked data graph, we implemented
automatic concept and relation extraction in C# via dotnetRDF11. As far as
it was feasible, we retrieved the data automatically from the system’s master
data service by translating the table names into OWL classes, table columns
into relations and table rows into instances. An example is given in Listings 3.8
and 3.9 respectively.

Listing 3.8: Table ’States’ with columns in master data service.

- [StateNameShortDEU]

- [StateNameShortENG]

- [StateNameFullGER]

- [StateNameFullENG]

- [ISO3]

- [ISO2]

- [CitizenshipGER]

- [CitizenshipENG]

- [ExistentFrom]

- [ExistentTo]

Listing 3.9: Semantic description in turtle for one of table’s data row with its
belonging relations data extracted from tables columns.

demisgeo:Country a owl:Class.

demisgeo:Togo a demisgeo:Country;

demisgeo:StateNameShort 'Togo'@de ;
demisgeo:StateNameShort 'Togo'@en ;
demisgeo:StateNameFull 'die Republik Togo'@de ;
demisgeo:StateNameFull 'Togolese Republic'@en ;
demisgeo:hasISO3 'TGO';

demisgeo:hasISO2 'TG';

demisgeo:hasCitizenship 'togoisch'@de ;
demisgeo:hasCitizenship 'Togolese national'@en ;
demisgeo:ExistendFrom '1960-04-27'^^xsd:date .

The diagram below summarizes the steps taken while automatically retriev-
ing the ontology concepts, relations and instances from the SQL server (Fig. 4):

We modeled these relational data into several different RDFS graph snippets
and figured out which of the existent and publicly available ontologies we may
use at hand in order to support creation of our own semantic model. As a result
of preliminary review of existing relevant ontologies and vocabularies, we decided
to use (either full or partially) mainly the following:

– XSD - for the purpose of using the simple values
– RDF and RDFS - it offers the ‘light’ representation for our semantics in cases,

where we mainly use subClassof relations
11 http://www.dotnetrdf.org/.

http://www.dotnetrdf.org/
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Fig. 4. Transforming relational data to RDF.

– OWL - it is currently our main language in which we code our ontologies
– FOAF - it offers simple and handy definition of such concepts as Person,
Address, etc.

– SKOS - it offers structured definition of abstract concepts and offers use-
ful relations, e.g. skos:broader, skos:narrower that let us combine abstract
concepts in logical groups in a semiformal manner

– Geo related ontologies, i.e. FAO12, W3C - WGS8413

Following, we decided to use at least the semantics as spanned by the existing
relations (and in these relations included concepts) which we list here:

– XSD xsd:boolean, xsd:date, xsd:decimal, xsd:integer,xsd:string, xsd:time
– RDF rdf:about, rdf:datatype, rdf:resource, rdf:type
– RDFS rdfs:Class, rdfs:comment, rdfs:domain, rdfs:isDefinedBy, rdfs:label,

rdfs:seeAlso, rdfs:subClassOf, rdfs:range
– OWL owl:AssymetricProperty (optional–high complexity while reasoning),

owl:Class, owl:equivalentClass, owl:import, owl:inverseOf (optional due to
high complexity while reasoning), owl:NamedIndividual, owl:ObjectProperty,
owl:onProperty, owl:Ontology, owl:Restriction (optional–high complexity
while reasoning), owl:sameAs, owl:versionIRI, owl:TransitiveProperty

12 http://www.fao.org/countryprofiles/geoinfo/en/.
13 https://www.w3.org/2003/01/geo/wgs84 pos.

http://www.fao.org/countryprofiles/geoinfo/en/
https://www.w3.org/2003/01/geo/wgs84_pos
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3.2 Consistent Model

While aiming at consistent knowledge model, we tackled many different contexts
for our knowledge base resulting from the system data. They include in general:

1 Data that contextually fits under the general and specific knowledge of infec-
tious diseases

2 Data and rules that mainly originate in the Law for Protection against Infec-
tion Act (IfSG)

3 Data which results from epidemiological definitions of case reporting as spec-
ified by Robert Koch Institute

4 Geo-political data

Therefore, we propose to structure the reference model that we use for our knowl-
edge base in a way that puts centrally the semantified data from the existing
relational databases. These data, which mainly delivers the instances for our
ontology, is semantically described based on our own semantic concepts and
relations as well as the concepts and relations resulting from the vocabularies
and schemas as described in the previous section. In the Fig. 5 the outer border
visualizes the meta level of our model. It is based so far mainly on our own
meta concept which we call demis:Epiconcept. The core ontology, illustrated in
the second outer border unites all the knowledge needed for maintaining the
system (the current SurvNet data), thus it includes concepts (for complexity
reasons, we list here only exemplary few concepts and omit the belonging rela-
tions) Person, Patient, Pathogen, Symptom and similar as well as the disease rel-
evant knowledge. Core ontology is being extracted from current SurvNet’s meta
model. Directly bound to the core ontology are IfSG/law, case definition, and
geo-political ontologies. They can be either included as aspects (bound through
meta relations, e.g. aspect of, context of to the meta concept, demis:Epiconcept)
or represented by different ontologies that are connected to core ontology via
imports. Only most relevant concepts from each particular model (IfSG/law,
case definition, geo-political) need to be included in these ontologies.

Mapping is an ontology that contains mappings to extern knowledge bases.
These are either knowledge bases linked through CTS2 server or DBpedia.
Instances/raw data in the middle of the picture visualize the center of our model
that are the particular instances which are connected to our ontologies and to
the extern models.

We believe that this reference model built on several ontologies as presented
here, which still is a subject for further enhancements over the project duration,
might be successfully applied to similar systems–as in our case–that aim to
handle infectious disease data in semantic manner.

The concepts which are belonging to the core ontology are inalienable regard-
ing the general infectious disease semantic model whereas the different contex-
tual ontologies, i.e. geo-political ontology allow for meaningful combination of
the concepts and putting them in different (contextual) relations. In the follow-
ing Section, we focus on detailed description of geo ontology which we created
for our reference model and which is our current show case for the semantic
reference model in infectious disease reporting system.
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Fig. 5. The overall semantic reference model with different contexts for desired ontolo-
gies covering relevant knowledge parts necessary for the infectious diseases reporting.

4 Geo Political Ontology

Geo-political knowledge is of a high relevance when it comes to the infectious
disease reporting. When diseases are being reported, the respective patients and
disease cases are always connected to a place, which is located not only in the
context of this patient’s current habitation but also geographically, e.g. Europe,
or administratively, e.g. City, State, Country or politically, e.g. West Europe etc.
However, the structuring of geo relevant knowledge can be fast covered by using
many existent concepts or vocabularies. In creating the first version of our geo
ontology we considered: internal concepts used in the epidemiological context
with regard to infectious disease reporting, existing data from current system’s
Master Data Service databases as well as standard concepts used widely in other
available vocabularies. Foremost we consider the geographical data which relates
to Germany. Furthermore, our geo ontology offers the geo related knowledge with
regard to global data. We reviewed several vocabularies and standards relevant
and estimated their relevance based on concepts and relations as well as potential
instance’s included. In Table 1, we list the relevant ontologies.

The resulting ontology is based on most important concepts and relations
used routinely in the epidemiological context at Robert Koch Institute and
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Table 1. The relevant ontologies and vocabularies.

Ontology/Vocabulary Relevance for geo ontology

FAO High

Geographical entity ontology Relevant (US data)

GEO names High (data service avail.)

Linked geo data Relevant (data service avail.)

NeoGeo Relevant (rel. W3C Geo-Spat.)

SKOS High

WGS84 Geo Pos. Medium

W3C Geo-Spat. Relevant (rel. WGS84)

DEMIS-Geo

FAOSKOS

WGS84

GN DC

NGEO

Fig. 6. Ontologies used in the geo ontology.

extracted from current system’s master data service databases as well as on
concepts and relations from standard ontologies and vocabularies which we esti-
mated as high relevant. The geo-political ontology graph of our DEMIS-Geo
ontology is illustrated in the diagram below (Fig. 6).

The importance of the concepts is always determined by discussions in team,
in consultation with technical epidemiology experts. As far as it is possible, these
concepts and relations are matched with existing relevant concepts and relations
from standard models of W3C (e.g. SKOS, Geo-spatial vocabulary). In order to
ensure the high quality of the geo ontology, we created a basis version of it and
test it against a set of SPARQL queries that describe our pre-defined competency
questions.
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Fig. 7. FAO ontology–main concepts.

The geo ontology we created consists of 48 classes, 42.100 axioms, 50 object
properties, 146 data properties, 33.998 instances and is based on 383.100 triples
in total. The goal of geo-political ontology is to provide the geo-political knowl-
edge in the context of epidemiology as RDFS/OWL model/s that can be stored
in our Quadstore on Virtuoso and answer a set of SPARQL queries. One of
important aspects for the geo ontology is the geographical and political context
for respective concepts/instances, e.g. Area or Country. According to it, differ-
ent ‘divisions’ of sub continents are possible. Therefore countries like Spain are
regarded as South Europe in a geographical context or as West Europe in political
context. It is important to offer to users and services of geo ontology the possibil-
ity of distinguishing this context for the respective concepts. A preliminary list
of concepts that are affected: Sub-continent, Country, City, Area, Population. In
order to satisfy this requirement, we defined two specific relations that are being
used often with regard to geo-political classification of world regions (Fig. 7).

Listing 4.1: Defining necessary relations for geographical and political context.

demisgeo:geographicalBroader rdf:instanceOf skos:broader.

demisgeo:politicalBroader rdf:instanceOf skos:broader.

demisgeo:geographicalNarrower rdf:instanceOf skos:narrower.

demisgeo:politicalNarrower rdf:instanceOf skos:narrower.

The definition as illustrated in Listing 4.1 implies the fact that
both, demisgeo:geographicalBroader, demisgeo:geographicalNarrower, demis-
geo:politicalBroader, demisgeo:politicalNarrower are transitive properties since
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Fig. 8. Geo ontology–main concepts.

they are derived from skos:broader, skos:narrower that per se are defined as
owl:instanceOf owl:transitiveProperty. In detail defined as shown in Listing 4.2
(Fig. 8).

Listing 4.2: Defining necessary relations for geographical and political context
in detail.

demisgeo:geographicalBroader rdfs:subPropertyOf skos:broader.

demisgeo:politicalBroader rdfs:subPropertyOf skos:broader.

skos:broader rdfs:subPropertyOf skos:broaderTransitive.

skos:broaderTransitive rdf:instancesOf owl:TransitiveProperty.

demisgeo:geographicalNarrower rdfs:subPropertyOf skos:narrower.

demisgeo:politicalNarrower rdfs:subPropertyOf skos:narrower.

skos:narrower rdfs:subPropertyOf skos:narrowerTransitive.

skos:narrowerTransitive rdf:instancesOf owl:TransitiveProperty.

skos:narrower owl:inverseOf skos:broader.

skos:narrowerTransitive owl:inverseOf skos:broaderTransitive.
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5 Relevant Work

There are many works related to the general technical approach that we apply in
our work, the transformation of the relational data into semantic knowledge base.
We are highly aware of the classic approach that allows for mappings from a RDB
to RDF as described in W3C14. We also find the work about Ontop [2] highly
interesting to our technical problem since it offers a system architecture with an
added ontology layer that still allows for preserving the relational databases if
needed. We are still testing our semantic component and improving its overall
use (in this project stage–internally) so that we do not completely exclude the
relational database layer. In [1], we found very useful summary of challenges in
data integration with which we have to deal either. Most related to our domain is
the work included in [3], since it tackles the problems of epidemiology in Semantic
Web terms. To best of our knowledge, we have not found any general semantic
reference model for the infectious disease control and reporting as proposed here
in our work. Therefore we believe that we are developing an useful and re-usable
reference model that may be applied to any other countries’ epidemiological
surveillance.

6 Evaluation Through Competency Questions

6.1 Use Case

While the main use case for the geo-political ontology is to define geo-political
knowledge (in the domain of epidemiology) in a machine-readable format and to
consume geo-political knowledge (in the domain of epidemiology) by the respec-
tive system components and services of our system, the preliminary application
of geo-political ontology allows for improvement of fostering the current system’s
master data (of geo-political context). The very particular case of use for geo-
political ontology is to provide to the team of developers a novel possibility in
applying versioned geo knowledge per one-click when creating relational data-
bases needed on-the-fly during system’s maintenance. Users–developers while
accessing the geo ontology should be able to get updated, complete, correct and
consistent geo related data (concepts and relations) out of which they can eas-
ily create relational databases for their (daily) use (e.g. further data analysis
applications).

6.2 Competency Questions

For the evaluation purposes we developed an initial set of questions, thus
SPARQL queries, which we applied onto our ontology model. Hereby we pre-
liminary lied our focus on the recall, not the precision of query answering. Hence
our main ontology purpose is to support and partially replace the current sys-
tem’s master data (meta information), we focused mainly on questions of that we
14 http://www.w3.org/TR/2012/REC-rdb-direct-mapping-20120927/.

http://www.w3.org/TR/2012/REC-rdb-direct-mapping-20120927/
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think are helpful in automatic retrieval of relatively complex knowledge pieces.
Among others, these are exemplary:

Listing 6.1: What is the sub-continent to which geographically does Kazakhstan
belong?

SELECT ?y

WHERE {

?y rdf:type demisgeo:SubContinent .

?y demisgeo:geographicNarrower demisgeo:Kazakhstan . }

Listing 6.2: What is the name/ISO3-code of a country that has Suva as capital
and is located in the Pacific Ocean?

SELECT ?y ?x

WHERE {

?y rdf:type demisgeo:Country .

?y skos:broader demisgeo:Pacific_Ocean .

?y demisgeo:capital demisgeo:Suva .

?y demisgeo:isoCountryCode3 ?x . }

The preliminary set of competency questions that we used for our geo ontol-
ogy includes (we list here only exemplary few):

1 What is the federal state to which the city of Rüdesheim belongs?
2 On which sub-continent are the Marshall-Islands and were did they histori-

cally belong to?
3 Which are the Asian countries that were politically belonging to the former

Soviet Union?
4 What is the name of former country named Zaire?
5 What is the capital of Togo?
6 What are the official languages spoken in Taiwan?
7 Which countries are associated with the Pacific Ocean?
8 Which cities are belonging to Germany?
9 Which islands are located in the Pacific Ocean?

10 To which state does Tybee-Island belong?

Our competency questions in form of SPARQL queries can be answered suc-
cessfully. In the current stage of development, we are combining the preliminary
extracted disease related data with the geo ontology in order to answer questions
like:

In which countries does Ebola virus typically spread and what are the main
symptoms of this disease?

Step by step, we are combining more context (as described in our reference
model) into our queries while constantly improving our knowledge base.
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Abstract. In this paper we show how an exploratory search process,
specifically the Preference-enriched Faceted Search (PFS) process, can
be enriched for exploring datasets that also contain geographic informa-
tion. In the introduced extension, that we call PFSgeo, the objects can
have geographical coordinates, the interaction model is extended, and
the web-interface is enriched with a map which the user can use for
inspecting and restricting his focus, as well as for expressing preferences.
Preference inheritance is supported as well as an automatic scope-based
resolution of conflicts. We detail the implementation of the interaction
model, elaborate on performance and report the positive results of a
task-based evaluation with users. The value of PFSgeo is that it provides
a generic and interactive method for aiding users to select the desired
option(s) among a set of options that are described by several attributes
including geographical ones, and it is the first model that supports map-
based preferences.

Keywords: RDF and geospatial data · Faceted search · Exploratory
search · Preferences · Map visualization

1 Introduction

A plethora of datasets contain geographic information and there are several
approaches that combine Linked Data1 and spatial data, create virtual geospa-
tial RDF graphs on top of geographical databases [4] or use well-established
existing controlled vocabularies (thesauri) and ontologies to enhance metadata
documents with synonyms and translated terms, as well as location names for an
improved discovery and linked-data eligibility using bounding box or text-based
search [21]. For example, LinkedGeoData2 is an effort to add a spatial dimen-
sion to the Web of Data/Semantic Web. LinkedGeoData uses the information
collected by the OpenStreetMap3 project and makes it available as an RDF

1 http://lod-cloud.net/.
2 http://linkedgeodata.org/.
3 http://www.openstreetmap.org/.
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dataset according to the Linked Data principles. Similar to this, GeoLinked-
Data [9] is an open initiative of the Ontology Engineering Group (OEG) whose
aim is to enrich the Web of Data with Spanish geospatial data. Moreover, there
are works such as GeoNames that provides a geographical database available
and accessible under a Creative Commons Attribution 3.0 License, containing
over 10 million geographical names corresponding to over 9 million unique fea-
tures [19]. Great Britain’s national mapping agency, Ordnance Survey4, has been
the first national mapping agency committed to make publicly available various
kinds of geospatial data from Great Britain as open Linked Data. Similar to this,
data.geohive.ie5 aims to provide an authoritative platform for serving Ireland’s
national geospatial data including Linked Data. Consequently there is a need for
generic, flexible and interactive methods that allow users to explore such datasets
and get an overview of the results on the map which is the most prominent
technique in various domain-specific commercial platforms (e.g. Booking.com,
Airbnb etc.).

Faceted search [12] is the more prominent technique in e-commerce and
tourism services, and has been generalized also for RDF datasets (see [17] for a
survey). The enrichment of faceted search with preferences, hereafter Preference-
enriched Faceted Search [18], for short PFS, has been proven useful for recall-
oriented information needs, because such needs involve decision making that can
benefit from the gradual interaction and expression of preferences. PFS supports
user clicks that correspond to either hard or soft constraints. The first kind cor-
responds to the actions of the classical faceted search where the user can restrict
(i.e. filter) his focus gradually while getting an overview of the information space
(just like in Booking.com). The second kind of actions corresponds to actions
that specify preferences that rank accordingly the information space, e.g. a user
can say that 2-star is the most preferred category and this statement will rank
first the 2-star hotels but will not vanish the rest. The distinctive features of PFS
is that it allows expressing preferences over attributes whose values can be hier-
archically organized (and/or multi-valued), it supports preference inheritance,
and it offers scope-based rules for resolving automatically the conflicts that may
arise. As a result the user is able to restrict his current focus through the faceted
interaction scheme (hard constraints) that lead to non-empty results, and rank
the objects of his focus according to preference (soft constraints). Recently, PFS
has been used in various domains, e.g. for offering a flexible process for the
identification of fish species [16], as well as a Voting Advice Application [15].

However the plain PFS does not exploit the geographical aspect(s) of the
data. To tackle this requirement, in this paper we introduce PFSgeo, an extension
of PFS appropriate for exploring datasets with objects that have spatial coor-
dinates. Consider a small information base comprising information about hotel
rooms where each room is described by various attributes (e.g. location, stars,
room type, price, accessories, address, etc.) including two spatial attributes,
i.e. Longitude and Latitude. The Longitude-Latitude pair defines a point on

4 http://data.ordnancesurvey.co.uk/.
5 http://data.geohive.ie/.
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the map. We adopt the coordinate system that is used by Google Maps (i.e. the
WGS84 standard). For example, the way these two attributes are represented,
as well as the coordinates of one hotel, are shown in the corresponding RDF in
the TURTLE serialization format:

@prefix hippalus: <http://ics.forth.gr/isl/hippalus/#>.

@prefix xsd: <http://www.w3.org/2001/XMLSchema#>.

@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>.

@@prefix owl: <http://www.w3.org/2002/07/owl#>.

@@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>.

...

hippalus:Longitude a rdf:Property;

rdfs:domain hippalus:Hippalus Id;

rdfs:range xsd:float.

hippalus:Latitude a rdf:Property;

rdfs:domain hippalus:Hippalus Id;

rdfs:range xsd:float.

...

hippalus:Lato Boutique Hotel

a hippalus:hippalusID;

hippalus:Latitude ’’35.341751’’ ^^xsd:float;

hippalus:Longitude ’’25.136610’’ ^^xsd:float.

The extension of PFS for geographical data raised several issues and chal-
lenges including (a) how to come up with an intuitive user interface that can be
used easily by casual users, (b) how to avoid cluttering the map with too many
objects, and how to make evident the rank of these objects on the map, and
(c) how to distribute the required computational tasks to the server-side and
external sources (map APIs) for achieving good performance.

We introduce PFSgeo an extension of PFS that offers the ability (a) to show
the corresponding objects on a map, and (b) to use the map for restricting
the information space and/or expressing preferences (by selecting an area of
the map and then issuing a statement). To grasp the idea, consider the simple
scenario shown in Fig. 1 where the user has zoomed over the area of interest
and has already expressed (through the facet exploration panel in the left) as
most preferred the 2-star hotels amongst other actions. The updated hotels are
shown not only as a list of textual entries in the upper half of the central part
of the screen (where we can see three buckets of hotels based on the actions
of this scenario), but also as markers on the map. The labels on the markers
indicate the preference order, e.g. the label “Rank1” on a marker indicates the
existence of a hotel in the first bucket, while the number on a cluster of markers
(markerclusterer) indicates how many markers this cluster contains. PFS sup-
ports preference inheritance in facets with hierarchically organized values and a
scope-based method for automatically resolving conflicts. The motivation is that
it is very common (and practical) also in natural language to state something
general and then to provide the exceptions. Indeed, this makes sense also in
the geographic domain as it can offer flexibility which is evident also from the
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Fig. 1. A simple case scenario of exploration using both the facet exploration panel in
the left and shapes over the map.

following example: Consider a user that prefers hotels in the broader area of
Heraklion city but not in the area of the city center because it might be noisy
there. To this end he could issue the following actions b1, b2:

b1: BEST x1,y1,x2,y2 // broader area of Heraklion city
b2: WORST x1’,y1’,x2’,y2’ // Heraklion city center

assuming that the first four coordinates capture the entire city of Heraklion,
while those of b2 capture only a subarea (city center). Notice that the area
of b2 is included in the area of b1, as shown in Fig. 2, therefore the produced
ranking should have first all hotels of Heraklion except those in the subarea
(rank 1), followed by those not in Heraklion (rank 2), and finally those in the
city centre (rank 3). In general the user through left and right clicks can gradually
formulate complex restrictions and rankings based on statements expressed over
the facet values and the map (in any order). For example, the user can gradually
(and without having to type anything) express information needs like: “hotels in
Heraklion with price less than 90 Euros per night and free wifi while preferring
(a) 2-star hotels, (b) the areas that I have marked on the map, (c) tennis than
basketball facilities”. In a nutshell the key contributions of this paper are: (a)
it is the first work about exploratory search with preferences over geographical
data that supports preference inheritance and automatic resolution of preference
conflicts, (b) it details an implementation of the model in the context of a publicly
accessible prototype that supports PFS and uses Google Maps, (c) it reports
experimental results regarding performance and scalability, and (d) it reports
the results of a task-based evaluation with users.
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Fig. 2. Auto conflict resolution of preferences over intersected areas.

The introduced approach can be applied over RDF data, over the results
of SPARQL queries, or over flat-structured files after a transformation to RDF.
The proposed interaction can be very useful in e-commerce applications and geo-
related services (e.g. in tourism). The rest of the paper is organized as follows. At
first we describe background and related work, then we describe the approach
and its implementation and finally we report experimental results about the
performance and a task-based evaluation with users. Finally, we conclude and
identify issues that are worth further research. A video demonstrating the PFS
interaction model as implemented by the web system Hippalus (without maps)
is available at https://www.youtube.com/watch?v=Cah-z7KmlXc while a video
of PFSgeo (demonstrating PFS with maps) is available at https://youtu.be/
h7Ov5QXajYM.

2 Related Work and Novelty

There are several works in the database world that provide a preference based
ranking of spatial data, e.g. [1,11,22] study a number of algorithms and indexes
for top-k spatial preference queries that rank spatial objects based on qualities of
features in their spatial neighbourhood. Other works like GEORank [3] provide
a location-aware and temporal ranking of news according to user’s current or a
fixed location set in the user profile. In GeoRank, this location is static, hence
they do not provide exploration services which is the focus of our work. Efforts
such as 3cixty [14], deal with the process of building comprehensive knowledge
bases that contain spatial data about events and activities of cities, collected
from numerous local and global data providers.

As regards systems that support exploratory search, the system Facete [13]
provides faceted search over data that contain geographic information. Mappify
[8] is a web application to create map views displaying concept based points of
interest. Providing faceted exploration capabilities, Mappify allows one to define
custom concepts on a SPARQL endpoint. In comparison to Facete or Mappify,
we do not use maps just for displaying objects; the user can use the map also
for restricting the objects (by selecting the desired area) and also for defining

https://www.youtube.com/watch?v=Cah-z7KmlXc
https://youtu.be/h7Ov5QXajYM.
https://youtu.be/h7Ov5QXajYM.
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his/her preferences (by selecting preferred or non preferred areas). Furthermore
at any point the user is free to issue an action through the map or through the
non geographical facets.

In brief, and to the best of our knowledge, PFSgeo is the first work about
exploratory search with preferences and geographic information. It uses geo-
graphical maps not only for displaying the focus objects during the interaction
(as in previous works and systems), but also as an input method. Moreover it
supports preference inheritance in the hierarchies and a scope-based method
for automatically resolving conflicts in the geographic domain based on infer-
ence. Table 1, categorizes the aforementioned frameworks and commercial book-
ing/real estate platforms (Booking.com, Airbnb, rightmove.co.uk) and PFSgeo,
according to various aspects like Faceted restriction, Preferences, display of focus
on the map, shape-based (map) restriction and preferences.

Table 1. Related approaches and comparison with PFSgeo.

Feature Research prototypes Commercial platforms PFSgeo

Facete GEORank Booking.com Airbnb Rightmove PFSgeo

Faceted restrictions � - � � � �
Preferences - - - - - �
Display of focus on
map

� � � � � �

Shape-based (map)
restrictions

- - - - � �

Shape-based (map)
preferences

- - - - - �

3 The PFSgeo Approach

3.1 Extensions of the Language of PFS

Note that PFS offers actions that allow the user to order facets, values, and
objects using best, worst, preferTo actions (i.e. relative preferences), aroundTo
actions (over a specific value), or actions that order them lexicographically, or
based on their values or count values. Furthermore, the user is able to compose
object related preference actions, using Priority, Pareto, Pareto Optimal (i.e.
skyline) and other. To realize PFSgeo we extended the language described in [18]
with actions that have spatial scope. Based on the current implementation, the
user’s actions when interacting with the map is BEST and WORST, in contrast
to the typical exploration paradigm of PFS that also supports other actions such
as preferTo. The latter kind of actions would be difficult to be expressed over the
map. We extended the PFS grammar with geo-anchored actions and we adapted
accordingly the algorithms so that geo-anchored actions can be combined with
actions over the rest facets. In the syntax “geo” denotes something with a spatial

http://Booking.com
http://Airbnb.com
http://rightmove.co.uk
http://Booking.com
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representation, e.g. rectangle, polygon, circle or point (our prototype focuses
on rectangles for the time being). For example the extension of the syntax for
expressing an action “BEST lat1, lon1, lat2, lon2” for a rectangle specified by
the coordinates of its bottom-left and upper-right corners, expressed according
to WGS846 standard, has the following form:

object order: geo rectangle [(lat1,lon1),(lat2,lon2)] best

3.2 Extensions of the System Hippalus

Then we extended Hippalus7 which is a publicly accessible web system that
implements the PFS interaction model. The information base that feeds Hip-
palus is represented in RDFS8 (using a schema adequate for representing objects
described according to dimensions with hierarchically organized values). We have
implemented a tool called HDT (Hippalus Data Transformer) that transforms
CSV files as well as the results of SELECT SPARQL results to an RDF file that
is directly loadable by Hippalus. The values of an attribute can be hierarchi-
cally organized, and set-valued attributes are supported. The entire process is
sketched in Fig. 3. For loading and querying such files, Hippalus uses Jena9, a
framework for building Semantic Web applications. Hippalus offers a web inter-
face for Faceted Search enriched with preference actions offered through HTML 5
context menus10. The performed actions are internally translated to statements
of the preference language described in [18], and are then sent to the server
through HTTP requests. The server analyzes them, using the language’s parser,
and checks their validity. If valid, they are passed to the appropriate preference
algorithm. Finally, the respective preference bucket order is computed and the
ranked list of objects according to preference, is sent to the user’s browser.

Fig. 3. The process for selecting and transforming data for being loadable by Hippalus.

6 https://en.wikipedia.org/wiki/World Geodetic System.
7 http://www.ics.forth.gr/isl/Hippalus/.
8 http://www.w3.org/TR/rdf-schema/.
9 http://jena.apache.org/.

10 Available only to firefox 8 and up.

https://en.wikipedia.org/wiki/World_Geodetic_System
http://www.ics.forth.gr/isl/Hippalus/
http://www.w3.org/TR/rdf-schema/
http://jena.apache.org/
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For supporting PFSgeo, apart from extending the language, we extended
Hippalus with Google Maps. We used libraries of Google Maps JavaScript API,
specifically the drawingManager Library11 which provides a graphical interface
for drawing shapes such as rectangles, and the Geometry Library (See foot-
note 11) that offers utility functions for computations involving polygons and
polylines e.g. for getting the markers within a shape. Figure 4 shows the new
architecture that shows how Google Maps are involved as well as the exten-
sions that were made at the server-side. For tackling cases where there are too
many objects which are very close, the system implements the MarkerClusterer
v312, which allows the display of multiple GEO locations as a labeled cluster.
This cluster is basically a united marker indicating the number of the containing
single markers within this area. The combined use of Google Map and Marker-
Clusterer allows the system to update the displayed results both on demand or
on the fly. Both restrictions and preferences over geographical data are possible
through a pop-up menu, using the right click after a shape selection. As regards
preferences, the user can issue either BEST or WORST preference actions. Each
action is translated into a HTTP POST request method to Hippalus server using
the JSON data-interchange format. This object contains the long-lat pair of the
markers within this area, given by Google Maps JavaScript API V3.

Fig. 4. Client - Server architecture of Hippalus with geo-extension.

3.3 Algorithmic Perspective

The algorithmic perspective concerns how restriction and preference actions are
managed efficiently in case these actions have been issued through the map.
We have identified two methods that we shall describe through an example.
11 https://developers.google.com/maps/documentation/javascript/reference.
12 https://developers.google.com/maps/articles/toomanymarkers.

https://developers.google.com/maps/documentation/javascript/reference
https://developers.google.com/maps/articles/toomanymarkers
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Without loss of generality, let’s assume that the user selects an area in the map
through a rectangular shape, defined by its coordinates as described previously
and through right click he selects one option, say BEST .

Method 1. In this method at first (and at client-side, i.e. browser-side) we
find the hotel markers that fall in selected area of the map (by issuing a call
to Google Maps). Suppose that these markers correspond to a set of k hotels
denoted by Hshape = {h1, . . . , hk}. Then the browser sends to the (Hippalus)
server a set of preference actions, specifically |Hshape| in number BEST actions,
i.e. the following set of actions: {BEST h | h ∈ Hshape}. According to Method
1 Longitude and Latitude are treated as ordinary facets from the server-side. As
we shall see in the section with the experiments, Method 1 proved inefficient for
preference actions issued through the map. The first reason is that a lot of data
are sent to the server. The second reason is that the complexity of the algorithm
for preference-based ranking (as proposed in [18]) that runs on the server side
of Hippalus, has time complexity O(|A||B|2) where A is the set of objects in
the focus, and B is the number of preference actions. The algorithm is also
given below in Algorithm 1, adapted to our context. It follows that by increasing
the number of actions (e.g. in our example although the user issued 1 BEST
action, the server received |Hshape| in number BEST actions) we actually affect
negatively the performance of the algorithm. This is the motivation for Method 2.

Method 2. This method follows a different approach that is better aligned
with the PFS and its algorithms. The key point is that instead of sending to
the server the set of actions {BEST h | h ∈ Hshape} we sent just one action:
BEST x1, y1, x2, y2 and this is the motivation for extending the language of
[18] with actions that have geographical anchors (as mentioned in Subsect. 3.1).
We can already see the benefits: less data have to be transferred and smaller
|B|, thus faster production of the ranked list. It is also worth noting that the
extension of the language with such actions does not require changing the core
algorithms of [18] since that framework already captures actions with scope (for
supporting preference inheritance in facets with hierarchically organized values).
In our case the scope is spatial. Moreover, the scope-based method for automat-
ically resolving conflicts makes sense also in the geographic domain as explained
in the introductory section. Note that in the geographical context an action b
is narrower than a b′, denoted by b � b′, if and only if the area of b defined by
(x1, y1, x2, y2) is included in the area of b′ defined by (x1′, y1′, x2′, y2′). Since
we use the rectangle shape as a proof of concept, it is not hard to see that
this holds if (x1 ≥ x1′) ∧ (y1 ≥ y1′) ∧ (x2 ≤ x2′) ∧ (y2 ≤ y2′) and this is
actually how CheckSubScopeOf (of Algorithm 1) has to be implemented for
working over preference actions anchored to geographical areas. It follows that
the geographical areas do not add any cost in the computation of (B,�).

The second part of the algorithm computes the active scope of each b ∈ B. In
our case the active scope of an action b, is defined by excluding from the area of
b all areas that are narrower than b. To implement this part of the algorithm we
need to adapt IsInScope(e, b) for our case. This function should return True if
e belongs to the area of b. Obviously this can be decided very fast, since a point
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(x, y) falls in the area defined by (x1, y1, x2, y2) iff (x1 ≤ x ≤ x2)∧(y1 ≤ y ≤ y2).
Subsequently we use the active scopes, that we have just computed, for extending
B to a set B′, specifically for an action b = BEST (x1, y1, x2, y2) ∈ B, we add
to B′ the following set of actions: {BEST h | h ∈ ActiveScope[b]}.

The third part the algorithm just parses the set B′ in order to get the sets Be,
Wo, i.e. collecting those hotels with BEST and those with WORST and then
produces the ranked hotels by topological sorting over the graph that contains
the following preference relationships {e � e′ | e ∈ Be, e′ ∈ Wo}. This is all that
is required for producing the preference-based ranking of hotels.

As noted, conflict resolution based on scope is supported. However, it is pos-
sible to have two actions, e.g. one BEST and one WORST, over two overlapping
areas. In that case none of these actions is narrower than another. If there is not
any object (hotel in our case) that falls in the intersection of these areas, then
this conflict does not have any impact on ranking of objects. If however, one or
more objects belong to the intersection of the overlapping areas, then we have

Algorithm 1. AlgClearOpt(E, B)
Input: the set of elements E, the set of actions B
Output: a bucket order over E

1: /** Part (1): Computation of (B, �) where � orders actions according to their
scope*/

2: V isited ← ∅
3: R� ← ∅ � R� corresponds to �
4: for each b ∈ B do
5: for each b′ ∈ B \ V isited do
6: if CheckSubScopeOf(b, b′) then � if the scope of b is included in the

scope of b′

7: R� ← R� ∪ {(b � b′)}
8: else if CheckSubScopeOf(b′, b) then
9: R� ← R� ∪ {(b′ � b)}

10: end if
11: V isited ← V isited ∪ {b}
12: end for
13: end for
14: /** Part (2): Efficient Computation of Active Scopes */
15: for each b ∈ B do
16: C(b) ← direct children of b wrt R�
17: ActiveScope[b] ← {e ∈ E | IsInScope(e, b)∧
18: (∀c ∈ C(b) it holds IsInScope(e, c) = False)}
19: end for
20: /** Part (3): Derivation of the final bucket order */
21: Use the active scopes to expand the set of actions B to a set of actions B′

22: (Be, Wo) ← Parse(B′) � Be the best, Wo the worst
23: Sort the elements of E by applying topological sorting over the Be-Wo graph.
24: return the produced bucket order of E
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a non-resolvable conflict. In that case, the algorithm prevents cyclic preferences
and produces the bucket order up to the objects that have the conflict.

Another important (for scalability) characteristic of the algorithm is that
it never computes the entire scope of any action, i.e. its scope in the entire
information base. Instead, it checks whether the elements of the current focus
E belong to the scopes of issued actions. This means that its computational
complexity does not depend on |Obj|, but on E (where E ⊆ Obj) which we can
assume that is not big because the user applies preferences after he has focused
on a smaller set of objects. The same is true for restrictions performed through
the map. Furthermore, it is not useful (for the user) to show on the map more
than a few hundreds objects (since the markers would clutter the space). For
this reason, only if the focus is less than a configurable threshold (say 100) it is
useful to show the objects on the map and rank them according to the issued
preference actions. The algorithms can handle this load since for producing the
preference-based ranking for foci of even 1,000 objects takes less than 3 s.

4 Performance Evaluation

4.1 Testing Scalability

Information Base. We used a synthetically produced dataset with information
about hotels in the region of the Crete island where each hotel is represented by
various attributes (as described in the introductory section). Two main scenar-
ios were designed each having the objective to measure the performance of the
system over geo data. Each scenario is essentially a sequence of requests that
simulates a user that interacts with the system using the map. To conduct the
experiments, we used a laptop PC (dual-core 1.8 GHz CPU, 6 GB of main mem-
ory) that deployed PFSgeo locally. The First Scenario concerns restrictions
using the map, i.e. it simulates a user that issues multi restriction actions using
a shape. The Second Scenario concerns preferences using the map, i.e. it sim-
ulates a user that issues preference actions using a shape. We used the following
datasets: (a) Dataset 1 containing 1,000 hotels, (b) Dataset 2 containing 5,000
hotels and (c) Dataset 3 containing 20,000 hotels.

Simulation. The simulation platform considers the area and the information
base described previously. In order to evaluate the system’s performance we
apply the scenarios on predefined shapes on the map that include a set of mark-
ers. The number of markers differs depending on the size of the dataset. In each
of these two scenarios we issue 10 requests from 9 different (simulated) users.
For this reason we have created 9 different non-intersecting shapes within the
boundaries of the simulation area, as shown in Fig. 5. The division of the area
ensures that any possible subarea will contain markers, while the sequence sim-
ulates a user that issues actions with gradually bigger shapes, meaning that the
corresponding load becomes heavier since more instances have to be passed as
parameters. Note that in shape 9 the user issues an action over all instances
of the dataset. Each shape is represented by the action of the respective user
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Fig. 5. The simulated different user’s actions for preferences and restrictions.

accordingly. We should mention that a restriction action based on intersecting
shapes, say a shape A and a shape B, eventually has the same outcome as the
restriction action using as shape the intersection A ∩ B.

4.2 Analysis of the Performance

Standalone Experiment Results. The analysis aims to evaluate the perfor-
mance by measuring the delay that a user experiences (note that the delay while
exploring a geo dataset should not overcome the user’s tolerance [7]). To this
end, we introduce the following metrics:

– initTime: this is the time the user experiences for loading the instances on
startup and for displaying them on the map.

– restriction time-1st scenario: this is the total response delay for restrict-
ing the focus using a multi restriction query.

– preference time-2nd scenario: this is the total response delay when the
user issues a preference query using a shape.

Based on the current implementation these metrics do not concern only the
management of the geographic information, in the sense that during the explo-
ration of a spatial dataset, initTime, restriction time and preference time are
affected not only by the geo aspect but also by the various delays of Hippalus.
Specifically, both restriction time and preference time include the time
required for “updateHierarchy” and “updateHistory” which is the total time
required to update the facet-values and history displays, as well as, “getGe-
oLocations” and “updateInstances” which is the total required time to get the
locations from Hippalus server and the time to create-update the markers on the
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map and update the instances in buckets. The reported times include the time
required for rendering the map using third party APIs calls, i.e. Google Maps.

As regards the results, as we can see in Fig. 6a the average init time for
datasets with 20,000 instances is 1.8 s. Figures 6b, c and d show the results of
the restrictions for Dataset 1, Dataset 2 and Dataset 3.

Fig. 6. Init times and restriction times using Method 1.

4.3 Comparative Experimental Results

Here we report experimental results for comparing Method 1 with Method 2.
Notice that for more than 1,000 instances the system with Method 2 has an
average preference time of 2.8 s in contrast to the 98.4 s of the system with
Method 1, i.e. this method is one order of magnitude faster than the previous
one (specifically 35 times faster). To this respect, Fig. 7a presents a comparison
of those 2 methods regarding the preference action of the users, for the Dataset
1. Finally, Fig. 7b shows the average query time for 10 requests that get served by
the system for each of the three metrics for all datasets, where Table 2 shows the
results of the preference action of Method 2 compared to Method 1. Regarding
the Method 1 note that for datasets 2 and 3 the system could not respond and
terminated with a timeout error.
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Fig. 7. (a) Average preference times of Dataset 1 for each standalone user (Method
1 compared to Method 2) (b) Average times for the 3 metrics of 3 datasets for all users.

Table 2. Average preference times of the simulated users over the 3 datasets (Method
1 comparing to Method 2 ).

Method 1 Method 2

Actions Dataset 1 Dataset 2 Dataset 3 Dataset 1 Dataset 2 Dataset 3

User1 9,794 ms (timeout) (timeout) 1,880 ms 7,868 ms 14,792 ms

User2 14,265 ms (timeout) (timeout) 1,925 ms 8,343 ms 51,608 ms

User3 12,469 ms (timeout) (timeout) 1,637 ms 8,932 ms 51,403 ms

User4 11,018 ms (timeout) (timeout) 1,484 ms 8,569 ms 53,232 ms

User5 33,871 ms (timeout) (timeout) 3,007 ms 14,424 ms 2,396 ms

User6 58,785 ms (timeout) (timeout) 2,774 ms 15,211 ms 82,511 ms

User7 114,007 ms (timeout) (timeout) 3,709 ms 15,484 ms 47,586 ms

User8 108,983 ms (timeout) (timeout) 3,240 ms 15,684 ms 103,110 ms

User9 522,978 ms (timeout) (timeout) 5,682 ms 27,535 ms 137,783 ms

5 Evaluation with Users

Although Hippalus has been evaluated positively by users in various contexts
(the interested reader can refer to [15,16]), since the extension with maps is
novel, we conducted a comparative task-based evaluation in which users would
have to explore and express their preferences and/or restrictions using both UIs
(with and without maps). We prepared some tasks and asked the participants
to carry them out. The tasks are based on the following general scenario: You
are planning to stay in a hotel either for vacations or for a business trip in a
specific area. You want to discover hotels in that area, however you do not have
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any a-priori knowledge about the location names in that area. You have at your
disposal a set of restrictions (e.g. price, stars, facilities) but you cannot apply a
restriction based on location name because you do not have such knowledge.

5.1 Preparation

Purpose. Our objective was to investigate whether even in a small dataset, with
only 20 hotels, the map extension would make search more effective and users
more satisfied with the interaction. We distinguish two different UIs:

(a) Classical model of PFS interaction model UI1
(b) PFS exploration using the map both as visualization and input for the set

of the user’s actions UI2

The different UIs can be selected by the user using the display options menu
as shown in the video tutorial. The default view is “Text and Map” which dis-
plays the information space both as textual and map-based representation. The
evaluation performed for both UIs in order to extract the users’ satisfaction level
and exploit any possible problems and difficulties.

Training. We created a Google form and we invited all the candidate partic-
ipants to fill it in. Initially, the users were asked to watch two video tutorials:
one demonstrating Hippalus without maps (the video is available at https://
www.youtube.com/watch?v=Cah-z7KmlXc) and one demonstrating Hippalus
with maps (the video is available at https://youtu.be/h7Ov5QXajYM).

Participants. According to [6,10,20] Jakob Nielsen proposed that for a single
usability test, 10 participants are enough for revealing severe usability problems.
However since we are not interested only in usability problems we decided to
involve more users. In total 20 persons participated, (75% male and 25% female),
with various age groups (20% were between the ages of 20 and 25, 65% were
between the ages of 25 and 30, 5% were between the ages of 30 and 35, while
10% were 35 and over) and various professions (65% CS-related employees, 20%
researchers and the rest 15% were other). The evaluation started on March 10
and ended on April 6 of 2017.

Tasks. We asked the users to explore a dataset of Hotels (containing various
information as in Booking.com) first without map and then with map, and carry
out a sequence of basic tasks, including restrictions and expressions of prefer-
ences, as shown in Table 3. Note that we have 4 different tasks for each of the two
different UIs (IDs a,b) which eventually gives a total number of 8. In each task
the user had to provide the name of a single hotel (for tasks 2 and 3), two hotels
(for tasks 1 and 4) or “none” (if no answer can be given) as possible answers.
For example, for the task find the hotels that are closer to the sea it makes sense
to assume that this could be a subjective issue since the statement “closer” in
terms of distance may differ according to user’s perspective. To this respect, we
count every hotel name as correct whereas we only deemed the “none” answer

https://www.youtube.com/watch?v=Cah-z7KmlXc
https://www.youtube.com/watch?v=Cah-z7KmlXc
https://youtu.be/h7Ov5QXajYM
http://Booking.com
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Fig. 8. PFSgeo vs Hippalus.

Table 4. Number of wrong answers
in the evaluation with users.

Task Id PFSgeo PFS

1 0/20 5/20

2 1/20 4/20

3 0/20 2/20

4 0/20 6/20

as mistaken, since the objective of this evaluation was to evaluate the usability
of the system, using the System Usability Score (SUS) [2]. For this reason, we
asked the users at the end to rate each system using the following scale 〈Useless,
Not Useful, Neutral, Useful, Very Useful〉, and state which of these they prefer.

Results. As shown in Table 4, 98.75% of the participants managed to find a
hotel using the PFSgeo, in contrast to 78.75% of plain PFS. In the overall rating,
shown in Fig. 9, we can see that 50% of the participants rated the system Very
Useful and 40% Useful, hence in total 90% of the participants were positive. Note
that only 15% of the participants rated the PFS Hippalus Very Useful. It is also
interesting to note that that 85% of the participants stated that they prefer the
PFSgeo over the PFS Hippalus (Fig. 8). In terms of statistical significance, the
exact (Clopper-Pearson) 95% Confidence Interval is (62%, 97%) indicating that
the PFSgeo is strongly preferred by the users over the Hippalus.

Table 3. Tasks description for user evaluation over the two UIs.

ID Task description

a1, b1 You are interested in “3-star” Hotels in “Heraklion”, and you prefer
these which are close to the sea. Browse the system and give the 2
hotels that you prefer most

a2, b2 You would like to visit the “Archaeological Museum of Heraklion”
(located in the center of the city). Find the hotel that is closer to this
museum and prefer the most economical

a3, b3 You would like to find a hotel in Heraklion with Price range “49–99”
as BEST but you do not prefer those close to the sea. Use the system
and provide one such hotel

a4, b4 You are interested in “3-star” Hotels in Crete but you do not like
hotels located in cities (Heraklion) unless they are close to a
sightseeing (Archaeological Museum). Use the system and return the
two more preferred hotels
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Fig. 9. Overall ratings of PFSgeo and Hippalus.

6 Concluding Remarks

In this paper we showed how a model for exploratory search, the Preference-
enriched Faceted Search (PFS), can be enriched for being appropriate for explor-
ing datasets that contain geographical information. The extended model, that
we call PFSgeo, uses geographical maps not only for displaying the objects of
the focus during the interaction (as in previous works and systems), but also as
an input means for restricting the focus and for defining preferences. We should
also stress that the proposed framework supports preference inheritance in the
hierarchies and a scope-based method for automatically resolving conflicts. Sub-
sequently we presented an implementation of the proposed model as an extension
of the system Hippalus. Since there is not any system that supports PFS over
datasets with geographic information the challenging task is how to support this
interaction for big datasets. For foci that contain large amounts of objects (which
is expected in the context of exploratory search), we support marker clustering
to avoid cluttering the map. Finally we elaborated on performance issues and
we provided measurements over synthetically produced datasets about hotels.
Based on this analysis, we identified those tasks that affect the scalability of the
approach, and proposed methods that can be used for improving the efficiency of
the approach. The user evaluation highlighted that when exploring datasets with
geo aspect the functionality of the map is a very promising direction regarding
the usability of the system. Overall 90% of the participants rated PFSgeo very
positive (50% as Very Useful and 40% as Useful) and 98.75% of the total tasks
were completed successfully.

Since this is the first work on extending Preference-enriched Faceted Search
for geographical data, there are several directions that are worth further research.
For instance, the current implementation supports only one geographical facet,
however more than one are required for various kinds of objects (e.g. flights have
two geographical facets “from” and “to”). Moreover, since a geographical area is
continuous it is worth investigating also radius-based preferences, for instance if
the user selects an point/area and issues a BEST action, then all objects could
be ranked according to their distance to the point/area (e.g. “show me all the
restaurants within 20 min driving time around me”). For achieving performance
over very big data sets, one could investigate enriching the server-side with a
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spatial index (e.g. R-Tree, Quadtree, etc.), or adopting a triplestore that sup-
ports GeoSPARQL. Moreover it is worth investigating extensions of Triple Pat-
tern Fragments for the geospatial Linked Data (like [5]). For enhancing applica-
bility it is worth supporting more standards for representing coordinates and
geometries. Finally, the interaction model assumes “single entity type objects”
(according to the taxonomy in [17]), therefore it could be extended for objects of
multiple entity-types. The system Hippalus is publicly accessible through http://
www.ics.forth.gr/isl/Hippalus/ (requires Firefox version 8 or higher).
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Abstract. There is a multitude of tools for preparation of Linked Data
from data sources such as CSV and XML files. These tools usually per-
form as expected when processing examples, or smaller real world data.
However, a majority of these tools become hard to use when faced with
a larger dataset such as hundreds of megabytes large CSV file. Tools
which load the entire resulting RDF dataset into memory usually have
memory requirements unsatisfiable by commodity hardware. This is the
case of RDF-based ETL tools. Their limits can be avoided by running
them on powerful and expensive hardware, which is, however, not an
option for majority of data publishers. Tools which process the data in
a streamed way tend to have limited transformation options. This is the
case of text-based transformations, such as XSLT, or per-item SPARQL
transformations such as the streamed version of TARQL. In this paper,
we show how the power and transformation options of RDF-based ETL
tools can be combined with the possibility to transform large datasets on
common consumer hardware for so called chunkable data - data which
can be split in a certain way. We demonstrate our approach in our RDF-
based ETL tool, LinkedPipes ETL. We include experiments on selected
real world datasets and a comparison of performance and memory con-
sumption of available tools.

Keywords: Linked data · RDF · ETL · Transformation ·Data chunking

1 Introduction

After almost a decade, Linked Open Data (LOD) gains interest of more and
more organizations as a way of publishing data, as evidenced by the growth rate
of the LOD Cloud Diagram1. As part of the OpenData.cz initiative2 we help
organizations in the government, such as the Czech Trade Inspection Authority
or the Czech Social Security Administration, with the process of LOD publishing.

This work was supported in part by the Czech Science Foundation (GAČR), grant
number 16-09713S and in part by the project SVV 260451.

1 http://lod-cloud.net/
2 https://opendata.cz
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Naturally, one of the key factors in deciding whether to invest in publishing LOD
in these organizations is the availability of tooling, their hardware requirements
and the effort needed to publish LOD in addition to publishing CSV or XML.

There is a multitude of tools for LOD publishing. Some work well on com-
modity hardware - a typical piece of equipment of employees in government
organizations - only with smaller datasets. Some work well even with larger
datasets, but using powerful servers, which, however, are typically not avail-
able to government organizations and when they are, they are not available for
publishing of open data. A considerably smaller number of tools works well on
a consumer-grade computer even with with larger datasets, such as hundreds
of megabytes large CSV files, and these tend to be rather specialized in the
task, e.g. TARQL3 for streamed conversion of a CSV file to an RDF file using
a SPARQL CONSTRUCT query. Such tools then need to be integrated into a
larger platform, which facilitates the whole LOD production process. These plat-
forms are ETL (Extract Transform Load) platforms. They allow their users to
specify repeatable transformation pipelines, which gather (extract) input data,
transform it into its desired form and load it into a triplestore or a file system
and make the whole process automatically repeatable.

From our experience with publishing of LOD using ETL tools in government
organizations and with development of the ETL tools themselves, we have iden-
tified a subset of larger datasets, which are being transformed inefficiently. It
is the type of datasets where with a large number of independent entities such
as records in individual files or rows in a table, which can be transformed inde-
pendently of each other. They can, therefore, be processed in smaller quantities,
more efficiently than dealing with all records at once. Today, typically, each step
of a transformation pipeline takes all input data, does a transformation, and
produces output data, which is then used as a whole as input for the next step.

Contributions. In this paper we describe a method for data chunking, its benefits
and limitations for publishing LOD, and its implementation in our ETL platform,
LinkedPipes ETL [5]. We demonstrate that data chunking considerably speeds
up the LOD publishing processes and saves hardware resources. We describe
the effect on real world dataset transformation pipelines and we experiment
with data chunk sizes and memory consumption to measure the speedup and,
therefore, to determine the hardware requirements for specific types of datasets.

Outline. The rest of the paper is structured as follows. In Sect. 2 we describe
the notion of data chunks and discuss its properties and limitations. In Sect. 3
we introduce LinkedPipes ETL, our RDF-based ETL platform, some of its fea-
tures and the additional data chunk components. In Sect. 4 we show the real-
world datasets and corresponding transformation pipelines which were improved
by data chunks. In Sect. 5 we experiment with the new approach in terms of
determining the correspondence among data chunk sizes, memory consumption

3 https://tarql.github.io/

https://tarql.github.io/
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and time elapsed before the transformation is finished, and we discuss the results.
In Sect. 6 we survey related work. Finally, in Sect. 7 we indicate our future plans
and we conclude.

2 Data Chunking

The motivation for data chunking comes from our experience with ETL pipelines
for publication of datasets as LOD in various government organizations. There
is a distinct subset of datasets which consist of a list of records, which are later
transformed independently of each other throughout the pipeline right until
they are finally loaded into a triplestore and/or saved as an RDF dump file.
An example of such a dataset can be a CSV table of inspections performed
by the Czech Trade Inspection Authority where each row is a record of one
inspection, containing its location, date and the ID of the inspected subject.
When such dataset is published as LOD, it can be done by an ETL pipeline
consisting of several transformation steps (see e.g. Figure 1) such as a direct
transformation of the CSV table to RDF according to the CSV on the Web
W3C Recommendation4, transformation of the directly mapped RDF to a form
properly modeled using LOD vocabularies, linking the subject IDs to business
registry records for that company, etc. Each of those steps is typically represented
by one or more components in the transformation pipeline where the data is
passed from one component to another and each component performs a partial
transformation of the data.

Due to the generic and reusable nature of the ETL components, the data
is passed along the pipeline in a way where all input data of one component
is loaded into a triplestore, the transformation, e.g. a SPARQL CONSTRUCT
query, is performed on the data and the results are stored back in the triplestore,
from where it is loaded as an input for the next component in the pipeline. This
is to ensure that all intermediary results are preserved for debugging and errors
in components do not affect data passed in other parts of the pipeline. However,
while this approach is perfectly fine for smaller datasets, when it comes to larger
ones, two main problems arise.

The first problem is memory consumption, because loading and querying
larger datasets in triplestores can be very memory intensive. This becomes a
problem for institutions willing to publish data as LOD, but having only regu-
lar workstations which can be dedicated to the process, not servers with large
amounts of RAM. The second problem is the query execution time, as queries
over larger datasets tend to take long time to execute, even for queries which
should work with a single entity at a time, as they are processed independently
of each other.

Our solution to both these problems is to help the processing of data about
independent entities by splitting the processed data into data chunks. A data
chunk is a group of one or more records, which can be processed individually
or all at once, yielding the same result. Depending on the specific data format,
4 https://www.w3.org/TR/csv2rdf/
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one data chunk may be one or more rows of a CSV table, one or more CSV
files, one or more XML files or one or more RDF files. These chunks can then
be processed throughout the transformation pipeline really independently, i.e.
one chunk at a time, not loading the whole dataset at once, saving memory
consumption and speeding up the processing of queries, at the cost of additional
I/O overhead, which can be seen later in Sect. 5. This process is in general similar
to streaming, which is successful in processing of, e.g., large CSV files where rows
are treated as independent records and are also processed independently. In the
RDF world, streaming is also known (there is a W3C RDF Stream Processing
Community Group5) and used especially for processing real-time data and events
[1]. However, these solutions are currently in an experimental stage, often tailored
to a specific task and not integrated with other functionality needed for a use
case such as data publishing for government organization. Ease of use is crucial
as typically, the open data publishing process in the Czech Republic is done by
an office clerk with minimal IT support and a crash course in RDF and SPARQL.
Therefore, integrating smaller scripts together, e.g. in shell, is out of the question.
A true streaming solution would also be an overkill for, e.g., a simple case of
publishing a larger Excel sheet as LOD. This is why we use a lighter approach
with data chunks and integrate it into our existing, ETL-based solution. The
chunked approach can be used whenever the data is a list of independent items.

One side-effect of the chunked approach is possible duplication of certain RDF
triples in each data chunk. Let us, for instance, have a table of records about
inspections of the Czech Trade Inspection Authority, containing an ID of the
inspected company. When multiple records about inspections in the same com-
pany with the same ID are in different data chunks, they get to be processed sep-
arately. It may then happen that each of the resulting data chunks in RDF rep-
resentation contains a triple such as ex:company a org:Organization, which
leads to duplication, which is, however, resolved automatically when the data is
loaded into a triplestore.

The idea of data chunking is quite straightforward, but to our best knowledge,
there is no satisfactory, well documented and easily deployable implementation
tackling it in the context of RDF.

3 Data Chunking in LinkedPipes ETL

Based on the feedback we got for UnifiedViews [6], our previous Linked Data
ETL tool, we developed LinkedPipes ETL6 (LP-ETL) [5] from scratch, address-
ing the identified issues. With LP-ETL, we focus on open APIs, where all sup-
ported operations are accessible by anyone using the API. Next we focus on
easy deployment, all that is needed is Java, Node.js, a Git client and Apache
Maven. We maintain a thorough documentation and the workflow is intuitive.
Configuration representation is now based on the LOD principles. The aim of
LP-ETL is to support the process of data publication and consumption, and
5 https://www.w3.org/community/rsp/
6 https://etl.linkedpipes.com
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148 J. Kĺımek and P. Škoda

especially publication of internal data in relational databases or Excel, CSV,
XML or JSON files as LOD and their catalogization.

From the user point of view, the main entity in LP-ETL is a data transfor-
mation pipeline, a repeatable process consisting of individual steps represented
by reusable and configurable components. Each component in the pipeline can
produce and/or consume either files, or RDF data. The components are inter-
linked, representing the data flow among them. There is a library of reusable
components ready to be placed in the pipeline and it is also easy to develop a
new component. Some of the features of LP-ETL include support for debugging
of pipelines7, intelligent suggestions of components which can follow a selected
component in a pipeline and full API coverage of necessary actions. Moreover,
the pipelines themselves and all their configuration are RDF data accessible
through dereference of their IRIs, which makes their sharing easier. This can be
seen in the demo instance8. All the RDF operations such as data serialization,
deserialization and querying is done using the Eclipse RDF4J library9.

In this section we introduce a set of new LP-ETL components, which are
variants of the existing ones10, and allow users to exploit data chunks in their
data processing pipelines. The components work with a so called chunked data
unit - a representation of the data chunks passed between the components. The
data chunks in LP-ETL are passed throughout the pipeline as RDF data. This
means that in each pipeline processing data chunks, there has to be a compo-
nent which creates the data chunks and controls their size and number. So far,
we have components for creating data chunks out of CSV files, RDF files and
SPARQL endpoints. Nevertheless, many input data formats can be transformed
to these, e.g. Excel files to CSV files, XML files to RDF files, etc. Next, the com-
ponents actually exploiting the data chunks can be used. Right now, we have
three SPARQL based components capable of exploiting data chunks. Finally, the
data chunks can be either loaded into a triplestore, merged into a single RDF
dump file or merged into a regular data unit, so that the pipeline can continue
in a non-chunked way.

3.1 SPARQL Endpoint Extractor

The SPARQL endpoint component facilitates querying of a remote SPARQL
endpoint. It requires the endpoint URL and a SPARQL CONSTRUCT query
in its configuration. The chunked version of the component is focused on get-
ting descriptions of a larger number of entities. Let us have, e.g., the RÚIAN
(Sect. 4.4) dataset containing all addresses (ruian:Adresnı́Mı́sto) in the Czech
Republic (approx. 2 million entities) accessible via a SPARQL endpoint. Now
if we want to work with all of them, e.g. we want to transform geocoordinates
from one coordinate system to another, we need to query for data about each

7 https://etl.linkedpipes.com/documentation/#debug
8 https://demo.etl.linkedpipes.com
9 http://rdf4j.org/

10 https://etl.linkedpipes.com/components/
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of them. This is, however, problematic, as getting this amount of data using
a generic SPARQL query, e.g. CONSTRUCT WHERE {?a a ruian:Adresnı́Mı́sto;
?p ?o.} can fail for various reasons, including timeouts, out of memory errors
or in the case of OpenLink Virtuoso the error Virtuoso 22023 Error SR...:
The result vector is too large11.

Let us now assume we already have a ruian:Adresnı́Mı́sto instance IRIs list.
We could, for each known instance, ask CONSTRUCT WHERE {address:21693951
a ruian:Adresnı́Mı́sto; ?p ?o.}, which is returned fast and the overall HTTP
request and response is small. This is what the chunked version of the component
does. In addition to its non-chunked version, it accepts a CSV file with one
column containing a list of entity IRIs and the name of a SPARQL variable in the
header. The SPARQL query itself then has to contain a special placeholder where
a VALUES clause for the specified variable is inserted by LP-ETL. Another
parameter is the chunk size, which determines how many entity IRIs will be
placed into the VALUES clause of one query.

One potential problem remains, and that is getting the actual list of entity
instance IRIs. Typically, the list will be obtained using a SPARQL query such as
SELECT DISTINCT ?a WHERE {?a a ruian:Adresnı́Mı́sto}, which works fine
for smaller numbers of entities. However, when the number of entities itself
gets big, e.g. greater than 1 million, we once again run into issues with getting
the list intact. Either the SPARQL endpoint can have a maximum number of
returned results set lower than that, or there are bugs12 preventing us to get the
full list this way. To overcome this, we added an implementation of a SPARQL
SELECT with Scrollable Cursor13, which can get the job done using multiple
requests.

3.2 Tabular Extractor and Files to RDF

The tabular component maps input CSV files directly to their RDF representa-
tion according to the CSV on the Web W3C Recommendation unless specified
otherwise. Normally, all output RDF data is passed to the next component as a
whole. The chunked version of the component takes one more parameter, which
says how many rows transformed to RDF should be contained in one output
data chunk. The processing speed is unaffected, as the output is simply split
into multiple chunks instead of one.

It may happen that we already have our RDF data split into files according
to entity descriptions, e.g., by XSLT transformation in ARES (Sect. 4.2), or by
downloading it from a data source published this way. In that case, we can use
the chunked version of the Files to RDF component to build the chunked data
unit. It can be configured with the number of input files which should form a
single data chunk.

11 https://github.com/openlink/virtuoso-opensource/issues/119
12 https://github.com/openlink/virtuoso-opensource/issues/207
13 http://vos.openlinksw.com/owiki/wiki/VOS/VirtTipsAndTricksHowToHandle

BandwidthLimitExceed
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3.3 SPARQL Transformers

The chunked version of the SPARQL Construct component performs the config-
ured query on each input data chunk, producing equal number of transformed
output data chunks containing the transformed data. The chunked version of
SPARQL Update component adds or removes data from each data chunk as
configured by the query.

SPARQL Linker is a rather special data chunk processing component takes
data chunks on one input and typically smaller, so called reference data on
another input. Then, for each data chunk, it merges it with the reference data
in an in-memory store and performs a SPARQL CONSTRUCT query, again
producing a data chunk. This can be used e.g. to link entities to code lists
(SKOS14 Concept Schemes), as in MONITOR (Sect. 4.3).

3.4 Merger Component and Loaders

The chunked data can be merged into non-chunked RDF data to be processed
further as a whole by the Chunked merger component. This, however, may not
be possible for larger datasets, or may take a long time and consume large
amounts of memory, as this component does the merge by loading the input
data into a single repository. A merge of RDF files can also be done by a simple
concatenation of files in, e.g. N-Triples serialization. This, however, does not
solve duplicate triples, and therefore can result in unnecessarily larger files. A
typical task where the chunked data is not enough is for instance generating VoID
statistics such as the number of triples, number of entities and number of distinct
subjects, predicates and objects present in a dataset. For such task we may need
to have the whole dataset available in a single triplestore. Nevertheless, there
are approaches such as RDFpro [2] which can perform this particular task on a
data dump, which can be obtained much easier. Therefore, it might be sufficient
to wrap RDFpro as a component in LP-ETL and use it instead, depending on
the particular task, which is part of our future work (Sect. 7).

The chunked data can be directly loaded into a triplestore using a SPARQL
Update INSERT DATA command, implemented in the chunked version of the
SPARQL Update component. Often enough, it is not required to have the whole
dataset loaded into a triplestore at all and producing a single RDF dump file
is sufficient, as it is e.g. in RÚIAN (Sect. 4.4). In that case, a chunked version
of the RDF to file component can be used to produce a single RDF dump file
directly from the data chunks with low time and memory consumption.

4 Datasets and Pipelines for Experiments

The need for tackling the problem of excessive time and memory consumption
during relatively simple data transformation and publishing process comes from

14 https://www.w3.org/TR/skos-reference/
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many real world use cases. As part of the COMSODE EU FP7 project15, we
transformed hundreds of datasets using our previous ETL tool, UnifiedViews.
In this section, we will introduce some of the datasets and the transformation
pipelines used to publish them as LOD in LinkedPipes ETL, with support for
data chunks. We will later use the core parts of these pipelines to perform exper-
iments showing the relationship between data chunk size, memory consumption
and time spent on the transformation. Note that a typical ETL pipeline, as the
acronym suggests, always consists of three main parts. The first part is where
data gets extracted, usually from the web, however, not always in a straightfor-
ward way in a form of a simple download. Then there is the core part, where
data gets transformed from the source format (CSV, XML, ...) to the target
format (RDF) and additional transformations may be performed. This part is
where we employ the data chunking approach and this part is marked by yellow
components. Finally, there is the part where the data gets loaded, i.e. a dump file
stored on a web server, triples loaded into a triplestore and datasets cataloged
in a data catalog such as CKAN.

4.1 LISTID - List of Czech Business Entity IDs

This dataset is a list of all Czech company IDs and their names16 including the
date of creation and the date of invalidation of the ID. It is a zipped, pipe-
separated, ISO 8859-2 encoded CSV file containing approximately 4.3 million
rows in 200 MB. A company ID is a number of up to 8 digits. It is useful to have
this dataset as Linked Open Data, as many other datasets contain information
about companies and can link to this one, creating a company IRI can easily
using the company ID. In the pipeline in Fig. 1 we first download the web page,
in which the link to the latest file is present. The HTML CSS selector compo-
nent takes the HTML file on the input, and a set of CSS selectors, used to parse
out the download link, as configuration. We pass the link to the HTTP Get list
component, which downloads the file, which then gets unzipped. The tabular
component forms data chunks of directly mapped RDF data, which are trans-
formed to the final RDF vocabulary using the SPARQL Construct component.
Its results are merged into an RDF dump file and loaded into a repository on

Fig. 1. LISTID dataset transformation pipeline

15 http://comsode.eu
16 http://www.statnipokladna.cz/cs/csuis/sprava-ciselniku

http://comsode.eu
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top of which the VoID statistics are computed. Finally, DCAT-AP metadata is
added and both the data and metadata get loaded on a web server and into a
triplestore and the dataset is cataloged in CKAN.

4.2 ARES - Czech Business Registry

This dataset is an unofficial mirror of the Czech Business Registry containing
detailed information about Czech companies, their type and ownership struc-
ture. The dataset is accessible through a limited web API17, through which a
user can request information about a company based on its company ID. The
API yields 1000 XML responses during the day and 5000 XML responses during
the night. We are systematically downloading information about companies ref-
erenced in our other datasets. As of today, we have approximately 220 000 XML
records cached, each a few kilobytes large, and we maintain the cache outside
of LinkedPipes ETL. This is why the pipeline (see Fig. 2) starts with getting a
zipped file containing the cache. In order to publish this data as LOD, we trans-
form each XML file to RDF using XSLT, producing 220 000 RDF files. Because
the data contains the ownership structure of each company including names of
people, which may be considered sensitive information, to be on the safe side,
we need to anonymize each record using two SPARQL queries, one for roles of
people in companies and one for addresses of residence. Then we publish the
data as an RDF dump, as triples in a triplestore and we catalog it in CKAN.

Fig. 2. ARES dataset transformation pipeline

4.3 MONITOR - Budget Information of All Levels of Czech State
Administration

The MONITOR dataset is an official dataset containing aggregated budget and
accounting information passed from all levels of the Czech state administration
as open data18. It consists of two main parts, various codelists for classifications
as a series of XML files called Master data and the transaction data, which
are zipped, semi-colon separated CSV files. The dataset we use in this paper
contains balance sheets of all units of government from 2010 to 2014, total of
12.5 million rows and 14 columns, spanning 1.08 GB of CSV data. The files
are exported from an SAP19 database, which causes negative numbers to be
17 http://wwwinfo.mfcr.cz/ares/ares xml.html.en
18 http://monitor.statnipokladna.cz/en/2016/zdrojova-data/
19 https://www.sap.com

http://wwwinfo.mfcr.cz/ares/ares_xml.html.en
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represented with a minus sign at the end, i.e. “42.16-” and positive numbers
to be represented with a space at the end, i.e. “42.16”. First, the data needs
to be downloaded, unzipped, relevant files selected and mapped from CSV to
tabular RDF. Then, the data is converted to the RDF Data Cube Vocabulary20

by a SPARQL CONSTRUCT query, which also handles the SAP peculiarity and
generates data structure definitions. Next in the pipeline (Fig. 3) is the SPARQL
Linker component (see Sect. 3.3), which links each individual balance sheet line
to the used codelist items valid in the given time period. The codelists contain
a dataset with yet another set of information about business entities, which
are parts of the state administration. Theses are again linked to the dataset of
all company IDs (Sect. 4.1). Finally, as usual, the VoID statistics are computed
over the whole dataset, which is currently the most expensive part. DCAT-AP
metadata is added, files loaded to a web server, triples loaded to a triplestore
and the dataset gets cataloged in CKAN.

Fig. 3. MONITOR dataset transformation pipeline

4.4 RÚIAN - Registry of Territorial Identification, Addresses and
Real Estate

This dataset is another key part of the future LOD infrastructure in the Czech
Republic. It contains descriptions of all Czech regions, cities, villages, buildings,
property lots, addresses and more, which makes it perfect for being a popular
link target for other datasets, including ARES (Sect. 4.2). The data is published
as open data21.

First in the pipeline in Fig. 4 is a list of files for each town in the Czech
republic (top branch) plus one extra for the higher level regions (bottom branch)
has to be downloaded, totaling approx. 6300 file links. Second, each of those
Gzipped XML files has to be downloaded and transformed using XSLT. Finally,
the resulting RDF files have to be merged into a single RDF dump, which is
later loaded into a triplestore. The files vary in size, which corresponds to the
number of objects in the given town, ranging from a few kilobytes up to 1 GB
for Prague.

20 https://www.w3.org/TR/vocab-data-cube/
21

http://www.cuzk.cz/Uvod/Produkty-a-sluzby/RUIAN/RUIAN.aspx (in Czech).

https://www.w3.org/TR/vocab-data-cube/
http://www.cuzk.cz/Uvod/Produkty-a-sluzby/RUIAN/RUIAN.aspx
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Fig. 4. RÚIAN dataset transformation pipeline

Once the dataset is transformed, it can be enriched, e.g. by transformation
of the geocoordinates, which are represented in the S-JTSK (EPSG 5514) sys-
tem to the commonly used WGS84 (EPSG 4937) system using the GeoTools
library22 wrapped as a LP-ETL component. There is a total of 28 million points
in the RÚIAN dataset, so the challenge is to get them from the SPARQL end-
point, process them and load them back efficiently. Since this pipeline depends
on too many variables including the implementation of the SPARQL endpoint
(OpenLink Virtuoso in our case), the machine it runs on (8-core 16 GB RAM
virtual machine) etc., we do not measure this pipeline in Sect. 5 and use it only to
demonstrate the usage of our SPARQL extraction components. Since extracting
the points and their geocoordinates directly using a SPARQL CONSTRUCT
query does not work for various reasons (see Sect. 3.1), we need to get them
in chunks. It is also not possible to get the data using a simple paged query,
because that involves ordering, for which the number of points is also too big.
Therefore, we need to get the list of IRIs of the points using a SELECT query
and then ask for individual points in multiple queries. However, in Virtuoso,
there is a bug preventing us from getting more than approx. 1 million rows as
a result of a SELECT query. This brings us to the geocoding pipeline. It starts
with a SPARQL select component, which allows us to get the whole list of 28
million point IRIs in a paged way. Next, using a SPARQL Construct query we
query for the data about the points using specific IRIs from the input and the
VALUES clause, resulting in data chunks. Then, the points in the data chunks
are transformed using the GeoTools library and finally, the chunks containing
the transformed geocoordinates are loaded back to the SPARQL endpoint.

5 Experiments

In this section, we will experiment on the real world datasets described in
Sect. 4. In particular, we will show how the data size and chunk size affects
memory consumption and time spent on the transformation of these datasets.
The described experiments can be reproduced by following instructions on our
web page https://etl.linkedpipes.com/conferences/odbase2017. The results of
the experiments show that the chunked data approach is viable and allows us
to better express minimum hardware requirements for the publishers willing to
publish their data as Linked Open Data using LinkedPipes ETL.
22 http://www.geotools.org/

https://etl.linkedpipes.com/conferences/odbase2017
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Speeding up Publication of Linked Data Using Data Chunking 155

The data transformation pipelines usually do more than just the transforma-
tion itself, they also download the source data, upload the target data, register it
in a catalog, etc. The chunking approach has no effect on these parts, therefore,
we omit those and use only the core parts of the transformation pipelines, shown
as yellow components. The important measurement is the relative speedup in
contrast to non-chunked processing and the differences among pipeline runs with
various data chunk sizes and memory available to the triplestore. For the exper-
iments, LP-ETL used OpenRDF Sesame version 4.0.1, in which the SPARQL
transformations are executed.

As we are interested only in larger runtime differences, we can afford to run
the experiments on a virtual machine, which, of course, can introduce some
inaccuracy due to CPU and hard drive sharing. Nevertheless, it is also quite
typical for government organizations to dedicate a virtual machine to the task of
publishing open data rather than dedicating a physical computer. The important
parameters of the experiments are the amount of memory available to the Java
process of LP-ETL, which includes the Sesame triplestore, and the data chunk
size. We measure the runtime of the core pipeline part, split into total time
necessary for repository initialization, data load, the queries themselves and
data write. Note that the data chunk size in the experiments is the number of
entities described in the chunk, not the number of triples.

5.1 LISTID

The LISTID dataset (Sect. 4.1) represents a medium sized table. It had 4 333
047 rows (entities), resulting in 14 507 650 RDF triples after transformation.
What can be seen in Fig. 5 is that without chunking, the transformation would
require 16 GB of RAM, which is the first successful measurement for the 100M
chunk size. The data chunk size of 10 entities results in 433 305 chunks and
introduces a considerable overhead. On average, 1 input row becomes a chunk
containing 3.3 RDF triples, which become 9.3 triples after transformation using
the SPARQL query. In UnifiedViews with 96 GB RAM available, this pipeline
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part ran for 5 h and 30 min (19 800 s). Using the latest, streamed version of
TARQL, the transformation finished after 48 min (2 880 s) with at least 2 GB of
memory available and in 58 min with 1 GB of memory and less, down to 64 MB.

5.2 ARES

The ARES dataset (Sect. 4.2) shows processing of data obtained by transfor-
mation of a larger number (approx. 220 000) of XML files to RDF. The XSLT
transformation itself is not part of the measured part of the pipeline, we start
with the resulting set of RDF files. In ARES, each entity represents a description
of a company including its owner structure, which can have variable complexity.
This means that each entity description will have different number of triples
and therefore the chunks are variable in size. The maximum number of triples
describing and entity is 856.4 and minimum is 29.1. The average number of
triples is 119.8 before anonymization and 55.7 triples after anonymization.
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Fig. 6. ARES transformation memory consumption vs. chunk size and time elapsed in
seconds

As can be seen in Fig. 6, for chunk sizes from 10 to 10 K entities, the total
execution time of the core part of the pipeline in LP-ETL was more or less the
same, about 800 s, with the only exception being 1 GB of memory, where the
pipeline finished, but ran into excessive garbage collection for the 10 K chunk
size. For the 1M chunk size and up, the pipeline would require more than 16 GB
of memory. In UnifiedViews with 96 GB RAM available, this pipeline part did
not finish even after 200 h.

5.3 MONITOR

In the MONITOR dataset (see Sect. 4.3) we are working with a uniform set of
CSV tables having a total of 12.5 million rows. The average number of triples
describing one entity is 12.8 in directly mapped tabular format and 15.9 triples
after transformation, resulting in 200 million triples in total. Since this trans-
formation is quite time consuming, we only ran the most interesting test config-
urations. The transformation consists of two steps, one transforms the directly
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mapped tabular data to the RDF Data Cube vocabulary (see Fig. 7) and the
second one links the data to codelists (see Fig. 8) using the SPARQL linker
(Sect. 3.3). With chunk size of 1 thousand entities, there is a bit of overhead
during transformation, but a large amount of overhead in the linking part, where
for each chunk, the codelists and the chunk need to be merged into a repository
in which the SPARQL query is executed. Chunk size 1 million is possible from 8
GB of memory and up, resulting in some garbage collection with 8 GB of mem-
ory, which disappears with 16 GB of memory. Nevertheless, the chunk size of 10
000 seems to be the ideal choice for this dataset. In UnifiedViews with 96 GB
of RAM available, the core part of the pipeline ran for 67 020 s (approx. 18 h)
with usage of the so called “per graph” execution, which is similar to chunking,
where 1 chunk corresponds to 1 input CSV file, which is roughly a chunk size of
2 million triples.

5.4 RÚIAN

In RÚIAN the chunks are split according to towns described. Therefore, while
the chunk describing Prague is big, a chunk describing a small village is small.
Average number of triples describing a town is 102 894, resulting in 669 million
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triples, which makes RÚIAN our largest dataset. Due to the size of the largest
chunk representing Prague, the minimum amount of memory required is 16 GB,
with chunk size of 1 introducing unnecessary overhead, leaving only two viable
options, which are chunk size of 10 and 100, resulting in total execution time of
6400 s. In UnifiedViews with 96 GB of memory and no chunking support, this
pipeline ran for approximately 2 days.

6 Related Work

LinkedPipes ETL is based on our experience gained from UnifiedViews (UV)
[6]. Compared to UV, LP-ETL has a more efficient implementation of passing
of files among components, stores its pipelines in RDF, offers open APIs for
all actions and does not require a relational database or a servlet container to
run. In this paper, however, we focus solely on the improvements achieved by
the chunking approach and the other advantages of LP-ETL are out of scope of
this paper. Other recent RDF aware ETL solutions are LinDa Workbench [12]
and DataGraft23, which are focused on transformation of tabular data only. For
their comparison see [5]. Another ETL solution is DataLift [11], which works in
an interactive fashion, which is not suitable for batch processing. TARQL is a
simple, well-known tool for transformation of CSV files to RDF in a streamed
way, but it does not offer anything else and can be only integrated in larger plat-
forms. Karma [7] is a mapping assistant for mapping relational (CSV, Excel) and
XML and JSON files and OWL ontologies to an internal semantic model and
publishing the files on the web as RDF or JSON. The user does not have to know
SPARQL, as the transformations are specified in a graphical user interface, and
the specified transformations can be run offline, once specified. However, Karma
lacks tools for handling the files before and after the transformation itself. The
notion of pipeline based processing was first seen in DERI pipes [8], which is
no longer developed and had extensibility limitations and no debugging sup-
port. Another approach to transformation of data to LOD is using a declarative
language such as RML separately from the transformation engine [10]. Finally,
there is Fusepool P3 [4] which is still under development, but claims to be based
on the recent W3C Linked Data Platform specification24.

In the area of working with larger RDF datasets on regular computer equip-
ment more effectively than building a triplestore and using SPARQL, there is
RDFSlice [9] focused on extracting subsets of RDF datasets using SliceSPARQL
- a restricted subset of SPARQL. RDFpro [2] is a library or RDF processing
stream-oriented tools which perform specific tasks like, e.g. computing VoID
statistical metadata or RDF deduplication, efficiently, without building a triple-
store. It is an ideal candidate to be wrapped as a set of LP-ETL components to
provide support for fast, non-SPARQL operations. In addition, multiple MapRe-
duce based solutions for querying large RDF datasets are present in the literature
[3]. All of them are in experimental stage, with large overheads and strong focus
23 https://datagraft.net/
24 https://www.w3.org/TR/ldp/
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on execution on a multi-node cluster, where they achieve best results. There-
fore, they do not seem suitable for deployment in our use cases. Nevertheless,
experimenting with these approaches is part of our future work.

7 Conclusions and Future Work

In this paper we presented a current problem with preparation of larger datasets
for Linked Data publication and a solution targeting so called chunkable data.
Next we briefly introduced LinkedPipes ETL, our lightweight ETL tool for
Linked Data preparation, and its extensions adding support for faster and mem-
ory saving processing of chunkable data. We introduced real world datasets and
their transformation pipelines and we experimented with data chunk size and
how it affects the memory consumption of the used triplestore.

In every case presented, the chunked data approach performed better than
the original version and considerably better than in UnifiedViews, and, where
applicable, better than TARQL. This shows that the approach should be used
whenever possible and has a potential for further optimization of RDF process-
ing in ETL. LinkedPipes ETL is currently in use by the OpenBudgets.eu
project25 and for preparation of datasets published on the Czech Linked Open
Data portal26.

Part of our future work includes further investigation of RDF streaming
approaches and whether and how data chunks can be processed in a streamed
way. This means that all the affected components of a pipeline would run in par-
allel, processing the data chunks as they come, not waiting for all of them to be
processed by the previous component. This should lead to a further speedup of
parts of the transformation pipelines, not affecting parts of the pipeline process-
ing data which is not chunkable, or is processed in a way requiring access to the
whole dataset. Also, the streamed processing should be made more effortless to
the user. A second line of experiments will focus on MapReduce based methods
[3] for RDF storage and querying, which may be useful for large scale and dis-
tributed RDF processing. In addition, we plan to integrate the RDFpro library
to complement our existing components for data chunks.
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Abstract. Semantic similarity plays a vital role within a myriad of
shared data applications, such as data and information integration. A
first step towards building such applications is to determine concepts,
which are semantically similar to each other. One way to compute this
similarity of two concepts is to assess their word similarity by exploiting
different knowledge sources, e.g., ontologies, thesauri, domain corpora,
etc. Over the last few years, several approaches to similarity assessment
based on quantifying information content of concepts have been proposed
and have shown encouraging performance. For all these approaches, the
Least Common Subsumer (LCS) of two concepts plays an important role
in determining their similarity. In this paper, we investigate the influence
the choice of this node (or a set of nodes) on the quality of the similarity
assessment. In particular, we develop a particle swarm optimization app-
roach that optimally discovers LCSs. An empirical evaluation, based on
well-established biomedical benchmarks and ontologies, illustrates the
accuracy of the proposed approach, and demonstrates that similarity
estimations provided by our approach are significantly more correlated
with human ratings of similarity than those obtained via related works.

Keywords: Semantic web · Biology ontology · Semantic similarity ·
Particle swarm optimization

1 Introduction

The computation of semantic similarity between pairs of concepts across different
data sources and knowledge bases plays a crucial role in several applications such
as data integration [19], information retrieval [27], information extraction [28],
data clustering [12] and word sense disambiguation [14]. Generally speaking,
similarity measures assess the degree of proximity between concepts, where a
numerical score that quantifies this proximity as a function of the semantic
evidence is computed. To achieve this goal, a large set of similarity measures
have been proposed and developed. Among them are corpora-based and ontology-
based [2,21] measures.

The ontology-based measures can be generally classified into three main cat-
egories: feature-based, edge-based, and information content-based (IC) measures.
c© Springer International Publishing AG 2017
H. Panetto et al. (Eds.): OTM 2017 Conferences, Part II, LNCS 10574, pp. 161–179, 2017.
https://doi.org/10.1007/978-3-319-69459-7_11
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Low accuracy of the edge-based methods [17,29], and unavailable properties in
the feature-based methods [16] cause the IC-based methods to gain more atten-
tion. IC-based methods can further be distinguished into those that work on a
single ontology and those that use multiple ontologies [2,21]. The latter were
introduced to overcome the problem that a single ontology may not contain suf-
ficient detail on all relevant aspects to effectively compute similarity. In all these
approaches, the critical issue - significantly affecting the result of the similar-
ity computation - is how to identify the Least Common Equivalent Subsumer
(LCS) of compared concepts. This is even more challenging when using multiple
ontologies, as it may happen that the first concept exists in one ontology and
the second concept exists in another ontology. Selecting LCS with maximum IC
[21] or more than terminologically matching of subsumer [2] have been proposed,
nevertheless the similarity of proposed methods is far with human rating.

In this paper, we address the problem of improving ontology-based seman-
tic similarity measure computation by focusing on this crucial step: how can
the optimal LCSs be found that enhances similarity computation? To this end,
we formalize this problem as an optimization problem: given two concepts find
the optimal LCSs based on a discrete Particle Swarm Optimization-based algo-
rithm (PSO). Given the two concepts c1 and c2 belonging to an ontology O1 (or
a set of ontologies), we start by collecting the set of ancestors for each concept.
To construct a meaningful search space within which the optimal LCSs should
be selected, the two candidate ancestor sets are combined. For this purpose, we
develop an PSO-based approach that iteratively selects the optimal set (or a least
one concept) of concepts that could be used during the similarity computation.
Our experimental results show the effectiveness of the proposed algorithm. We
have conducted several tests in the biomedical domain using established bench-
marks. This domain is of particular interests, since the field boasts the avail-
ability of huge volumes of data resources. Therefore, identifying and measuring
the similarity between biomedical terms in these resources will help greatly in
utilizing and integrating information sources.

The paper is structured as follows: Sect. 2 provides some background knowl-
edge in this context. Our proposed method will be introduced in Sect. 3. Exper-
imental evaluation and results are discussed in the Sect. 4, and the paper is
concluded in Sect. 5.

2 Background

The problem of semantically computing the relatedness between pairs of con-
cepts has attracted a lot of attention. Therefore, a large number of approaches
have been proposed [2,16,17,21]. Almost all of these approaches exploit differ-
ent knowledge resources, such as thesauri, domain corpora, and ontologies to
enhance the similarity computation. Corpora-based and ontology-based are com-
mon similarity measures. In this section, we first present different categories of
ontology-based measures and then we report on different scenarios where ontolo-
gies can be used during similarity computation.
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2.1 Ontology-Based Similarity Measures

In the ontology context, similarity approaches, as have been discussed in [2,22]
can be classified as below:

– Edge-based measures depend on the graph representation of ontologies in
which concepts are interrelated by means of semantic links [17,29]. These
approaches are simple approaches since they only consider the minimum
number of taxonomic links between concept pairs. This results in a limited
accuracy where a large amount of taxonomical knowledge modeled in the
ontologies is not being considered.

– Feature-based measures estimate similarity as a function of the amount
of overlapping and non-overlapping knowledge features [16,22]. They poten-
tially improve edge-counting approaches by considering additional semantic
evidence. However, these measures can only be applied to the subset of the
available ontologies, in which these information are available. In practice this
seriously limits applicability of these approaches.

– Information Content-based (IC) measures quantify the amount of infor-
mation provided by a given term based on its probability of appearance in a
corpus [18]. Formally, the IC of a concept c is the inverse of its probability
of occurrence, p(c), as IC(c) = −logp(c). The corpora-based IC measures are
hampered by small size and high data sparseness of background data due to
the need of manually tagging the sense for each word in the corpus.
To overcome the limitations of corpora-based IC calculus, ontology-based
IC measures have been proposed [9,11,18]. The empirical evaluations have
underlined that ontology-based IC methods are usually more accurate than
corpora-based methods for similarity assessments [20,25].
For IC-based measures, the commonality of two concepts c1 and c2 belonging
to an ontology/taxonomy is assessed according to the informativeness of their
Least Common Equivalent Subsumer (LCS(c1, c2)) which is an estimator
of the information shared between both concepts. The approaches differ in
how they compute this informativeness (see Table 1 for a summary):

Table 1. A set of IC-based similarity measures.

No. Method Formula

1 Resnik [18] simres(c1, c2) = IC(LCS(c1, c2))

2 Lin [11] simlin(c1, c2) = 2×IC(LCS(c1,c2))
(IC(c1)+IC(c2)

3 Jiang and Conrath [9] disj&c(c1, c2) =
(IC(c1) + IC(c2)) − 2 × IC(LCS(c1, c2))

In Resnik’s metric, the similarity of two concepts completely depends on
their LCS, therefore any pair of concepts with the same LCS get the same
similarity value. As a result, both Lin [11] and Jiang and Conrath (J&C) [9]
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also consider the IC of the compared concepts themselves. Lin measures the
similarity as the ratio between the common information between concepts
(i.e., IC(LCS)) and the information needed to fully describe them (i.e., the
IC of each concept alone). In the J&C method [9], a distance measure (the
inverse of similarity) has been proposed based on the difference between the
sum of the individual ICs of the two concepts and the IC of their LCS.
In the ontology context, calculating the IC(c) has been proposed by Seco
et al. [25] as stated in Formula 1 by approximating its probability by the
ratio between the size of leaves(c), as a measure of the generality of c, and
the number of subsumers of c including itself (subs(c)), as a measure of the
concreteness of c. This ratio is divided by max leaves, which represent the
number of leaves of the ontology, which acts as a normalisation factor to
obtain values in the 0..1 range. Finally, 1 is added to the numerator and
denominator to avoid log(0).

IC(c) = −log(
|leaves(c)|
|subs(c)| + 1

max leaves + 1
) (1)

Quite obviously, in the IC-based similarity methods, the result depends on
how LCS in the ontologies is computed. As outlined above, this is particularly
challenging when dealing with multiple ontologies, in particular when con-
cepts occur in one ontology only. As will be shown in the evaluation section,
the existing approaches leave room for improvement. To this end, we will
discuss finding LCS methods in the next section.

2.2 Ontology-Based Similarity Computation Scenarios

To assess the similarity of two concepts in an ontology (or belonging to a set of
ontologies), we face several scenarios, as also discussed by [1,3]. We distinguish
between the two words: term and concept, such that the word term refers to a
word the similarity of which user is interested to know, while concept refers to
the corresponded entity of the user’s term in the ontology. In the following, we
discuss different scenarios related to computing the similarity between a pair of
terms based on ontology-based measures.

– Scenario 1: Both terms exist in one ontology: suppose we would like
to know Sim(Pulmonary embolus,Myocardial infarction) =? with both
concepts being in one ontology (e.g. Fig. 1 SNOMED-CT). In this case, the
similarity is computed, where their shared ancestor can be extracted directly
from the existing path between these two concepts of the ontology.

– Scenario 2: Both terms exist in several ontologies: This scenario deals
with overlapping knowledge. With the dissemination of information, a large
number of available ontologies modelled the knowledge in different levels
for each domain. For example, SNOMED-CT (Systemized Nomenclature of
Medical Clinical Terms) [26] and MeSH (Medical Subject Headings) [13] are
knowledge bases with different scopes and purposes, but both model bio-
medical concepts. For instance, as Fig. 1 shows, the two concepts Delusion
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Fig. 1. Excerpts from two sample ontologies

Fig. 2. SP in one and multiple ontologies (red boxes), dotted lines are bridges.
(Color figure online)

and Schizophrenia exist in both MeSH and SNOMED-CT. In this case, some
approaches [3,21] calculate similarity in each ontology individually, then select
the maximum value among them. Another proposed method by Al-Mubaid
and Nguyen [1] considers the similarity of the primary ontology, which is
selected by the user. In our experimental test (see Sect. 4.3, Third set) we
compare other possibilities, e.g. minimum similarity or average aggregated
value.

– Scenario 3: Each term exists in different ontologies: The most diffi-
cult scenario occurs when one of the concepts can be found in one ontology
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only, while the other can be found in another ontology, only. For exam-
ple, suppose we want to compute sim(Diarrhea, Stomach cramps) while
Diarrhea ∈MeSH and Stomach cramps ∈SNOMED-CT as shown in Fig. 1.
In this case, there is no physical path between the compared concepts; thus
we need to find a virtual LCS. Possible approaches are as below:

• Merging ontologies: Two or more existing ontologies are first merged by
creating a new node (called anything) which is a direct ancestor of their
roots [1,16,19]. In [1] ontologies are connected by joining all nodes with
the same textual label as a bridge node. This approach need a lot of effort
to merge the ontologies, which cause several heterogeneities problem.

• Selecting a subset for each concept of an ontology, then comparing these
sets [21]: Both sets are compared to find equivalent subsumers via ter-
minologically approaches [3,21] or semantically approaches [2,23]. Per-
ciesaly, to find IC value for this virtual LCS, this group of approaches
instead of the compeletely merging the ontologies, try to connect them
partially. In our experimental result, we follow of this approaches. We con-
nect the ontologies by terminological label matching of similar concepts,
as bridge (see Fig. 2).

To sum up, due to its importance, semantic similarity estimation has obtained
a lot of attention. Ontology-based measures outperform corpora-based, however,
and to a large extent, these measures depend on determining the optimal LCS.
As will be shown in our evaluation, existing techniques are often far away from
the human (reference) rating. Therefore, we introduce an optimization-based
approach to determine the optimal LCS to enhance the similarity computation.

3 The Proposed Approach

To accurately compute the semantic similarity between pairs of concepts, the
optimal LCS of these pairs should be identified. To achieve this goal, in this
paper, we formulate the determination of the optimal LCS as an optimization
problem making use of discrete Particle Swarm Optimization (PSO) to address
this issue. The objective is to find an optimal LCS in the IC formula which
increase the accuracy of similarity computation. A complex fitness function based
on similarity measures of ontological entities, as well as a tailored particle update
procedure are presented. The approach can easily process very large inputs, since
an iterative traversal of large ontologies is avoided. Furthermore, due to the
independent computation of each particle, the algorithm is highly parallelized,
which is a crucial feature in processing large-scale ontologies.

PSO is an evolutionary algorithm (EA), more precisely a generic population-
based metaheuristic optimization algorithm. It has been successfully applied
to various problems in science and engineering. It is generally applicable to
problems, where the global optimum of an objective function is to be found. The
presented solution is inspired by the work presented in [4–6] where a discrete
PSO was successfully applied in ontology alignment [4] as well as the selection
of an optimal set of attributes for a classifier presented in [5,6].
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3.1 Finding LCS as a Particle Swarm Optimization Problem

In general, PSO uses a number N of particles, called population, which evolves
in a number I of iterations. During each iteration, every particle evolves using a
velocity vector, which determines its new position in the parameter space. This
evolution happens via a guided, randomised re-initialisation of each particle.

Let C be the set of concepts of an ontology O. We define concept subsumption
(��) as a binary relation ��: C × C, where � is the interlink distance between
a concept and its ancestors. Hence, having two concepts c1 and c2, c1 �� c2
implies that c2 is an nth taxonomical ancestor of c1 and, inversely, c1 is an nth
specialisation of c2. The closure of this relation (�∗) is the union of the result of
applying �� for � = 0, ..., d, with d being he maximum number of taxonomical
links between a concept in O and the root node. Consequently, c1 �∗ c2 is fulfilled
if c2 is an ancestor of c1 at any level in the taxonomical tree or if c1 = c2.

The optimal LCS that accurately quantifies the similarity between pairs of
concepts c1 and c2 should be one of the concepts’ subsumers. Therefore, we
define an LCS candidate (clcs) of a concept c as follows:

clcs(c) = {ci ∈ C|c �∗ ci} (2)

To determine the candidate set of LCS for two concepts c1 and c2, we use
the information in Formula 3, which can be interpreted based on each scenario.
If c1 and c2 exist in one ontology, the shared ancestors for both concepts are
considered one time only. This set does not have any redundancy, same concepts
(common concepts in the two candidate sets) are only considered one time. In
the case that c1 exists in O1 and c2 exists in O2, at first O1 and O2 are connected
by shared ancestors of c1 and c2, (which we call bridges (see Sect. 3.2). We ensure
non-redundancy by subtracting the bridge (\Bridges).

cLCS(c1, c2) = {ci ∈ C|ci ∈ (clcs(c1)∪clcs(c2))}\{cr|(cr, cy) ∈ bridges(O1, O2)}
(3)

In the traditional PSO, the length of a particle is a constant set by the user.
For i ∈ 1, ..., N , a particle is defined as a vector:

−→p i = {c(i,1), c(i,2), ..., c(i,n)} (4)

where n is the number of concepts in each particle −→p i. Each particle is a subset
of cLCS, which represents a candidate solution to the problem. c(i,j) represents
the jth concept represented by the ith particle. A fitness function for each c(i,j)
is formulated as follows:

f(c(i,j)) = Γ (
−→
h (c(i,j)),

−→w ) (5)

This function evaluates c(i,j), according to an evaluation strategy Γ , a vector
of rating functions

−→
h and a vector of weights −→w , where the weights determine

the influence of each rating function. The fitness of a particle −→p i is defined as:

F (−→p i) =
∑|−→p i|

i=1 f(c(i,j))
|−→p i| , c(i,j) ∈ −→p i (6)
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where F (−→p i) is the average fitness of the particle −→p i, where |−→p i| denotes the
size of the particle. Each particle maintains the configuration of the best position
(personal best). The swarm also maintains the best performance of all particles
(global best). As stated before PSO is a set of particles evolving based on a set
of criteria. A particle moves from its initial position through a multidimensional
search space to reach an optimal position. The movement of the particle is mainly
affected by three factors: (i) the particle’s own fitness, (ii) the particle’s best
position (personal (local) best, pBest

−→
B i), and (iii) best position found by the

particles in the surrounding of the particle (global best, gbest
−→
G).

At the beginning, the previous personal best position of the particle −→p i is
empty, i.e.,

−→
B i = φ. Therefore, once an initial particle is generated

−→
B i is set to

−→p i. After that at every iteration, if −→p i is updated,
−→
B i is also updated based on

the values of the fitness vector. Also, at the beginning,
−→
G is empty. Therefore,

once all the
−→
B i have been determined,

−→
G is set to the fittest

−→
B i previously

computed. After that,
−→
G is updated if the fittest f(

−→
B i) in the swarm is better

than f(
−→
B i). And, in that case, f(

−→
B i) is set to f(

−→
G) = fittestf(

−→
B i). Otherwise,−→

B i remains as it is.
To determine all these updating strategies, we need to determine the fitness

values inside the fitness vector. The fitness vector of the particle −→p i is denoted
by an 2 − by − m array

−→
F i =

(
f(i,1) f(i,2) · · · f(i,n)
c(i,1) c(i,2) · · · c(i,n)

)

(7)

Note that the vector is ordered by its fitness values.
In the standard PSO, each particle i is associated with a unique velocity

vector
−→
V i where the element υ(i,j) determines the rate of change of each respec-

tive coordinate p(i, j) in −→p i. Similar to the approach proposed in [5], we make
use of the proportional likelihood instead of the vector of velocities. In that case,
we use an 2 − by − m array of proportional likelihoods, where 2 is the number
of rows in this array and m is the number of particle elements, represented as
follows:

−→
V i =

(
υ(i,1) υ(i,2) · · · υ(i,n)

c(i,1) c(i,2) · · · c(i,n)

)

(8)

Initially, for each υ(i,j), c(i,j) is set to 1. This initialisation is also done for
new subsumers joining the particle during its evolution. The update of the pro-
portional likelihoods is then done using the following formula:

υt+1
(i,j) = υt

(i,j) + γ + β (9)

where β and γ are two real values ∈ R
+ such that γ = 0 if the concept c(i,j) /∈ −→

B i

and β = 0 if the concept c(i,j) /∈ −→
G i and t is the number of iteration.
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If it is present in
−→
G , add γ to υ(i,m). These two parameters control the influence

of the fact that a subsumer is also present in the personal best (β) or the global
best (γ) LCS, respectively.

To build the final result, we need to keep best elements in each iteration for
both local pBest

−→
B i and global gbest

−→
G . To this end, we make use of a keep-set

to save the best one for
−→
G , while the safe-set to save the best one for

−→
B i. The

keep-set is defined as follows:

K(pi,κ) = F(pi,κ) ∩ V(pi,κ) (10)

where the sets F(pi,κ) and V(pi,κ) contain those subsumers of a particle, which
are the κ best evaluated, and highest ranked according to their proportional
likelihood respectively. Similarly, the safe-set is defined as follows:

S(pi,σ) = {c(i,jµ)|f(i,μ) > σ} (11)

a set of subsumers, which will never be replaced in this particle. Here σ ∈ (0, 1)
is the fitness threshold for subsumers to be included in the safe-set. In each
iteration, the particle keeps the set S(pi,σ) ∪ K(pi,κ) and replaces the remaining
with new random ones. This behavior ensures a convergence of each particle
towards an optimum according to 6, since the keep-set will steadily increase,
and the fluctuation due to random re-initialisation will become less drastic as
the swarm evolves.

Algorithm. The above mentioned steps and procedure can be summarized as
shown in Algorithm 1. It starts by defining the set of inputs and the required
result. It accepts a pair of concepts c1 and c2, a set of ontologies O, and the
required set of parameters. It returns the optimal set of LCS that enhance
the similarity computation between the two concepts, lines 1–3. The algorithm
extracts the candidate set for each concept given O, lines 4 and 5 and it then
constructs the search space for the optimization problem using the Eq. 3, line
6. A first step in the PSO-based algorithm is to initialize both local and global
best sets

−→
B &

−→
G , line 7.

The outer for loop, lines 8–32 represents the iterative process of the algo-
rithm, which it has N iterations. In each iteration, a particle is defined, lines
9–14. It randomly selects a concept from the search space, line 10 and the fit-
ness function is estimated for each new selected concept using Eq. 7, line 11.
The velocity of each newly selected concept is initialized to 1, line 13. After
that the fitness vector for the defined particle is defined and estimated, lines 15
and 16. The update process for the velocities of each concept in this particle is
conducted according to the steps in lines 18–26. To update the set of concepts in
this particle, both the keep-set (K(pi,κ)) and safe-set (S(pi,σ)) are defined based
on the ordered values of the velocity and fitness vectors, lines 27–31. After the
pre-defined number of iterations, N , the optimal set of concepts will be the
elements of the global best set, line 33.
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Algorithm 1. PSO algorithm to find LCS
Data: Two concepts c1 & c2

1 One or more ontologies, O = {O1, O2, ..., Oz} ;
2 β, γ, κ, σ parameters ;

Result:
−→
G , optimal LCS

3 clcs(c1) ⇐ getCandSet(c1, O) ;
4 clcs(c2) ⇐ getCandSet(c2, O) ;
5 cLCS(c1, c2) ⇐ getCandSet(clcs(c1), clcs(c2)) ;

6
−→
B ⇐ ∅;

−→
G ⇐ ∅;

7 for (i = 1 to N) do
8 for (j = 1 to n) do
9 c(i,j) ⇐ selectNext(cLCS(c1, c2)) ;

10 f(c(i,j)) ⇐ Γ (
−→
h (c(i,j)),

−→w );
11

−→p i ⇐ −→p i ∪ {cj};

12
−→
Vpi(cj) ⇐ 1

13 end

14 Build
−→
F i according to 7 ;

15 Compute F (−→p i) according to 6 ;

16
−→
B i ⇐ −→p i;

17 for (m = 1 to |p|) do

18 if c(i,lm) ∈ −→
B i then

19 υ(i,m) ⇐ υ(i,m) + β
20 end

21 if c(i,lm) ∈ −→
G then

22 υ(i,m) ⇐ υ(i,m) + γ
23 end
24 υ(i,m) ⇐ υ(i,m) × rand();

25 end

26 Sort
−→
V pi by υi in descending order ;

27 Sort
−→
F pi by fi in descending order ;

28 K(pi,κ) ⇐ F(pi,κ) ∩ V(pi,κ) ;
29 S(pi,σ) ⇐ {c(i,jµ)|f(i,μ) > σ};

30
−→p i ⇐ {S(i,σ) ∪ K(i,κ)} ;

31 end

32 return
−→
G

3.2 Fitness Scores of the LCS Evaluation

Algorithm 1 introduces main steps of the proposed approach. In order to estimate
the fitness of a concept c(i,j) to the compared concepts, c1 and c2, we use a
fitness function, Algorithm 1, line 10. In this section, we present a detailed
description of the used fitness function. In general, a fitness function consists of
three components: rating function, evaluation strategy, and weighting scheme.
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Rating Function. To quantify the relatedness between the concept c(i,j) inside
the search space and a pair of concepts c1 and c2, we make use of the following
rating functions. These functions are selected to cover different aspects of the
relatedness between the concept and the pair of concepts.

1. Hierarchy-based rating. This rating function is used to measure the distance
between concept c(i,j) and the pair of concepts. To this end, we propose to
use the following formula:

Hier rat(c(i,j)) =
1

dist(c(i,j), c1) + dist(c(i,j), c2)
(12)

where dist returns the shortest path length between two concepts.
2. IC-based rating. This function quantifies the amount of information the con-

cepts have in common [9,11,18].

IC rat(c(i,j)) =
1

IC(c(i,j))
(13)

3. Hyponyms-based rating. We also use a hyponyms-based rating function to
consider the taxonomy in which concepts are modelled. Thus, we propose
an intrinsic approximation of the term co-occurrence probability that solely
evaluates ontological evidence of semantic equivalence. To this end, in the
hyponyms-based measure as stated by Formula 14 each candidate solution
gets a value by the number of its hyponyms. This value will be normalized
by the total number of classes.

Hyp rat(c(i,j)) =
|hyponymes(c(i,j))|

|C| (14)

Evaluation Strategies. After defining rating functions, they need to be aggre-
gated using an evaluation strategy Γ , defined as: Γ :

−→
h (c) × −→w → (0, 1). To

implement this evaluation strategy, there are several variants, such as minimum,
maximum, average, or weighted-average. In the current implementation, we make
use of the weighted average strategy, defined as follows:

Γ (
−→
h (c),−→w ) =

z∑

i=1

wihi(c) (15)

where
∑z

i=1 wi = 1 and z is the number of rating functions. In our case z = 3,
this formula becomes:

−→
h (c(i,j)) = why × Hyp rat(c(i,j)) + win × Hier rat(c(i,j)) + wic × IC rat(c(i,j))

(16)
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Weighting Scheme. Once we select the weighted average evaluation strategy,
the arising question is how to set these weights. In the current implementation,
we make use of the following rules:

– wic is set by the user.
– win is set to 1 if c1 and c2 are ancestors of each other, i.e. {c1 �∗ c2 ‖ c2 �∗

c1}, else set to 0.
– why is set to 1 if the candidate ancestor belong to shared ancestors’s set, SP ,

else set to 0.
Hence, the shared hypernyms between two concepts give us a good clue
about their semantic equivalence, i.e. as the overlap between their hyper-
nym sets increases, their meanings become more equivalent. We define the
shared ancestors (SA) in one and multiple ontologies respectively in Formu-
las 17 and 18.
1- Discovering SA in one ontology: SA in one ontology is the set of elements
which exists in clcs(c1) and clcs(c2) simultaneously as shown in Formula 17.
2- Discovering SA among different ontologies: SA in multiple ontologies is
the set of 2-tuples of elements from the two ontologies, where the elements
within one tuple possess terminologically matching labels as shown in 18. We
refer to these 2-tuples as bridges. These bridges also serve to connect several
ontologies to be able to calculate the IC of LCS.

SA = {sa|sa ∈ clcs(c1) ∩ clcs(c2)} (17)

bridge(c1, c2) = {(cr, cy)|cr ≡ cy, cr ∈ Oi, cy ∈ Oj , i 
= j} (18)

Here ≡ means terminological equivalence of labels. Figure 2 shows the def-
inition of SA in one ontology (left side) and definition of SA as bridge in
multiple ontologies (right side).

4 Experimental Evaluation

To evaluate and validate the quality of the proposed approach, we conducted a
set of experiments utilizing different datasets and ontologies. In the following,
we first present used datasets and ontologies, then we describe experimental
environments, and finally we report about experimental results.

4.1 Benchmarks and Ontologies

The most widely used way to objectively evaluate the accuracy of similarity
assessments is to compare them with human judgements of similarity. To this
end, we selected two widely used benchmarks in the biomedical domain, because
several detailed benchmarks and partially overlapping ontologies are available in
this domain.
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– Pedersen et al. [15]: Dataset 1 consists of 30 medical term pairs whose
similarity was assessed by a group of medical experts from the Mayo Clinic: 9
medical coders who were trained with the notion of semantic similarity and 3
physicians who rated terms without any special training. The similarity values
provided by these experts were obtained on a scale from 1 (non-similar) to 4
(identical).

– Hliaoutakis [8]: Dataset 2 has originally been designed based on MeSH. It
consists of 36 pairs of terms. This dataset was assessed by 8 medical experts
from 0 (non-similar) to 1 (identical).

In our tests, we use the most comprehensive and precise clinical health ter-
minologies namely:

– SNOMED-CT: Systematised Nomenclature of Medicine, Clinical Terms
(SNOMED-CT) [26] as a domain-specific biomedical ontology which covers
more than 360,000 medical concepts classified in 18 partially overlapping hier-
archies.

– MeSH: Medical Subject Headings (MeSH) [13] as a domain-specific biomed-
ical ontology provides around 25,000 medical and biological concepts hierar-
chically classified in 16 categories.

4.2 Implementation

The proposed PSO-based approach has been implemented using JAVA within
the open source Semantic Measures Library1 [7]. For the evaluation we make
use of SNOMED-CT release of January 2017 and MeSH 2017 release. To run
MeSH and SNOMED together, we follow the approach of [3,21] to connect two
ontologies by bridges (see Formula 18). Furthermore, other choices of parameter
values were κ = 0.7 and σ = 0.9 to determine the size of the keep-set and
safe-set. β set by 0.4 and γ set by 0.5 to control the influence of personal and
global best particle, respectively. These values were empirically determined in
our experimental tests; but we make no claim that these are optimal values.
Parameter optimization is a topic for future research.

4.3 Experimental Results

This section is devoted to present experimental results comparing them to state-
of-the-art-approaches. To this end, we consider different experimental sets and
scenarios.

First Set. In this set of experiments, we include the PSO-based approach into
three well-known IC-based similarity measures and compare results to the results
introduced in the approach [2]. Sánchez and Batet [21] compare the labels of c1

1 http://www.semantic-measures-library.org/sml.

http://www.semantic-measures-library.org/sml
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Table 2. Correlation of concept similarity determined by different approaches to
human ratings results

IC-based
measure

Ontologies LCS discovery Correlation to
physicians

Correlation to
coder

Correlation to
both

Evaluated in

Resnik SNOMED-CT None 0.553 0.598 0.602 [2]

SNOMED-CT This work 0.617 0.825 0.745 This work

MeSH None 0.608 0.668 0.670 [2]

MeSH This work 0.700 0.856 0.808 This work

SNOMED-CT +
MeSH

Sánchez and Batet 0.489 0.544 0.542 [2]

SNOMED-CT +
MeSH

Saruladha et al. 0.474 0.546 0.535 [2]

SNOMED-CT +
MeSH

Batet et al. 0.617 0.624 0.649 [2]

SNOMED-CT +
MeSH

This work 0.614 0.705 0.685 This work

MeSH+
SNOMED-CT

Sánchez and Batet 0.444 0.534 0.512 [2]

MeSH+
SNOMED-CT

Saruladha et al. 0.432 0.536 0.508 [2]

MeSH+
SNOMED-CT

Batet et al. 0.562 0.639 0.632 [2]

MeSH+
SNOMED-CT

This work 0.485 0.617 0.573 This work

Lin SNOMED-CT None 0.566 0.628 0.625 [2]

SNOMED-CT This work 0.621 0.817 0.747 This work

MeSH None 0.614 0.674 0.676 [2]

MeSH This work 0.708 0.858 0.813 This work

SNOMED-CT +
MeSH

Sánchez and Batet 0.512 0.561 0.561 [2]

SNOMED-CT +
MeSH

Saruladha et al. 0.501 0.569 0.560 [2]

SNOMED-CT +
MeSH

Batet et al. 0.637 0.654 0.674 [2]

SNOMED-CT +
MeSH

This work 0.612 0.639 0.650 This work

MeSH+
SNOMED-CT

Sánchez and Batet 0.446 0.542 0.517 [2]

MeSH+
SNOMED-CT

Saruladha et al. 0.432 0.543 0.511 [2]

MeSH+
SNOMED-CT

Batet et al. 0.561 0.648 0.637 [2]

MeSH+
SNOMED-CT

This work 0.653 0.734 0.720 This work

Jiang and
Conrath

SNOMED-CT None 0.538 0.612 0.602 [2]

SNOMED-CT This work 0.567 0.731 0.674 This work

MeSH None 0.618 0.670 0.676 [2]

MeSH This work 0.710 0.826 0.798 This work

SNOMED-CT +
MeSH

Sánchez and Batet 0.514 0.573 0.569 [2]

SNOMED-CT +
MeSH

Saruladha et al. 0.505 0.580 0.569 [2]

SNOMED-CT +
MeSH

Batet et al. 0.637 0.651 0.673 [2]

SNOMED-CT +
MeSH

This work 0.592 0.598 0.619 This work

MeSH+
SNOMED-CT

Sánchez and Batet 0.423 0.527 0.498 [2]

MeSH+
SNOMED-CT

Saruladha et al. 0.404 0.524 0.487 [2]

MeSH+
SNOMED-CT

Batet et al. 0.542 0.638 0.622 [2]

MeSH+
SNOMED-CT

This work 0.653 0.725 0.716 This work
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and c2 and select, as their LCS, the most specific and terminologically matching
concept with maximum IC. Saruladha et al. [24] consider LCS with minimum
IC. Batet et al. [2] look for a pair of subsumers with a higher degree of semantic
equivalence than the terminologically matched one.

In this set of experiments, we consider different scenarios for using ontolo-
gies: single ontology (MeSH | SNOWMED-CT ) or multiple ontologies (MeSH
+SNOWMED-CT | SNOWMED-CT+MeSH ). We applied these similarity mea-
sures to the Pedersen dataset, where 25 out of 30 word pairs can be found in
both ontologies (to be similar with tests of [2]). The Pedersen dataset was eval-
uated by two different groups of people (physician, coder). So, we represent our
result based on comparing with the coder rating, with the physician rating, and
with both (average value for the both groups). Rows in boldface show the best
results in each category.

Table 2 represents the Pearson correlation of our similarity value and the
similarity value of physicians, coders and both in the Pedersen benchmark. In
the single ontology scenario setting, our obtained result is significantly better
than that of the others (SNOMED-CT 0.825, 0.817, 0.731 and MeSH 0.856,
0.858 and 0.826 in the IC of Resnik, Lin and J&C based on the coder rating
respectively.) Results of multiple ontologies are not better than in the single
ontology scenario setting, but in general, they have competitive performance to
the state-of-the-art (e.g. in IC-Resnik for running SNOMED-CT+MeSH 0.705
v.s. 0.624 of Batet et al., or in IC-J&C for running MeSH+SNOMED-CT 0.725
v.s. 0.638 of Batet et al. based on the coder rating). In all cases, our results have
better correlation than those of the coder rating, given that the coder rating has
higher inter-agreement than physicians (0.78 v.s. 0.68). Also, coders, because
of their training and skills, were more familiar than physicians to hierarchical
classifications and semantic similarity which led to a better correlation with the
design principles of our similarity approach.

Second Set. In this set of experiments, we evaluated the proposed approach
using the Hliaoutakis et al. benchmark where 35 out of 36 terms pairs are found
in the used ontologies. We also compare the quality of the approach to a set of
variant similarity measures. To this end, we consider a set of edge-based mea-
sures [1,19,23]: Rada, W&P and L&C. Rada [17] quantifies the semantic dis-
tance of two concepts c1 and c2 as the sum of the minimum taxonomical path
their LCS. W&P [29] considers the Rada strategy by normalizing with the max-
imum depth of the taxonomy, and L&C [10] is one more step following Rada
method by using the number of is-a relations from the LCS to the root of the
ontology. In these similarity measures [10,17,29], LCS discovery methods have
evaluated by approaches of [1,19,23]. Al-Mubaid et al. [1] consider LCS as the
deepest terminologically-equivalent subsumers. Approach of Sánchez et al. [23]
is based on semantic overlapping and structural similarity. While the approach
of Rodriguez et al. Petrakis et al. [16,19] joined the root nodes of the two ontolo-
gies and considered as the LCS. Moreover, the last part of Table 3 illustrated
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Table 3. Comparing result with edge-based methods in Hliaoutakis’s dataset.

Similarity

measur

Ontologies LCS discovery Correlation to

human rating

Evaluated in

Rada MeSH None 0.68 [23]

WordNet None 0.53 [23]

MeSH+WordNet Rodriguez et al.,

Petrakis et al.

−0.21 [23]

MeSH+WordNet Al-Mubaid 0.63 [23]

MeSH+WordNet Sánchez et al. 0.65 [23]

MeSH+WordNet Sánchez et al. 0.67 [23]

W& P MeSH None 0.69 [23]

WordNet None 0.53 [23]

MeSH+WordNet Rodriguez et al.,

Petrakis et al.

−0.16 [23]

MeSH+WordNet Al-Mubaid 0.67 [23]

MeSH+WordNet Sánchez et al. 0.67 [23]

MeSH+WordNet Sánchez et al. 0.67 [23]

L& C MeSH None 0.74 [23]

WordNet None 0.66 [23]

MeSH+WordNet Rodriguez et al.,

Petrakis et al.

−0.18 [23]

MeSH+WordNet Al-Mubaid 0.68 [23]

MeSH+WordNet Sánchez et al. 0.71 [23]

MeSH+WordNet Sánchez et al. 0.72 [23]

IC-Resnik MeSH This work 0.676 This work

SNOMED-CT This work 0.648 This work

MeSH+SNOMED-CT This work 0.499 This work

SNOMED-CT+MeSH This work 0.480 This work

IC-Lin MeSH This work 0.692 This work

SNOMED-CT This work 0.677 This work

MeSH+SNOMED-CT This work 0.564 This work

SNOMED-CT+MeSH This work 0.583 This work

IC-Resnik MeSH This work 0.686 This work

SNOMED-CT This work 0.616 This work

MeSH+SNOMED-CT This work 0.559 This work

SNOMED-CT+MeSH This work 0.539 This work

Batet et al. SNOMED-CT Connect direct

ancestors

0.558 [3]

MeSH Connect direct

ancestors

0.750 [3]

WordNet Connect direct

ancestors

0.610 [3]

SNOMED-CT+MeSH Connect direct

ancestors

0.727 [3]

MeSH+WordNet Connect direct

ancestors

0.772 [3]

SNOMED-CT+MeSH Connect direct

ancestors

0.740 [3]

SNOMED-

CT+MeSH+WordNet

Connect direct

ancestors

0.786 [3]
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the result of Batet et al. [3] as an edge based method with connecting direct
ancestors as an LCS discovery method.

Approaches in Table 3 are obtained using the Hliaoutakis’s dataset. Our
results in the most but not all cases are better than the others. This can be
explained as the created links (bridges), in the case when multiple ontologies
are used, need to be improved. Also, it should be mentioned, they use different
ontologies, which also is our future work.

Third Set. In this set of experiments, we have investigated the effect of apair
of concepts appearing in different ontologies. As we discussed in Sect. 2.2, in
Scenario 2 both terms appear in several ontologies. The arising question here
is which combining strategy should be used in such a scenario. To this end, we
have conducted this set of experiments to determine the final similarity using
different combining strategies: average value, maximum, minimum or weighted
aggregation. Results are shown in Fig. 3. These figures show weighted average has
the potential to outperform others, if weights are set optimally. Without prior
knowledge, average seems to be a reasonable choice outperforming maximum or
minimum in most cases. Our test for weighted aggregation was done with 0.6
and 0.4 weights for MeSH and SNOMED respectively in the Pedersen dataset
and 0.7/0.3 in Hliaoutakis dataset.

Fig. 3. Effect of different combination strategies on the correlation of the computed
similarity and human ratings in Hliaoutakis’s dataset (left), Pedersen’s dataset (right).

5 Conclusion

In this paper, we addressed the problem of enhancing the computation of seman-
tic similarity between pairs of concepts. To this end, we have introduced a PSO-
based approach to effectively support the discovery of an optimal set of concepts
that improve similarity computing. The proposed approach is an information
content (IC )-based similarity assessment making use of ontologies. In that con-
text, we demonstrated how either a single ontology or multiple ontologies can
support the similarity computation. The proposed method has been implemented
and tested using two well-known benchmarks. The experimental results show
that the proposed method outperforms state-of-the-art approaches.

This work can be extended in several directions: a first step is to conduct
more tests and evaluation of the proposed approach utilizing different datasets
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and ontologies from other domains. The second direction is the improvement
of building bridges in the case of using multiple ontologies. Furthermore, we
plan to apply this semantic similarity in several applications, such as data and
knowledge integration.

Acknowledgments. The work has been (partly) funded by the Deutsche Forschungs-
gemeinschaft (DFG) as part of CRC 1076 AquaDiva. S. Babalou is also supported by
a scholarship from German Academic Exchange Service (DAAD).
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Abstract. For impaired people, the conduction of certain daily life
activities is problematic due to motoric and cognitive handicaps. For
that reason, assistive agents in ambient assisted environments provide
services that aim at supporting elderly and impaired people. However,
these agents act in complex stochastic and indeterministic environments
where the concrete effects of a performed action are usually unknown at
design time. Furthermore, they have to perform varying tasks accord-
ing to the user’s context and needs, wherefore an agent has to be flex-
ible and able to recognize required capabilities in a certain situation in
order to provide adequate, unobtrusive assistance. Hence, an expressive
representation framework is required that relates user-specific impair-
ments to required agent capabilities. This work presents an approach
which (a) describes and links user impairments and capabilities using
the formal, model-theoretic semantics expressed in OWL2 DL ontolo-
gies, (b) computes optimal policies through Reinforcement Learning and
propagates these in an agent network. The presented approach improves
the collaborative, personalized and adequate assistance of assistive agents
and tailors the agent-based services to the user’s missing capabilities.

1 Introduction

While people are getting older, their age-related diseases are increasing. Espe-
cially, motoric and cognitive capabilities deteriorate over time. Hence, elderly
people need compensating assistance in their daily life, especially if they intend
to continue to live an independent and self-determined life at home. Usually, in
Ambient Intelligent environments, software agents are responsible for executing
certain tasks in order to adequately assist users w.r.t. their contexts and needs.
For this reason, an agent utilizes certain sensing and acting devices in order to

c© Springer International Publishing AG 2017
H. Panetto et al. (Eds.): OTM 2017 Conferences, Part II, LNCS 10574, pp. 180–188, 2017.
https://doi.org/10.1007/978-3-319-69459-7_12
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make observations in the environment for recognizing user activities and initiat-
ing state changes. The linking and processing of different evidences enables an
agent to infer the user’s activity and make decisions about the required assis-
tance in the moment of need. Moreover, an agent has to evaluate if it is able to
perform a specific kind of assistance. Hence, an agent needs to be aware about
the capabilities it provides. For instance, if an agent deduces that the user needs
the capability to open a door, the agent has to check first if it has a policy1

(e.g. perform the action OpenDoor if the current state is DoorClosed) available
in order to solve the task and if this is the case, it has to check the availability
of an adequate acting device (e.g. a release buzzer) which is able to open the
appropriate door.

The main challenges and problems of agent-based environments are the
complex configuration and programming of agents. An on-the-fly integration
is mostly hindered because of the complexity of such systems. Moreover, the
agents have to face varying context-dependent tasks and different target users
with different characteristics and needs. Another problem is the heterogeneity
of IoT platforms which requires an abstraction of devices and applications.

Considering these issues, we provide a holistic model which explicitly amal-
gamate agent-, user-, and device capabilities as well as user impairments and
their linkage to actions and user intentions. Furthermore, an agent has to be
able to process this model in order to decide its next task. Therefore, we pro-
vide a framework for setting up a semantic representation of the environment,
consisting abstract and physical things of interest and relevance (e.g. devices,
agents, users, actions, events, etc.). To address the mentioned requirements, we
utilize the model-theoretic semantics of a knowledge representation system for
the AAL domain, which describes and links all agent relevant things, in order
to allow the agent to learn and evaluate its observations and to decide its next
actions according to given policies.

Moreover, we apply—based on a semantic state-action-reward model—a
Reinforcement Learning (RL) approach in order to enable software agents to
compute optimal policies for certain tasks according to their observations. The
RL approach helps to overcome the restrictions of domain specific rule specifica-
tions. The agent is enabled by the RL approach to compute unobvious strategies
for performing assistive tasks in an optimal way.

2 Related Work

In the field of Ambient Assisted Living (AAL) and Ambient Intelligence, much
emphasis was placed on approaches that develop or provide context-aware and
adaptive services to impaired people—only recently by utilizing machine learn-
ing and semantic technologies (e.g. [5,6,9,12,13,15,16]). Furthermore, there are
several activity models, which are applied in order to detect activities of the
user and to provide appropriate assistance. The work of Liming et al. [2] deals
with an ontology-based hybrid approach to model user activities in Smart Homes
1 A policy is a strategy for performing the best possible action in a certain state.
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combined with data-driven model learning. Their objective is to provide generic
activity models for all users and then to create based on this incrementally a user
specific activity model. Our previous work [3] proposes an approach for modelling
a light-weight AAL ontology in order to link user intentions to device capabilities
by using semantic Web technologies. This paper enhances our previous work by
considering user impairments and agent capabilities and by integrating proba-
bilistic and RL approaches in order to consider task specific policies and required
capability patterns. Hyoungnyoun et al. [8] present an approach for personalizing
a user model and determining repetitive user activities by incremental clustering
and Bayesian Networks. Hence, they interpret wearable sensor networks. They
state that the user model has to reflect the life pattern of the user. Their user
model is based on probabilistic modeling of user activity patterns. However, the
aforementioned approach has no shared conceptualization and is just applicable
in the presented device setting.

However, all approaches do just partially or not consider the agents capabili-
ties related to the user’s capabilities and impairment as well as the computation
of required capabilities. In our model-theoretic semantics, we model explicitly
the correlation between user impairments, activities and required capabilities,
which allows us to adjust the model-theoretic semantics of the agent to the user
requirements. Furthermore, our work addresses the autonomous and mutual pro-
gramming of agents as well as the support of domain experts by appropriate
modelling tools. In the considered related work, we could not find the support
of the whole system life-cycle (e.g. from programming, configuration to quality
assurance). We close this gap with our approach and framework.

3 Approach

The life-cycle of the presented approach comprises different chronological steps.
In the first step, the whole system with its components (Web of Things Server
(WoT), Semantic MediaWiki (SMW)2, Triple Store, SPARQL endpoint) is
installed via the Docker3 deployment tool. The Docker integration allows to
deploy software components in a simplified and platform independent way. After
the installation, the components are started via the Docker console. In the second
step, a domain expert provides (a) a semantic representation of the environment
and (b) models the tasks by using a SMW system. The mentioned semantics
serve as a description framework for expressing significant aspects of the user’s
environment (e.g. device-states and actions), the user’s impairments and the
agent’s profile, containing process steps which an agent requires to perform.
The process steps are: requesting frequently task descriptions from the SMW
and computing the task policy as well as transforming this task policy into a

2 A content management platform for generating a light-weight RDF(S) representation
of annotated wiki pages. See: https://www.semantic-mediawiki.org/wiki/Semantic
MediaWiki.

3 https://www.docker.com/.

https://www.semantic-mediawiki.org/wiki/Semantic_MediaWiki
https://www.semantic-mediawiki.org/wiki/Semantic_MediaWiki
https://www.docker.com/
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semantic representation, in order to publish it in the local SMW. The advan-
tage of using SMW is that the domain expert does not need to know RDF(S)
in detail. Via individual forms and templates—integrated in SMW—a domain
expert is able to create and annotate instances in the environment in a sim-
ple and semantically profound way. In the second step, the agent instances are
deployed and started on different hardware platforms (e.g. Smartphone, Tablet,
Eye-Tracking Glass, PC, etc.). The agents are requesting their profile description
from the SMW via a SPARQL endpoint in order to know their process algorithm
to perform. The process algorithm is described in the agent’s service profile by
rules and actions to perform. Moreover, the profile provides the devices, which
an agent shall subscribe for via the WoT server in order to get environmental
states.

The agent requests the task description from the SMW and builds from it an
internal state-action model in order to compute the optimal policy. Afterwards,
the agent transform this policy into a semantic representation and publishes it
via the local SMW, which is accessible by all agents. By this information, the
agent requests the matching policy to its given task and performs the proposed
actions in order to assist the user during an activity. Therefore, the actions are
sent by the agent to the WoT server, which forwards them to IoT system adapter
components. These components are implementations of IoT system specific pro-
tocols. The IoT system then forwards the appropriate device commands to the
addressed devices.

The description of the approach is divided into three different parts. In the
first part, we present the used RL approach which is used by the agent to compute
optimal policies. In the second part, we introduce our information model and
the theory upon which our model is created. The policy as well as the linkage
to capabilities are autonomous generated by the agent itself, after the agent has
computed the optimal policy of the assigned task. In the third part, we introduce
the transformation of the computed policies into a semantic representation as
well as the ability of other agents in the network to search and retrieve these
policies.

3.1 Reinforcement Learning

Before an agent can compute a policy, it requires a task description containing a
state-action-reward model with a determining goal state. A resulting policy can
be considered as a mapping from environmental states to optimal actions. For
every given state S of a task, an optimal action A is computed by the agent, so
that the agent knows in every possible state which action to perform. An optimal
action is in this context an action that leads to the highest expected reward value.
This implies that the agent needs to iteratively compute the optimal action for
every state until the value functions of each state-action pair is converging. The
life-cycle of policy creation envisages at the beginning that a human domain
expert creates a semantic task representation, which consists of a state-action-
reward model. The states are described by device states while the actions are
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supported functionalities by appropriate devices and agents. The goal state is
also a state and represents the final state, where the task ends.

The agent learns in several episodes which actions lead to the maximum
expected reward. If some quality value functions are already computed, the
agent is also able to exploit (decide) which action to choose. According to [10]
the agent should alternate between exploration and exploitation, since the explo-
ration allows to find unknown and unobvious constellations, which can maximize
the future expected reward of the agent. However, in particular at the begin-
ning of the learning phase, the exploration of actions is necessary. If the policy is
found, the agent creates a semantic representation, which is discussed in Sect. 3.2.
The policy is computed by means of a quality value function [10]. Equation 1
depicts the value function.

Q∗(St,At) =
T∑

t=0

rt+1 + α ∗ max(Q∗(St+1,At+1) ) 0 ≤ α ≤ 1 (1)

The quality value of a state-action pair is computed by considering the reward for
choosing the next action plus a discount factor alpha multiplied with the maxi-
mum expected quality value of the next state and the next related action. The
alpha discount factor helps to balance the importance of the next states’ quality
value. By means of the quality value function, the agent is able to compute for
every state of a task a policy.

3.2 Agent Semantics

The presented modelling approach builds on the previous work of [1], which
describes the use of a model-theoretic semantics in order to express and infer
capabilities of IoT4 devices and compute complex capabilities in cyber phys-
ical systems. We enhance this approach by transferring it to the AAL and
healthcare domain by introducing the linking of agent capabilities to IoT device
capabilities, required capabilities by user activities and -preferences in order to
infer required actions, which are conducted by the appropriate agent. Further-
more, we consider user capabilities and user impairments in order to compensate
these impairments and decide where the user needs help and where he/she has
sufficient capabilities to conduct herself the appropriate activity. In order to
express the relations between the mentioned instances, we use description log-
ics (OWL2 DL), as defined by the W3C5. The advantage of OWL2 DL is that
its reasoning problems are decidable and good tool support (several APIs are
available for processing the OWL2 DL language). Moreover, it has a sufficient
semantic expressivity regarding the modelling of complex facts. The approach
based on [1] uses in the T-Box role restriction and role inclusion axioms in
order to describe IoT devices and their capabilities while making use of the full
feature set provided by the DL Reasoner. The objective is that a reasoner is

4 Internet of Things.
5 Further details: https://www.w3.org/TR/2012/REC-owl2-profiles-20121211/.

https://www.w3.org/TR/2012/REC-owl2-profiles-20121211/
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able to derive by subsumptions implicit and complex capabilities of compound
IoT devices. Taking this idea, we transfer it to agent- and user capabilities, but
do also consider device capabilities, because an agent needs devices in order to
act in an AAL environment. Furthermore, our approach considers user activities
and describes them also by role restriction axioms. In the following axioms, we
illustrate how this is performed.

Axiom 2 describes an activity named EnteringRoom by using role restriction
axioms. In this example, EnteringRoom is defined by the property requiresAction
with the property range SwitchLightOn, OpenDoor and RegulateClimate which
means, that the activity needs three different actions in order to be successfully
conducted.

EnteringRoom ≡ ∃requiresAction.SwitchLightOn (2)

Axiom 3 defines a user impairment named DebilityOfSight which requires a capa-
bility (e.g. RegulateIllumination) in order to be compensated by the appropriate
agent and its controlled devices.

DebilityOfSight ≡ ∃requiresCapability.RegulateIllumination (3)

Axiom 4 shows that the LightSherlock agent provides the missing capability
named (RegulateIllumination) and has the two purposes to darken or brighten
the user space in order to regulate for the user–in her presence–the brightness
in the rooms in order to compensate the user’s debility of sight. In this way, we
relate the agent capabilities to the user impairment and user activity.

LightSherlock ≡ ∃providesCapability.RegulateIllumination (4)

The RegulateIllumination capability is described by axiom 5 which states that
the mentioned capability is related to two opposite actions.

RegulateIllumination ≡ ∃consistsOfAction.SwitchLightOn

� ∃consistsOfAction.SwitchLightOff (5)

Axiom 6 shows that the Lamp device supports both actions which are linked
in the RegulateIllumination capability. For this reason, the agent can decide to
apply the lamp in order to achieve its purpose to lighten the room. In this way,
we connect all relevant information, and provide a semantic model view for the
agent.

Lamp ≡ ∃supportsAction.SwitchLightOn

� ∃supportsAction.SwitchLightOff (6)

Furthermore, we use property chains to define required capabilities. Axiom
7 shows this by an example. The role requiresCapability is defined by the roles
conductsActivity, requiresAction and belongsToCapability. This means, that a
user (who is defined as the domain of the property) conducts a certain activity.
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This activity requires some action and this action belongs to a suitable capa-
bility. This capability is required by an impairment and defined as the required
capability, which the agent can deduce. By linking the impairment–via the role
(isRequiredBy)–to the activity requirements, we assure that the user is not able
to execute the activity without help. In this cases, the agent can intervene.

conductsActivity ◦ requiresAction ◦ belongsToCapability ◦ isRequiredBy

� requiresCapability (7)

3.3 Automated “Semantification” and Retrieval of Agent Policies

We have seen in the previous sections, that the agent increases its experience
and performance by rewards and by computing policies for given tasks. If these
policies are computed, the next step of the agent is to transform this internal
policy representation into a machine-understandable respectively semantic rep-
resentation. Therefore, the agent maps the policies to semantic rules expressed
in SWRL6. The general representation structure in SWRL is depicted in Eq. 8.

State(StateX) 	 Action(ActionY) 	 Agent(?a) 	 isInState(?a,StateX)
⇒ optimalAction(StateX,ActionY) (8)

This rule structure implies that an optimal action is inferred by a given state.
In order to publish the policy, the agent creates a new semantically annotated
policy wiki page via the MediaWiki API7. The policy page is structured by a
predefined wiki template and linked by the agent to already existing capability
representations in the system. The agent retrieves the suitable capabilities from
the SMW SPARQL endpoint by requesting capabilities filtered by policy actions.
The policy representation is also purported by a wiki template. The agent uses
this template in order to assign and implicitly annotate the appropriate capabil-
ities and rules. Moreover, the agent links all policy states to the policy, in order
to allow other agents to query in a certain state for the right policy. If the policy
page is created and annotated respectively linked to other RDF(S) instances of
the wiki, other agents are able to search for the new published policy via the
SPARQL endpoint.

4 First Results and Conclusion

For the evaluation of our approach, we implemented a Navigation agent. The
task is to navigate from any room to the outdoor area of the building. First,
we provide a task description by SMW. There are five rooms, while the fifth
room represents the outdoor area. Every room has a reward value of zero except
the goal state. We start the RL agent, which computes as expected a policy
representation of the task. The computation provides for every state-action pair
6 https://www.w3.org/Submission/SWRL/.
7 https://www.mediawiki.org/wiki/API:Main page.

https://www.w3.org/Submission/SWRL/
https://www.mediawiki.org/wiki/API:Main_page
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a quality value. Afterwards, the agent subscribes for all registered IoT devices,
which are in our case just virtual sensors, providing appropriate environmental
states. The agent gets informed by a simulator that it is in state Room2. Now
it requests from the SMW the appropriate policy. The policy suggests to go to
Room3. The agent performs an appropriate action. After the action the agent
gets informed that it is in state Room3. According to the policy, the agent can
now decide if it goes to Room1 or Room4. The agent decides randomly out of
the both possibilities for Room4. In Room4 the agent deduces by the policy,
that it has to go to Room5, which is the goal state. In the goal state the policy
provides the rule for staying in the goal state. The evaluation has proven that
the presented approach works for the presented Navigation use case. The future
work is to improve and complement all components of the presented framework
by additional components. The objective is to provide a framework, which can
easily be used by everyone who requires such a collaborative agent-based system.
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Abstract. Nowadays a handful applications are designed to consume
dynamic real-time continuous stream data from IoT, Social network,
Smart sensors and more. Several RDF Stream Processing (RSP) engines
are available to query those data streams. Application designers have
the freedom to select the best available RSP engine based on their appli-
cation requirements. However, this selection needs to be done at design
time resulting in early bound rigid solutions that are unable to adapt
to changing application requirements. In this paper, we have evaluated
two most popular RSP engines to proof that adaptivity is required to
bridge the gap between RSP engines and applications requirement. Then
we propose an adaptive middleware to adapt to dynamic application
requirements during run-time. Moreover, adaptive middleware includes
input and output control, monitoring the status of the underlying RSP
engines, as a result the adaptive middleware is essential when single or
multiple instances of same type engines are available.

Keywords: RDF · Stream processing · Query processing · IoT/WoT ·
Semantic web · Linked data · Data analysis

1 Introduction

Over the last few years, several RSP engines have been proposed for efficient
processing of RDF streams [2–5,8,9]. However, the most popular and deploy-
able RSP engines i.e. CSPARQL, CQELS are affected and differ by multiple
aspects, including the execution method, input data model, query language,
operational semantics, output streaming operators, execution time, processing
techniques Considerable manual efforts go into creating and tuning such diverse
and dynamic engines. In addition to that, application requirements, input data
and workload properties may change over time, often in unpredictable ways. As
a result, a mechanism to adapt to this diversity is required in order to satisfy
user with a best possible way in changing environments by considering the user
requirements and available resources of RSP engines. Due to this diversity, it is

c© Springer International Publishing AG 2017
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https://doi.org/10.1007/978-3-319-69459-7_13
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hard to select a single RSP engine for any particular application. Moreover, few
of the RSP engines capabilities are limited due to the decision made during the
design time of any RSP engine, which can not be changed during the lifespan
of a query engine. Existing approaches to stream query processing mostly offer
rigid solutions and lack the adaptability to accommodate the changing require-
ments of the applications and properties of the underlying data streams. To
satisfy diverse applications requirements data streams need to be queried and
processed in a uniform way and semantic technologies are known for their effec-
tiveness to facilitate the integration of diverse data formats. Existing approaches
are based on SPARQL-like query languages for retrieving and manipulating data
stored in RDF format.

We understand that different RSP engines are proposed with different under-
standing of RDF stream and we also believe that combining their strengths
under a single framework is essential from the users perspective. In this way,
their differences can be used as combined strengths rather than competing with
each other. Consequently, we propose an adaptive layer on top of existing RSP
engines after analysing their strengths and weakness at a granular level to come
up with an efficient solution under a single flexible framework. Summary of our
main contributions are, (a) We identify key application requirements to highlight
the need for adaptivity. (b) We categorise different parameters and features of
RSP engines and showcase how dynamic changes in application requirements can
be handled by adapting to different settings of RSP engine parameters. (c) We
present a conceptual architecture of adaptive RSP engine, which can monitor
application requirements and RSP engine performance in real-time and trigger
adaptivity accordingly. (d) We evaluate the performance of existing two RSP
engines to emphasize the need for adaptivity.

2 Formalization of RSP Features

We classify RSP features into two main categories, (i)design-time features include
aspects such as input data model, query language, execution strategy, supported
output streaming operators, and (ii) run-time features include aspects such as
execution time, time window size, input stream rate and available resources. We
define design time features in Table 1. Matchmaking is required to select the
best RSP engine for a given set of requirements and a set of RSP features. We
formalise this Matchmaking process in the Definition 1.

Notation. A = {ai, i = 1, 2, ..., n} is the set of application requirements. C =
{cj , j = 1, 2, ...,m} is the set of RSP capabilities. ξ = {Ek : k = 1, ..., r} is a
set of engines. Each engine E ∈ ξ has its set of RSP capabilities CE = {cEj ∈
C : j = 1, ...,m}. < a, c > iff an application requirement a ∈ A is matched to a
capability c ∈ C (Table 2).

Definition 1. Given a set of application requirements A. An engine E ∈ ξ is
defined as “the best-matched engine to A” iff:

|f(A,E)| ≥ |f(A,Ek)|,∀Ek ∈ ξ
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Table 1. Narrowed down design time RSP features and denotation

Features Type Description Denotation

Execution Time follows a periodic schedule Xd

Data when new stream data arrives Xt

Output I includes only the new arrivals
added to the relation

Oi

R includes the entire output
relation in the stream

Or

D includes only those which are
deleted from the relation

Od

ERN Yes notifies if there is no
mapping relation

ERNy

No do not provide notification ERNn

Table 2. Systems Comparison

Engine Feature

Execution Output ERN Query Language

CQELS Data I No CQELS Native

CSPARQL Time R Yes CSPARQL Native

SPARQLstream Time R, I, D Yes SPARQLstream Native

Legend: Execution=Query Execution strategy, Output=Output
streaming operators, ERN=Empty Relation notification, Time=Time
driven, Data=Data driven, I/R/D=I/R/D stream, No=Not supported,
Yes=Supported

where f(A,E) = {< a, c >: a ∈ A, c ∈ CE}, and |f(A,E)| is cardinality of
f(A,E)

3 Evaluation of RSP Engines Based on Formalized RSP
Features

To proof the need of an adaptive middleware for RSP and focus the impact of
different design-time and run-time RSP features we have conducted an empiri-
cal evaluation over two RSP engines i.e. CQELS and CSPARQL. We set-up our
testbed using CityBench datasets [1], which are based on real datasets collected
from the City of Aarhus, Denmark. CityBench also provides a set of queries, we
have used three CityBench queries Query 1, Query 4 and Query 6, we named
these three queries Query1 - Query3. We intend to evaluate RSP engines behav-
iour in terms of latency, breaking point and memory consumption of two RSP
engines. All the experiment run on PC environment in a Mac book Pro, processor
2.6 GHz Intel Core i5, Memory 8 GB 1600 MHz DDR3.
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effects of input stream rate on the performance of RSP engines, we intend to
see the effect of different input stream rate in CQELS and CSPARQL in terms
of latency and memory. The delay of input stream was set at different frequency
in millisecond i.e. 200, 600, 800, 1000, 1200, 1400, 1600, 1800, 2000.

effects of concurrent queries on the performance of RSP engines, processing
of concurrent queries in CQELS or CSPARQL demand more memory and include
processing delay. Hence we have registered concurrent queries to both engines
by duplicating the same query.

effects of time Window size in RSP engines, according to the design architec-
ture CQELS and CSPARQL have two different time window mechanisms. In this
experiment, we have used three different sizes of time window with concurrent
queries and different input rates to observe the changes in memory and latency.

3.1 Latency and Breaking Points

Time difference between the input stream and output result stream at an RSP
engine is defined as latency. We have investigated the latency by changing sev-
eral run-time features i.e. varying the input stream rate, registering concurrent
queries and changing the time window size. Three sets of windows have been
used in the experiment i.e. default CityBench query’s windows (3s and 20s),
large windows (9s and 40s) and small (500 ms and 3 s). Figures 1 to 3 depict
the latency of Query1 for CQELS and CSPARQL. We observed that CSPARQL
never responded when the input stream delay is 200 ms to 600 ms but CQELS
seems consistent at lower input stream delay. However, in Fig. 2 both engines
crossed each other at several points.

Fig. 1. Q1-various input delay with single
and 50 concurrent queries

Fig. 2. Q1-various input delay with 20 and
50 concurrent queries

Large window causes the decrement in latency for both engines in Fig. 3
compare to the CityBench default windows in Fig. 1. However, with the 50 con-
current queries in Fig. 3 it takes a rise again. Figure 2 shows that small window
increases the latency. It is worth mentioning here that we have used all three
queries but both engines stop responding after a while.

We observe different critical points (breaking points), where given engines
stop responding. Both engines stopped responding for Query2 and Query3 at
certain points as shown in Fig. 4. This evaluation is helpful to figure out at what
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Fig. 3. Q1-various input stream delay with
single and 50 concurrent queries

Fig. 4. Percentage chart of No results
received with 100 concurrent queries

settings both engines stopped responding, especially when input rate is higher
i.e. input delay is low like 200 ms to 800 ms, at that time both engines stopped
responding and the trend is, misses fewer results towards higher input stream
delay. However, CQELS never stopped responding on Query 1 and CSPARQL
never responded on 200 ms, 400 ms and 600 ms input stream delay for all three
queries.

3.2 Memory Consumption

Figures. 5(a) to 5(d) depicts memory consumption in both engines. CQELS con-
sumed huge memory in Query1 compare to CSPARQL at every experiment
because of multiple streams. However, CSPARQL consumes significantly less
memory in Query1. Consequently, CQELS consume more memory when concur-
rent queries increase in number. Both engines memory consumption go higher
with higher stream rate. However, CSPARQL did not consume less memory than
CQELS with smaller window. Additionally, both engines consumed slightly more
memory with a medium window than a large window.

Fig. 5. Memory consumption at various input delay (a) large window with single query
(b)large window with 50 concurrent queries (c) small window with 50 concurrent queries
and (d) medium window with single query
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4 Adaptive Middleware for RSP

Dynamic applications may require the different combination of RSP capabili-
ties i.e. design time & runtime features. The present status of RSP engine (free
resources) is crucial to select a suitable RSP engine. Hence, we consider present
status, window size, concurrent queries and input stream rate as run-time fea-
tures of RSP engines. We also intend to control input stream rate and output
results rate, where it requires to keep the resource consumption as low as possi-
ble of the RSP engines. Additionally, engine level fail-over can also be handled
by adaptive layer by monitoring underlying engines.

4.1 Adaptive Layer

Adaptive middleware analyses query before registering to an RSP engine by
considering the status of underlying components and finds the best match RSP
engine. Figure 6 shows the architecture of adaptive middleware.

Negotiator receives applications request and divides it into three different
segments i.e. controlling input and output rate, select best match RSP engine
and query handler.

Input stream handler calculates input stream rate, and selects data model
i.e. point based or interval based. In the point based model data arrives at any
time but in the interval based mode data arrives at a certain interval. This
component sets stream pushing rate to RSP engine according to the negotiator’s
instruction.

Status monitor collects resource consumption of RSP engines periodically
and on demand. When memory consumption goes beyond the threshold, status
monitor immediately reports to the negotiator.

Matchmaker is the key component for finding a suitable engine by using
an Algorithm 1 to select an RSP engine. It is a complex calculation as it requires
both design time features and run time features. Initially, we consider design
time features, because of their impact on output results [7,10] and RSP engine’s
status (free resources) as run time features.

Fig. 6. Adaptive middleware architecture
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Algorithm 1. Matchmaker
Input:Application’s requirements, RSP Capabilities, Status and Threshold
Output: Selected RSP Engine

1: procedure BestMatch(M)
2: A ← getApplicationrequirements
3: C ← getRSPCapabilities
4: E ← getAvailableRSPengines
5: S ← getRSPenginesScore()
6: for A ∈ C do
7: MatchedEnginesList ← getMatchedEngines(A,E)
8: for MatchedEnginesList ≤ MatchedEngines do
9: SelectedEngine = BestScoredEngine(E,S)

10: end for
11: end for
12: return SelectedEngine
13: end procedure

We use Multiple Criteria Decision Making (MCDM) [6] technique to select a
suitable best match engine. Five design time and runtime features are considered,
but other features may also be included without any fundamental changes. The
features are numbered from 1 to 5. 1 = Execution 2 = Output operator 3 =
Empty relation notification 4 = Input rate 5 = Memory consumptions. Given a
query Qj in the adaptive layer, there is a set of candidate RSP engines Ej =
E1j, E2j, ...Enj, that can be used. By merging all the design time and runtime
features a matrix F = (Fi, j; 1 <= i <= n, 1 <= j <= 5) is built, where each
row Fj corresponds to a RSP engine Eij and each column corresponds to a
feature dimension. Some features are positive i.e. choosing them to increase user
satisfaction and also helps to occupy system resources without overloading. On
the other hand, some features are negative i.e. the higher the value, the lower the
quality. Hence, positive features are execution strategy, output operator, empty
relation notification and negative features are Input rate, Memory consumption.
Positive features are aligned to Eq. 1 and negative features are aligned to Eq. 2,

Vi,j =

{
Fj

max−Fi,j

Fj
max−Fj

min if Fmax
j − Fj

min �= 0

1 if Fmax
j − Fj

min = 0
(1)

Vi,j =

{
Fi,j−Fj

min

Fj
max−Fj

min if Fmax
j − Fj

min �= 0

1 if Fmax
j − Fj

min = 0
(2)

where Fmax
j is the maximum value of a feature in the matrix F i.e. Fmax

j =
Max(Fi,j), 1 ≤ i ≤ n while Fmax

j is the minimal value of a feature in the matrix
F i.e. Fmin

j = Min(Fi,j), 1 ≤ i ≤ n while Fmax
j , Hence we set a matrix V =

(Vi,j ; 1 ≤ i ≤ n, 1 ≤ j ≤ 5) in which each row Vj corresponds to a RSP engine
Ei,j while each column corresponds to a feature dimension.
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Now we calculate the score of each RSP engines using the following formula,
Score(si) =

∑5
j=1(Vi,j ∗Wj), where Wj ε [0, 1] and

∑5
j=1 Wj = 1. Wj represents

the weight of criterion j. Users express their preferences according to the weight
of each features. Finally based on the score the best suitable engine is selected.

Query handler currently, all RSP engines have different query languages,
though they are extended from SPARQL but they differ from each other. If
the received query language and the selected RSP engine does not match then
query handler transform the query according to the selected RSP engine and
then register the query to the RSP engine.

Output result controller controls the output stream rate according to
the instruction from negotiator. If this module receives results faster than the
application expects then it may discard some results, but it is always better to
control the execution than control the output, that is why we introduce an input
stream handler.

5 Conclusion

RSP engines support the development of smart applications with the capability
of providing continuous query and continuous results, but current RSP engines
lack adaptivity, which is a key solution for improving RSP engines results in
diverse settings. We believe that addressing data and application requirements
can make a difference in the correctness of RSP query results and systems
resource utilisation. In this paper, we considered a few significant features of
RSP engines for the matchmaking process, while this paper proves the neces-
sity of adaptive layer by evaluating two RSP engines, but in future, we will
further evaluate the performance of adaptive layer itself to compare the cost of
adaptivity and monitoring against the performance gain for applications.
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Abstract. Probabilistic Relational Models (PRMs) extend Bayesian
networks (BNs) with the notion of class of relational databases. Because
of their richness, learning them is a difficult task. In this paper, we pro-
pose a method that learns a PRM from data using the semantic knowl-
edge of an ontology describing these data in order to make the learning
easier. To present our approach, we describe an implementation based
on an ontology of transformation processes and compare its performance
to that of a method that learns a PRM directly from data. We show
that, even with small datasets, our approach of learning a PRM using
an ontology is more efficient.

Keywords: Probabilistic relational model · Ontology · Learning

1 Introduction

Probabilistic Relational Models (PRMs) extend Bayesian networks (BNs) with
the notion of class of relational databases. Thanks to the addition of the oriented-
object concepts (e.g. class, instantiation, reference) they offer a new expressiv-
ity to BNs: they provide a qualitative description of the structure of complex
domains while representing the quantitative information provided by the proba-
bility distribution. However, because of this richness, learning PRMs from data
is a difficult task. This is due, on the one hand, to the learning of both the high
level structure (i.e. classes and relations between them) and the low level
structure (i.e. attributes and their probabilistic dependences); that leads us to
deal with a two layers learning problem. On the other hand, their expressivity
allows the modelization of systems with a small amount of data which increases
the complexity of the learning task. These difficulties explain the complexity of
determining the best structure among all the possible ones.

Ontologies are nowadays used as a common and standardized vocabulary
for representing a domain (e.g. in life-science, geography). They organize and
structure the knowledge in terms of concepts, relations between these concepts
c© Springer International Publishing AG 2017
H. Panetto et al. (Eds.): OTM 2017 Conferences, Part II, LNCS 10574, pp. 198–215, 2017.
https://doi.org/10.1007/978-3-319-69459-7_14
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and instances of these concepts [13]. The aim of this paper is to show that we can
use the knowledge represented by an ontology to map the high level structure
of PRMs easing, in this way, the learning of their probability distribution. We
choose to use ontologies as opposed, for example, to relational databases, because
in the future we are interested in modeling non-stationary domains and the
structure of an ontology is more adaptable to changes in the domain than that
of a relational database.

We present, in this paper, our approach of learning a PRM using an ontology.
We propose to use the knowledge of an ontology, first, to define the high level
structure (i.e. the relational schema) of a PRM and, then, to learn this PRM
from data. Using ontology helps us by integrating the experts’ knowledge to ease
the learning in complex domains.

To illustrate our approach of learning a PRM using an ontology, we propose
to use an ontology of transformation processes where a transformation process
can be represented as a sequence of operations, receiving different inputs and
designed to obtain a specific output. Such an ontology allows the representation
of the knowledge of a complex domain with several interesting characteristics:

– it is complex, multiple operations can occur at the same time and are linked
together; inputs and outputs are characterized at multiple scales (i.e. envi-
ronment, population, cellular and molecular) and studied with different types
of measurement (e.g. physiological, biochemical, genetic);

– data is scarce, due to the difficulty to obtain results, this imposes to gather
information from various sources;

– it presents problems of missing data (e.g. a parameter is not controlled)
and missing values (e.g. the process’ instructions are not precise);

– even with complete information, it is still characterized by uncertainty,
instruments used to take measurements during a transformation process are
able to return only an estimation of the quantity observed because their
calibration cannot be entirely defined and repeated from an experiment to
another and some internal and uncontrollable parameters (from both devices
or outside the experiment) can influence the final result.

This paper is organized as follows. In Sect. 2 we present the ontology of trans-
formation processes used, PRMs and their existing learning methods. In Sect. 3
we describe our approach of learning a PRM using an ontology. In Sect. 4 we
present preliminary results where the efficiency of our approach is evaluated
through a comparison of its performance to that of a method that learns prob-
abilistic models without ontology. We conclude in Sect. 5.

2 Backgrounds

2.1 The Ontology of Transformation Processes

To illustrate our approach, we propose to use the Process and Observation Ontol-
ogy (PO2) [9], written in OWL 2, designed to represent transformation processes.
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A transformation process is denoted as a sequence of steps (i.e. operations),
receiving different participants (i.e. inputs) and designed to obtain a specific
product (i.e. output).

An ontology is a representation of the knowledge of a domain and is com-
posed of two main components: the conceptual component where the concepts,
relations between these concepts and axioms are defined and the instance com-
ponent which contains the facts. The conceptual component of PO2 contains the
following three main parts (see Fig. 1):

– Step part: contains the concepts step, itinerary and process
– Participant part: contains the concepts method, mixture and device
– Observation part: contains the concepts observation, scale, measure, sensor
output and computed observation

In this ontology, a process is a whole operation: processes that are the same
share the same goal. A variation in one process is called itinerary. An itinerary
is defined as a succession of different steps linked to each other: each step is
associated to the one(s) following it according to a chronological order. A step is
defined both by its duration and its participants, that can be a method, a mixture
or a material. Participants are characterized by inner attributes defined by exper-
imental conditions; moreover, a mixture is composed of different products that
represent its composition. Finally, during each step, one or more observations
can take place to make measurements of one participant: they are made using
specific participants (independently of the other step’s participants), and at a
specific scale. They have for result a sensor output and/or a computed observa-
tion, each of them can have for value a function or a simple measure. A measure
is characterized by either a quantity and a unit of measure or a symbolic concept
and a measurement scale.

Fig. 1. Simplified schema of the conceptual component of PO2. The ontology is divided
in three main parts: Step, Participant and Observation. These parts interact to each
other through semantic relations.
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Each step is defined as a concept to which a set of descriptor concepts is
linked: participants (i.e. devices, mixtures and methods) are concepts whose
parameters are set a priori ; observations are concepts whose parameters are
measured during the step. Therefore there exists for each step a compartmen-
talization between the different domain’s objects. Moreover, the time relation
linking steps gives information about their relative time (inside the process and
with other steps). The instance component of PO2 allows one to represent differ-
ent transformation processes by a succession of instances of steps and instances
of their associated descriptors.

We introduce an example of a domain ontology about the micro-organisms
stabilization transformation process denoted by PO2

stab. Figure 2(a) gives an
excerpt of the simplified conceptual component of PO2

stab where there are 3 steps:
Fermentation, Culture and Stabilization which are sub-concepts of the concepts
Step and 2 attributes: SugarQuantity and Temperature which are sub-concepts
of the concept Attribute. Figure 2(b) gives an excerpt of the simplified instance
component of PO2

stab. In this example, there are three instances of steps linked
by a linear temporal dependency Fermentation 1 that is before Culture 1 that is
before Stabilization 1. The instance Fermentation 1 of the concept Fermentation
has for participant Mixture 1 (an instance of the concept Mixture) which has
for sugar quantity (the instance SugarQuantity 1 of the concept Attribute) the
value: 2g. Moreover, an observation (the instance Observation 1 of the concept
Observation) was made on the temperature (the instance Temperature 1 of the
concept Attribute) of Mixture 1 which has for value: 5 ◦C.

2.2 Probabilistic Relational Models

Probabilistic Relational Models (PRMs) extend Bayesian networks (BNs) with
the notion of class of relational databases. A BN is the representation of a joint
probability over a set of random variables that uses a Directed Acyclic Graph
(DAG) to encode probabilistic relations between variables (see Fig. 3(a)). How-
ever, in the case of numerous random variables with repetitive patterns (for
instance different steps in the same transformation process), it cannot efficiently
represent every probabilistic link.

PRMs extend the BN representation with a relational structure between
potentially repeated fragments of BN called classes [15]. A class is defined as
a DAG over a set of attributes. These attributes can be inner attributes or
attributes from other classes referenced by so-called reference slots. The analy-
sis of the BNs in Fig. 3(a) reveals two recurrent patterns, that can be translated
into two interconnected classes E and F , as presented in Fig. 3(b).

The high level structure of a PRM (i.e. its relational schema, see Fig. 3(b))
describes a set of classes C, associated with attributes A(C) and reference slots
R(C). A slot chain is defined as a sequence of reference slots that allows one to
put in relation attributes of objects that are indirectly related.

The probabilistic models are defined on the low level structure (i.e. at the
class level) over the set of inner attributes, conditionally to the set of outer
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(a) Excerpt of the simplified conceptual component of PO2
stab

(b) Excerpt of the simplified instance component of PO2
stab

Fig. 2. An example of a domain ontology about the micro-organisms stabilization
transformation process: PO2

stab

attributes and represent generic probabilistic relations inside the classes. This is
the relational model of the PRM (see Fig. 3(c)).

Classes can be instantiated for each specific situation (see Fig. 3(d)). A
system in a PRM provides a probability distribution over a set of instances
of a relational schema [16]. PRMs define the high-level, qualitative description
of the structure of the domain and the quantitative information given by the
probability distribution [5].
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(a) An example of two BNs. The gray areas represent
the repetitive patterns, but are not part of the BN
specification.

(b) The relational schema
of the PRM. It is composed
of two connected classes E and
F .

(c) The PRM relational model. Re-
lational links between attributes were
added to the relational schema in (b).

(d) A system for the PRM in (c). Instantia-
tion of the classes of the PRM representing
the BN in (a).

Fig. 3. BNs and PRMs: the analysis of the BN in (a) reveals two recurrent patterns,
that can be translated into two interconnected classes E and F of a PRM (b) and (c).
An equivalent system can, thus, be constructed through the instantiation of twice the
class E and three times the class F (d).

2.3 Learning PRMs

PRM learning is composed of two different parts: structure selection and
parameter estimation. Structure selection can be decomposed in two layers:
a high level layer that organizes the knowledge under an entity-relation pattern
(using classes and references); and a lower level layer that employs a graphical
language to represent the probability distribution in a compact way by exploiting
the probabilistic dependencies between the attributes. The relational schema
is learned with the high level layer while the relational model is the final
result of structure selection. Due to these multiple layers, the number of free
parameters is high, and the target model is not unique: selecting one requires
making subjective choices. Moreover, the richness of this tool allows us to rep-
resent new and complex systems where data can be scarce or incomplete. This
can be another obstacle while learning PRMs, for example, in life science.

In [5] an algorithm based on an heuristic search, such as a greedy algo-
rithm, is proposed to select the legal structure (i.e. a structure representing a
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coherent probability model) with the highest score. The score proposed has a
decomposability property that helps to analyze small parts of structures, easing
the search. Other score-based approaches have been equally proposed based on
a relational extension [6].

On the contrary of heuristic search, dependency analysis tries to discover
dependency relations from the data itself and then attempts to learn the struc-
ture. This constraint guided approach was exploited in [10] that extends to the
relational context, or in [4] that proposes an exact approach to learn PRMs.

In this paper we propose to learn a PRM starting from its relational schema.
This relational schema can be deduced from a relational database, however
ontologies can also be used to define it. In fact, the notions of class in PRMs
and of concepts in ontologies are very similar. We therefore propose to deduce
the relational schema of a PRM from the concepts’ structuration defined in the
ontology’s conceptual component.

The use of ontology has already been proposed for learning BNs [3,8] and
Object Oriented Bayesian Networks [1]. An approach to define a relational
schema from an ontology has been proposed in [11], but the task of learning
PRMs using an ontology has not been addressed yet.

Indeed, once the structure of the relational schema is known, learning the
relational model of a PRM can be compared to selecting the structure of a BN
[6]. The main difference is that probabilistic dependences between attributes in
the same class are forced to be identical: the PRM relational schema and the
ontology’s semantic knowledge give us patterns on which to learn.

3 Learning a PRM Using an Ontology

We present, in this section, our approach to learn PRMs using ontologies. We first
present the relational schema mapping from the PO2’s conceptual component
and then our ON2PRM algorithm.

3.1 Relational Schema Mapping

We briefly present our relational schema mapping from the PO2’s conceptual
component that relies on the one proposed in [11]. Our mapping was motivated
both by the description of transformation processes in PO2 and the definition
of state as explained in the theory of control and expert systems.

In the theory of control, a system can be described as a succession of states
through time [14]. A state contains a set of every attributes that enables to
describe the system. Observations can be made to evaluate these attributes:
however, the act of observing is independent of the state itself. These definitions
and the semantic representation of transformation processes defined in PO2

allow us to define the following temporal dependences properties:

– Observations can be longer in time than the states they are observ-
ing. For instance, some measurement methods in biology are based on time
dependent reactions; in this case, the result of observations can be physically
obtained even if the step linked to these has ended before;
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– States influence the result of observations, but observations do not
influence states’ values. From this property, we can deduce that observa-
tions cannot influence other observations.

In the relational schema, we therefore propose to define two classes built from
the ontology’s concepts defined in its conceptual component:

– The Participant Class, P. It groups every a priori attributes: the
attributes of the participant concepts mixtures, devices and methods (Fig. 1).

– The Observation Class, O. It groups every measured attributes.

At each time step t, we instantiate these two classes: Pt and Ot. We call Step,
denoted by St, the couple Pt and Ot.

The temporal dependences properties introduced above can be formalized
between the two classes Pt and Ot as the following temporal dependences
constraints: Pt can have none or multiple P parents at time t − 1 (that we
call altogether Pt−1), but always maximum one child at time t + 1 (Pt+1). Ot

only depends on Pt. To each P class an O class is linked. Through slot chain,
each PT class has access to every attributes of Pt with t<T, and each Ot has
only access to the attributes of Pt.

The relational schema mapped from the PO2 ontology is represented in Fig. 4:
the arrows represent the reference slots; given two classes Pt and Pt−1, Pt−1

o→ Pt means that Pt’attributes can depend on Pt−1’s, attributes of Pt−1 can
be parents of attributes of Pt. However, according to the temporal dependences
constraints, attributes of Ot−1 cannot be parents of attributes of Ot.

Fig. 4. Relational Schema mapped from the PO2 ontology for two steps.

This relational schema has two interesting properties we use in the learn-
ing. First, it preserves the compartmentalization between the different steps
and between participants in the process and observations about the process.
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In the relational schema the attributes of an observation class only depend on
the attributes of the participant class it is associated with. This will allow us to
consider, while learning the relational model, only meaningful attributes, which
are defined in the conceptual component of the ontology. In example of Fig. 2,
we can deduce from the instance component of PO2

stab that the SugarQuantity
is an attribute of the mixture in the Participant class and the Temperature is
an attribute of the Observation class. Moreover, we can deduce that these two
attributes are specific to the Fermentation step.

Second, it preserves the integrity of the steps through time: a choice made
at time t (i.e. the value of an attribute of Pt) cannot influence an observa-
tion at time t − 1. This leads us to define the direction learning constraint
used in the learning presented below: if attributes are dependent in the instance
component of PO2, the learnt links between them can only have one direction.
In example of Fig. 2, we can deduce from the instance component of PO2

stab

that the sugar quantity, an attribute of the mixture, can have an influence on
the temperature, an observation attribute of the mixture. Moreover, considering
that the fermentation step is before the culture step, the sugar quantity can also
have an influence on the values of the attributes associated with the culture step.

In the next subsection, we present our algorithm for learning PRMs’ rela-
tional models using its relational schema and the ontology PO2.

3.2 Our ON2PRM Algorithm

The learning approach we propose for learning a PRM given its relational schema
is very similar to a classic approach for learning BNs. However, we propose to
use the semantic knowledge of the ontology: the concepts’ structure defined in
its conceptual component and the links between concepts defined in its instance
component, as presented in the mapping defined above.

Let us consider a database D about a transformation process, where each
attribute using concepts defined in the conceptual component of the ontology is
represented (e.g. fermentation is a step according to the concepts’ hierarchy of
PO2

stab as presented in Fig. 2). Following the compartmentalization property
introduced in the relational schema, several sub-databases are created, during
the learning from D, each containing the data of one step: only the attributes of
this step (i.e. attributes from the Pt and the Ot classes) and their parents (i.e.
attributes from the Pt−1 class) are considered. This ensures that the organi-
zation between participant and observation is preserved. Afterwards, using the
direction learning constraint, we force a learning order over the attributes of
the same sub-database. This ensures that the temporal order between steps is
preserved. However preserving organization and temporal order does not imply
links existence but only that, if they exist, the orientation of the links is defined
by the direction and the organization given. In example of Fig. 2, we can deduce
from the instance component of PO2

stab that the attribute quantity of sugar is
included both in the fermentation Pt and the culture Pt−1, while the temper-
ature is only included in the fermentation Ot class.
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We call ON2PRM(M) our algorithm of learning a PRM’s relational model
from an ontology where M is a learning method for Bayesian Networks that can
be used to draw probabilistic dependencies between attributes from a database.
For each step (e.g. the steps fermentation, culture and stabilization in Fig. 2), the
ON2PRM(M) algorithm uses M over the attributes (e.g. the attribute quantity
of sugar in the fermentation Pt and the culture Pt−1 and the attribute tem-
perature in the fermentation Ot class) following the established learning order
to learn a small BN for each identified class of the PRM. Once every class has
been learnt, the PRM relational model is defined and can be instantiated.

Input: ontology PO2 + relational schema + database D + learning
method M

Result: a PRM relational model
//the for loop is justified by the compartmentalization property of the
relational schema

//the identification of the steps relies on the concepts and concepts’
hierarchy defined in the conceptual component of PO2

for each step at time t do
//the identification of the attributes relies on the concepts and concepts’
hierarchy defined in the conceptual component of PO2 ;

identify attributes for Pt ;
identify attributes for Pt−1 ;
identify attributes for Ot ;

create a sub-database from D from the identified attributes;

//the learning order is defined from the instance component of PO2

as defined in the direction constraint ;
define the learning order ;

learn a BN of a PRM class from sub-database + learning order +
method M ;

end
//the PRM relational model is the set of the PRM classes generated above,
linked to each other following the PRM relational schema ;

create the PRM relational model ;

Algorithm 1. ON2PRM(M): Learning a PRM using an ontology

As explained in Sect. 2.2, the PRM relational model can be instantiated with
data in D providing the system of the PRM. In the following we use the instan-
tiated PRM to compare the performance of our approach to that of a method
that learns BNs directly from data. We demonstrate that, thanks to the use of
the semantic knowledge represented in an ontology, learning a PRM with an
ontology is more efficient than learning without an ontology. We compare the
performance of learning with our algorithm ON2PRM(M) to the performance
of learning only with the method M .
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4 Experiments

In order to validate our approach we propose to compare the performance of
learning with and without ontology implementing two learning methods1:

– Greedy Hill Climbing algorithm with BIC score, denoted by M1;
– Local Search with Tabu List algorithm with BDeu score, denoted by M2.

The proposed experiment consists in comparing the instantiated PRM, learnt
with ON2PRM from a database D of transformation processes and PO2, with a
BN learnt from D, using both methods M1 and M2. All our experiments were
implemented using the PyAgrum Python library [7].

In order to have an experiment as generic as possible, we perform our learn-
ings from several randomly generated databases Di. We first present the gener-
ation of our test databases and then our results.

4.1 Databases Generation

The databases generation (1) generates PRM relational models representing
transformation processes using the PRM relation schema of Fig. 4 and (2) builds
the domain ontologies corresponding to the generated PRM relational models.
We first present the generation of the PRM relational models, then the construc-
tion of the corresponding domain ontologies, finally the databases generation.

The PRM Relational Models Generation. One of our motivations to study
transformation processes is their complexity (of which we presented the main
characteristics in the introduction section. One process cannot therefore encom-
pass alone the entire diversity spectrum of processes. We define five process
complexity degrees criteria to randomly generate PRM relational models
representing transformation processes as much as possible generic:

1. the number s of steps in a process;
2. the maximal number p of parallel steps, representing how many parents a

step can have;
3. the number n of attributes in a class;
4. the number m of modalities for the attributes;
5. the number d of probabilistic dependencies an attribute may have.

The higher the process complexity degrees criteria are, the harder to learn
the corresponding PRM relational models are. As a matter of fact, during the
learning phase of a PRM relational model:

– a high number of steps induces more PRMs’ classes to learn;
– a high number of parallel steps, attributes and probabilistic dependencies

induces more possible links to draw;
– a high number of modalities induces a more difficult learning.
1 These are two standard well known methods for learning BN. These and others

methods can be found in [12].
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In the following, we assume that the process complexity degrees criteria are
better addressed by ON2PRM where the ontology semantic knowledge reduces
the learning’s complexity. Therefore, we argue that if the results of our app-
roach outperforms that of a standard method for simple processes, it will have
better results in learning more complex processes. Considering this assump-
tion and to be as close as possible to the modelization of real transformation
processes, we decided to fix two process complexity degrees criteria: m = 2 (i.e.
binary attributes) and d = 3, and to have three criteria that vary: s ∈ {3, 5, 8},
p ∈ {1, 2, 3} and n ∈ {2, 4}. This leads us to have 16 different configurations
of possible processes, not considering the case s = 3 and p = 3 (i.e. a process
composed of only three parallel steps without interaction) because it is not inter-
esting.

With these 16 configurations, we can generate several different PRM rela-
tional models because of the possible relations between attributes. For example,
links between steps are decided randomly, given s and p (see Fig. 5(a)); moreover,
even inside the same class or sequence of two steps, links between attributes are
decided randomly given n (see Fig. 5(b)). We generate 10 PRM relational models
for each configuration, that corresponds to a total of 160 processes.

(a) Fixed s = 5
and fixed p = 3

(b) Fixed n = 2 and fixed d = 3

Fig. 5. Possible differences with fixed parameters

These PRM relational models will be on the one hand used to generate the
test databases and on the other hand considered as the original models, i.e. the
ground truths in the experiments’ evaluation.

The Domain Ontologies Generation. In parallel to the generation of these
PRM relational models, we build several domain ontologies, denoted by PO2

domi
,

necessary for our ON2PRM learning algorithm. The domain ontology’s genera-
tion is done using the same process complexity degrees criteria defined above.
The number s of steps and the number n of attributes are used to create the
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conceptual component of each domain ontology PO2
domi

; the number p of par-
allel steps are used to create its instance component. For example, the domain
ontology PO2

stab of Fig. 2 has s = 3, n = 2 and p = 1.

Databases Generation. From each of the 160 PRM relational models, we
generate 100 times four databases of different sizes as presented in Fig. 6: 100
databases of size 50, 100 databases of size 100, 100 databases of size 150 and 100
databases of size 200. The database size refers to the number of examples in it.
We therefore generated 16 ∗ 10 ∗ 400 = 64 000 databases for experiments.

Fig. 6. Databases generation

4.2 Results

We evaluate the performance of ON2PRM in learning the relational model of a
PRM by comparing its performance with that of a method that learns proba-
bilistic models without using an ontology.

The learning is performed on the 64 000 databases Di generated above.
We compare the instantiation of the relational models learnt by our algorithm
ON2PRM using both learning methods M1 and M2, denoted by ON2PRM(M1)
and ON2PRM(M2), with the BNs learnt by M1 and M2 alone. With the stan-
dard approach, the learning is done directly from the database.

The performance of our algorithm is evaluated using structural analysis (i.e.
recall, precision and f-score scores) by comparing the structure of the graph
learnt to the one of the ground truth. More precisely, let Ci, i ∈ [1, 16], be one
of the 16 possible process configurations, P i

j , i ∈ [1, 10], be one of the 10 PRM
relational models generated from the configuration Ci and Di,j

k , k ∈ [1, 4], be one
of the 400 databases generated from the PRM relational model P i

j . The model
(relational model or BN) learnt from the database Di,j

k with one of the four
different methods ON2PRM(M1), ON2PRM(M2), M1 and M2 is compared
with its ground truth P i

j .
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Let us notice that due to the semantic value added, edges orientation is
crucial: that is why we consider the presence of arcs as well as their orientation
while evaluating the performance.

Three different structural parameters were evaluated: recall, precision and
F-score [2]. Recall is used to estimate the number of links found out of the total
we have to find. Precision allows the estimation of the proportion of true links
among the ones found. F-score is the average of recall and precision. In order
to compute these parameters, we have to count the number of true positive and
true negative (i.e. right learning), and false positive and false negative (i.e. wrong
learning). These are defined following the heuristic reported in Table 1.

Table 1. Heuristic used to compare two BNs. TN: True negative. FN: False negative.
TP: True positive. FP: False positive

Learned Model

∅ → ←
∅ TN FN FN

→ FP TP FN

← FP FN TP

Precision, recall and F-score are computed with the following equations:

Recall =
TP

TP + FN
Precision =

TP

TP + FP

F-score =
2 ∗ Recall ∗ Precision

Recall + Precision

In Table 2 we report the F-score of ON2PRM(M1) compared with M1 and
ON2PRM(M2) compared with M2 on a database of size 50. In all cases, results
with ontology are significantly better than without. This can be explained by the
two properties of the ontology that are preserved by the relational schema (as
explained in Sect. 3.1): both compartmentalization and the direction constraint
drastically reduce the number of possibilities the method M can consider in the
ON2PRM(M) algorithm.

Recall and precision are both as significant as F-score; however depending on
the methods, performance varies. Precision tends to be, in fact, better with M1,
while recall is better with M2. Since the difference between recall and precision
for M2 is smaller than for M1, it explains why M2 has the best F-score. Table 3
shows performances’ comparison between different databases’ sizes (50, 100, 150
and 200) and between different process complexities (high-complexity processes
(b) and low-complexity processes (a)). This score rises with the augmentation
of the size of the database.

Even with few data a difference between the two learning approaches
appears. Moreover while raising the size of the database, every score increases.
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Table 2. Variation of F-score in function of different parameters tested with a database
of size 50 with 100 repetitions: (mean [confidence interval 99%]). bold: highest value
in column, italic: lowest value in column. s: number of steps, p: maximal number of
parallel steps, n: number of attributes

s p n ON2PRM(M1) ON2PROM(M2) M1 M2

3 1 2 0.40 [0.03] 0.27 [0.03] 0.56 [0.03] 0.33 [0.03]

4 0.33 [0.02] 0.25 [0.02] 0.45 [0.02] 0.26 [0.02]

2 2 0.24 [0.03] 0.17 [0.03] 0.43 [0.03] 0.26 [0.03]

4 0.25 [0.01] 0.20 [0.01] 0.38 [0.02] 0.24 [0.02]

5 1 2 0.40 [0.02] 0.29 [0.02] 0.54 [0.02] 0.27 [0.02]

4 0.30 [0.01] 0.22 [0.01] 0.43 [0.01] 0.22 [0.01]

2 2 0.37 [0.02] 0.27 [0.02] 0.54 [0.02] 0.27 [0.02]

4 0.29 [0.01] 0.21 [0.01] 0.42 [0.01] 0.21 [0.01]

3 2 0.37 [0.02] 0.28 [0.02] 0.52 [0.02] 0.27 [0.02]

4 0.28 [0.01] 0.22 [0.01] 0.41 [0.01] 0.21 [0.01]

8 1 2 0.45 [0.01] 0.29 [0.02] 0.58 [0.01] 0.25 [0.01]

4 0.31 [0.01] 0.21 [0.01] 0.43 [0.01] 0.17 [0.01]

2 2 0.37 [0.02] 0.25 [0.02] 0.52 [0.02] 0.22 [0.01]

4 0.31 [0.01] 0.22 [0.01] 0.44 [0.01] 0.18 [0.01]

3 2 0.34 [0.02] 0.24 [0.02] 0.52 [0.02] 0.22 [0.01]

4 0.31 [0.01] 0.22 [0.01] 0.43 [0.01] 0.18 [0.01]

Table 3. Comparison of performances for recall, precision and F-score for M1 and M2
with different sizes of the database (mean [confidence interval 99%]).

Method Length
Recall Precision Fscore

ON2PRM(M) M ON2PRM(M) M ON2PRM(M) M

M1
50 0.26 [0.04] 0.16 [0.03] 0.95 [0.05] 0.81 [0.09] 0.4 [0.05] 0.27 [0.04]
100 0.39 [0.04] 0.24 [0.04] 0.97 [0.02] 0.87 [0.07] 0.54 [0.05] 0.37 [0.05]
150 0.47 [0.04] 0.28 [0.04] 0.97 [0.02] 0.86 [0.06] 0.62 [0.04] 0.41 [0.05]
200 0.51 [0.04] 0.31 [0.04] 0.97 [0.02] 0.88 [0.06] 0.66 [0.04] 0.44 [0.05]

M2
50 0.44 [0.04] 0.27 [0.04] 0.82 [0.04] 0.46 [0.05] 0.56 [0.04] 0.33 [0.04]
100 0.53 [0.04] 0.33 [0.04] 0.90 [0.03] 0.61 [0.06] 0.66 [0.04] 0.42 [0.05]
150 0.57 [0.04] 0.38 [0.05] 0.92 [0.03] 0.69 [0.05] 0.70 [0.03] 0.48 [0.05]
200 0.61 [0.04] 0.4 [0.04] 0.94 [0.02] 0.72 [0.05] 0.73 [0.03] 0.50 [0.05]

(a) Parameters of the process: s = 3, p = 1, n = 2

Method Length
Recall Precision Fscore

ON2PRM(M) M ON2PRM(M) M ON2PRM(M) M

M1
50 0.19 [0.01] 0.13 [0.01] 0.91 [0.02] 0.61 [0.03] 0.31 [0.02] 0.22 [0.01]
100 0.29 [0.01] 0.21 [0.01] 0.93 [0.01] 0.73 [0.03] 0.44 [0.01] 0.33 [0.02]
150 0.36 [0.01] 0.27 [0.01] 0.94 [0.01] 0.77 [0.02] 0.52 [0.02] 0.40 [0.02]
200 0.42 [0.01] 0.32 [0.02] 0.94 [0.01] 0.8 [0.02] 0.58 [0.02] 0.46 [0.02]

M2
50 0.33 [0.02] 0.19 [0.01] 0.61 [0.02] 0.16 [0.01] 0.43 [0.02] 0.18 [0.01]
100 0.42 [0.02] 0.26 [0.02] 0.78 [0.02] 0.32 [0.02] 0.54 [0.02] 0.29 [0.02]
150 0.48 [0.02] 0.32 [0.02] 0.84 [0.02] 0.44 [0.02] 0.61 [0.02] 0.37 [0.02]
200 0.52 [0.02] 0.36 [0.02] 0.87 [0.01] 0.52 [0.02] 0.65 [0.01] 0.42 [0.02]

(b) Parameters of the process: s = 8, p = 3, n = 4
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In order to quantify and compare the performance of learning with ontology and
without, we introduce the following ratio of the performances:

ratio =
performance with ON2PRM

performance without ON2PRM

The more the ratio is above 1, the more the learning with the ON2PRM
algorithm is efficient. We have used this value to compare the evolution of scores
with processes complexity and the different complexity degrees defined (number
of step s, number of parent p and number of attribute n).

Figure 7 illustrates the evolution of the ratio for two processes. The ratio is
always above 1, but it is also decreasing with the augmentation of the database
size. Depending on the methods this decrease can be narrower or wider: while M1
stays practically stable M2 drops faster. Moreover the ratio varies equally with
the complexity for M2: ON2PRM efficiency is higher with a complex process.

(a)
Simple process (s = 3, p = 1, n = 5)

(b)
Complex process (s = 8, p = 3, n = 5)

Fig. 7. Evolution of F-score ratio for two different processes with the database length

s 3 5 8

n 3 5 3 5 3 5

Ratio 1.70 1.95 2.35 2.45

Fig. 8. Evolution of F-score in function of n (p = 1, D size = 50) and ratio evolution
in function of n and s for M2.
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Figure 8 shows correlation between the number of attributes and the number
of steps: the more a process is complex in terms of attributes, the lower is the
F-score. Moreover, for the same number of attribute, the F-score decreases in
case of the learning without ontology while it stays stable with ON2PRM. This
explains that the ratio measure increases with the number s of steps (b).

5 Conclusion

In this paper, we presented an approach to learn a PRM by using expert knowl-
edge extracted from an ontology. The advantage of our approach is that (i) the
high level knowledge structure organization needed to construct the relational
schema can be found directly in the ontology and (ii) this relational schema com-
bined with the semantic knowledge represented by the ontology eases the learn-
ing afterward. Thanks to the addition of this semantic knowledge the learning’s
complexity is reduced and the learnt models are more meaningful than those
learnt with a simple direct learning. In our experiments we demonstrated the
efficiency of our approach compared to the one without prior knowledge, even
in low-complexity processes or with few data.

In future works, we will generalize this approach to consider different tempo-
ral relations such as, for example, the time duration of the observations. In this
paper, we identified the mapping between classes in the ontology and the PRM,
and the temporal dependency properties from the concepts’ structuration and
the relations of an ontology, following the approach presented in [11]. A global
framework of completely automated ON2PRM extraction from an ontology con-
ceptual component and its instance component will face two main challenges:
the discovery of oriented relations in ontologies (from data, from expert, etc.)
and more complex relations between concepts in ontology and classes in PRM
(more complex than a one-to-one mapping). We intend to address these issues
by testing our approach and its limits on different ontologies.
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Abstract. The Internet of Things is coming and it has the potential to change
our daily life. Yet, such a large scaled environment needs a semantic back-
ground to achieve interoperability and knowledge diffusion. Furthermore, this
open, distributed and heterogeneous environment raises important challenges,
such as trustworthiness among the various types of devices and participants.
Developing and sharing ontologies that support trust management models and
applications would be an effective step in achieving semantic interoperability on
a large scale. Currently, most of the ontologies and semantic description
frameworks in the Internet of Things are either context-based or at an early
stage. This paper reports on identifying and incorporating social and non-social
parameters involved in the Internet of Things in a general-purpose ontology that
will support trust management. This ontology will include among others data
and semantics about trust principles, involved parties, characteristics of entities,
rating parameters, rule-based mechanisms, confidence and dishonesty in the
environment. Defining an ontology and using semantic descriptions for data
related to trustworthiness issues will provide an important instrument in
developing distributed trust (reputation) models.

Keywords: Ontologies � Semantics � Trust management

1 Introduction

The Internet of Things (IoT) aims to create a world where everyone and everything,
called Things, will be connected, changing the way people live, work and communi-
cate. Numerous research areas and applications is expected to benefit from this large
scaled environment. Smart environment, living and healthcare are just a few cases [6].
Yet, this revolution has to be supported by an effortless diffusion of knowledge. Hence,
promoting and applying semantic technologies to the IoT is vital for the needed
interoperability. However, IoT raises challenges, such as intelligence and trustwor-
thiness, due to its open and distributed nature which is combined with the enormous
heterogeneity of things. The heterogeneity makes it difficult to standardize interaction
and communication. The open and distributed environment allows malicious partici-
pants to pose a serious threat to the proper functioning of the network, harming its
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credibility. Hence, Things acting in such an environment will have to make decisions
about the degree of trust that can be invested, a vital but challenging task. [7, 8, 11]

Although there is no single accepted definition for trust, there is a wide range of
proposed trust and reputation models [12]. This diversity, the context-based approaches
and definition discrepancies lead to a need for a general-purpose ontology for trust.
Such an ontology will improve knowledge reusability and diffusion, enabling inter-
operability regardless of trust algorithms and/or mechanisms. Furthermore, it will
support the design and development of novel approaches.

This paper reports on identifying and incorporating social and non-social param-
eters involved in the IoT in a general-purpose trust ontology, called ORDAIN.
Non-social parameters are concepts related to establishment and maintenance of trust
relationships. Usually, they can be found at most trust models and mechanisms. On the
other hand, although, the IoT is not considered as a social network, studying the
potential societal impacts and relationships objects and/or people is essential. In fact,
research on the IoT is expected to shift from intelligent objects to objects with a real
social consciousness. Hence, the social dimension of the IoT is currently an open
research area [8, 10]. ORDAIN attempts to include data and semantics related to trust
mainstream concepts and novel social approaches. The aim is to provide an instrument
in developing distributed trust (reputation) models, which on their turn will allow
Things to establish and maintain social relationships based on their experiences,
preferences and requirements without complex underlying protocols.

2 Defining Trust and Reputation

A reference trust definition is provided by Dasgupta [2], according to him trust is a
belief an agent has that the other party will do what it says it will (being honest and
reliable) or reciprocate (being reciprocative for the common good of both), given an
opportunity to defect to get higher payoffs. In other words, trust is generally defined as
the expectation of competence and willingness to perform a given task. Yet, the
involved parties are likely to be self-interested and might not always complete
requested tasks. Moreover, given that the system is open, they can change their identity
and re-enter, avoiding punishment for any past wrong doing. Since involved parties
may be dishonest, reputation is a core element at trust establishment, in the sense that a
better reputation can lead to greater trust. In general, reputation is the opinion of the
public towards a party. Reputation allows parties to build trust, helping them to
establish relationships that achieve mutual benefits [7].

Risk is a situation that involves exposure to danger or loss, since the probability of
loss is usually non-zero. Hence, the amount of risk that a party may be willing to
tolerate is directly proportional to the amount of trust that the party has in the other
party. Finally, for purposes of better understanding consider a party A interacting with
a party X; party A can evaluate the other party’s performance, affecting its reputation.
The evaluating party (A) is called truster whereas the evaluated party (X) is called
trustee. After each interaction, the truster has to evaluate the abilities of the trustee
according to some parameters, such as response time, validity or cooperation.

ORDAIN: An Ontology for Trust Management in the IoT 217



3 ORDAIN Ontology

3.1 Ontology Contents

The first step towards an ontology for trust management is to study and classify all
concepts that affect reputation, the establishment and maintenance of trust between
parties. Information sources, criteria, metrics and entities’ roles are just a few of these.
This subsection provides part of the reference taxonomy. This work is the result of a
thorough literature review and previous work on reputation models [1, 4, 5, 7, 8, 12]. In
order to elicit the requirements for such an ontology we compared available reputation
models, extracting common concepts and relationships. Next, we studied IoT issues,
such as the fact that devices are often not connected to the owners, and we tried to
discard concepts that are or seem non applicable to IoT while we kept those that can be
adopted even with some modifications.

Type of Trust
Trust can be distinguished in communication, information, social and cognitive trust.
Communication trust studies uncertainties that cause low communication quality.
Cognitive trust refers to truster’s confidence or willingness to rely on trustee’s com-
petence. Social trust refers to entities’ social relationships and how they affect trust-
worthiness, including metrics about influence, proximity, social ties and similarity.

Type of Control
There are two system types, centralized and distributed. A centralized approach
identifies a central authority that observes, manages and controls the system. A dis-
tributed approach has no central authority. Centralized approaches, usually, lead to
global reputation values whereas distributed approaches lead to personalized
estimations.

Roles of Involved Parties
Parties may act as Trusters, Trustees, Recommenders or Witnesses. A witness provides
reports based on personal previous experience whereas a Recommender usually
propagates reports based on others’ experience or observation.

Characteristics of Involved Parties
Each entity has its own unique characteristics. It is not possible to provide here an
exhaustive list of the characteristics that might have an entity. Yet, the most common of
them are trade relationships, occupation or type of service, club membership, etc.

Information Context
Contextual information is the means for a meaningful description of all available data,
providing sufficient details about how parties interact. In the literature most cases refer
to a single context domain whereas other more complex cases refer to multiple.
Multiple context could be the result of multi-sourcing rating collection.

Information Sources
Collecting ratings in an open, distributed environment is not always easy. Possible
sources are direct experience which is the result of an individual’s personal interactions
or direct observation where a party observes the interaction between two other parties
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and records its opinion. Additionally there are cases of indirect experience, provided by
witnesses and recommenders, called relational or social networks based trust. There is
also another case, called derived information, which is obtained from sources that were
not explicitly designed to be used as reference sources but act as such under specific
circumstances. Finally, there is prejudice, which is a source that allows bootstrapping
of trust and reputation when no other information is available.

Information Aggregation
Aggregation is the mechanism behind the estimation process. The counting category
includes summation, averaging, weighting and normalization, considering reputation
as single value. Other approaches consider reputation as a multiple discrete value,
using qualitative values for the rating procedure, such as “Untrustworthy”. Another
aggregation category involves probabilistic approach that computes the likelihood of a
hypothesis being correct. An improvement of this category, is the aggregation that uses
logic. This is the case of rule-based mechanisms. There are approaches that use fuzzy
logic or defeasible logic. Finally, there are the social approaches. They adopt principles
mainly from social graphs and peer-to-peer networks.

Types of Evaluation
There are two evaluation approaches, the holistic and the atomistic. In the atomistic
approach all past interactions are detailed described and taken into account. Some
management systems in order to take into account more recent ratings, use weights and
a time window. In the holistic cases, systems use summarized information rather than
detailed reports in order to provide a single, overall trustworthiness estimation.

Evaluation Criteria
It is not possible to provide an exhaustive list of criteria. Besides, they are
domain-specific. Yet, there are some of them that are frequently used in most models,
e.g. response time, validity, cooperation, competence, correctness and outcome feeling.

Data Aging
Data aging is a technique that can reduce the available set of reports that have to be
processed. Decaying information is the most common approach. It reduces the confi-
dence and granularity of older rating reports as time passes. Another approach is to
discard information after a specific time period or used-defined criteria.

Reward or Punishment
Self-interested entities are unwilling to sacrifice time and resources in order to con-
tribute in a trust management system. Hence, there is a need for a motivation mech-
anism. To this end, there are two possible approaches, namely explicit rules and
incentives. Rules force an entity to act only within a predefined manner. Incentives
(or disincentives) motive or even guide entities by using rewards and/or punishments.

3.2 Ontology Implementation

The proposed ORDAIN ontology is an attempt to provide a reusable trust taxonomy
and a tool that will support the development of novel trust management systems. It
provides the necessary information that will clarify trust issues while new approaches
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in trust management, such as graph-based trust propagation, will promote research in
the field. This section provides some information regarding the core implementation of
the proposed ontology in OWL, using RDF/XML Syntax.

Involved Parties and Ratings
Involved parties, as discussed, can have any of the four potential roles: Truster, Trustee,
Recommender and Witness. Yet, at a specific time point they comply only with one of
them. As a result, the role classes, subclasses of class Entity, are disjoined in ORDAIN.
Each of these classes is associated with a number of properties, such as those presented
below for the Truster case. A Truster isInterestedIn a specific Trustee whereas it
may requestsInformationFrom some Wintesses (Fig. 1). A Trustee could
hadPreviouslyInteracted with a witness. If this witness isRequested
InformationBy (inverse property with requestsInformationFrom) the
aforementioned Truster will provideRating (range: Rating).

Ratings are core elements in reputation management. From a practical point of
view, they include the evaluation data. A typical rating (Fig. 2) is in the form:

Aggregating Mechanism
Aggregation rating reports and trustworthiness values is perhaps the most difficult and
challenging aspect of a trust management system. There are plenty of approaches while
new are frequently proposed. ORDAIN includes each category as class with a number
of subclasses and plenty of properties. For instance, a typical graph aggregation
mechanism includes the following:

Fig. 1. Part of Truster class’ source code.
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Actually, each of these elements/values, just like above, are associated with the
class GraphAggregation, subclass of AggregationMechanism, with appro-
priate properties, such as hasNumOfNodes that refer to an integer number (rdf:
resource=“&xsd;integer”).

Combining Information Sources
Combining different types of experience and, thus, available trustworthiness values is a
really challenging task and, actually, an open research area. However, ORDAIN
includes the TrustCombining class, with a number of subclasses (e.g. Weighted
TrustCombining), that can be considered as a guideline.

Beardly speaking, ORDAIN includes a variety of classes and properties that can
enable a different degree of trust management simulation and implementation based on
the domain specific needs.

Fig. 2. Part of Rating class’ source code.
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4 Related Work

In the IoT a common agreement on ontological definitions is still an open research
issue. Ontologies and semantic frameworks are either at an early stage providing just a
few basic properties or they are defined in the context of different projects.

For instance, in [3] authors propose a service oriented ontology. They assume that
trust can be directed towards either an agent, product or service. They propose an
ontological representation of agent, service and product trust in the sense that an agent
develop trust in an agent, product or service. In their approach there are three distinct
domains, namely Agent Trust Ontology, Service Trust Ontology and Product Trust
Ontology. Opposed to that limited approach, we provide a single general-purpose
ontology that can be adopted in a variety of domains. However, we do acknowledge
that services, being an important component, are involved in the IoT.

In [9] authors propose an ontology-based framework for information fusion, as a
support system for human decision makers. They build their approach upon the concept
of composite trust, consisting of four trust types, communication, information, social
and cognitive trust. Based on the concept of multidimensional trust, they constructed a
composite trust ontology framework, called ComTrustO, that embraces four trust
ontologies, one for each trust type. Their approach, similarly to ours, acknowledges the
need for comprehensive ontologies and identifies four trust types. However, they
provide four domain specific ontologies rather than a general-purpose approach. Fur-
thermore, our approach includes many other concepts, such as trust aggregation.

5 Conclusions

Internet of Things faces interoperability issues and challenges, due to its open, dis-
tributed, heterogeneous nature. This paper proposed an ontology for trust management
in the IoT. This ontology was the result of a detailed study on trust management
systems presented in the literature. The proposed approach is a general-purpose
ontology that takes into account social and non-social features. Trust, reputation and
risk were discussed while a taxonomy of concepts related to trust (reputation) man-
agement was reported. The key feature of the proposed ontology is that it captures the
whole life-cycle of trust from the involved parties to decision mechanisms.

As for future directions, first of all, we plan to study further the proposed ontology
in order to adopt any new concept or approach published in the literature. More
technologies could be adopted for these purpose; machine learning techniques and user
identity recognition and management being some of them. Another direction towards
improving the proposed ontology is also to combine it with Semantic Web metadata for
trust. Furthermore, we plan to evaluate it in order to report its added value as well as its
weakness that will be subject of further improvement.
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Abstract. A vast amount of opinions are surfacing on the Web but
the lack of mechanisms for managing them leads to confusing and often
chaotic dialogues. This creates the need for further semantic infrastruc-
ture and analysis of the views expressed in large-volume discussions. In
this paper, we describe a web platform for modeling and analyzing argu-
mentative discussions by offering different means of opinion analysis,
allowing the participants to obtain a complete picture of the validity, the
justification strength and the acceptance of each individual opinion. The
system applies a semantic representation for modeling the user-generated
arguments and their relations, a formal framework for evaluating the
strength value of each argument and a collection of Machine Learning
algorithms for the clustering of features and the extraction of association
rules.

Keywords: Debating platforms · Opinion analysis · Association rules ·
K-means algorithm · Multi-aspect evaluation

1 Introduction

Social networks, debate platforms and forums have become major sources of
knowledge sharing, interaction and collaboration among participants through
the Web, where users express and share their opinions over a plethora of top-
ics. Due to the lack of methods for analyzing and capturing the structure of the
argumentative discussions in conjunction with the vast amount of available infor-
mation encountered on the Web, users are often overwhelmed when trying to
understand and make sense of the user-generated opinions. This makes the task
of analyzing and identifying useful patterns of relationships among contributors
and opinions difficult.

Amongst social networking platforms, debate portals are becoming increas-
ingly popular in recent times (e.g., Debate.org, Quora). These applications pro-
vide features for collecting differing opinions related to goal-oriented topics of
discussion where users exchange their views in the form of agreement or dis-
agreement. People rebut to other user’s posts by defending and justifying their
c© Springer International Publishing AG 2017
H. Panetto et al. (Eds.): OTM 2017 Conferences, Part II, LNCS 10574, pp. 224–241, 2017.
https://doi.org/10.1007/978-3-319-69459-7_16
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opinions with the purpose of persuading the audience. However, it is difficult
and time consuming to browse through the useful opinions expressed within a
dialogue when a large amount of comments is provided. Hence, it is essential and
helpful to analyze the users opinions in a more comprehensible form, so that use-
ful patterns of relations among online users can be identified and extracted from
dialogues, helping contributors understand the dynamic flow of a community.

In this paper, we introduce and describe a web-based debating platform
for modeling and analyzing online discussions. The system, called APOPSIS 1,
motivates users to participate in goal-oriented topics of discussions by raising
issues, posting ideas or solutions, posting comments in the form of (supporting
or attacking) arguments and voting. Moreover, the platform offers the opportu-
nity for a variety of groups of people to work and collaborate with each other
with the goal of suggesting and sharing new ideas, regarding different open issues.
Towards this contribution, the system can produce and extract useful conclu-
sions and opinions expressed in a dialogue, that help sense-makers and expert
users who wish to take advantage of the system, to understand the dynamics of
social communities and make decisions on specific issues and problems.

Furthermore, our platform provides a range of functionalities which are pre-
sented next. An argumentation-based approach is applied for organising the con-
ceptual components of a dialogue, based on the Issue-Based Information System
(IBIS) model [1]. Then, a Semantic Web ontology is used for representing the
conceptual components and their relations in the form of RDF2 statements. Con-
sidering users’ reactions (comments and votes), answers are evaluated through
a general formal framework for computing the strength value of each argument,
considering one or more aspects (i.e. incorrect, irrelevant, insufficient), as pro-
posed in [2]. The main part of this work concerns the opinion analysis, where
clustering and associations techniques are used for the clustering of features and
the extraction of association rules, such as Expectation-Maximization (EM),
K-means and Apriori algorithms, implemented in [3].
Example. Let’s consider a city, where the City Council needs to take some
important decisions about the city planning and the implementation of the city’s
actions, enabling residents to be involved in dialogues by expressing their agree-
ments or disagreements and vote on other citizens’ comments. The system aims
at giving the opportunity to the citizens of the municipality to work together for
designing policies for a municipality. A platform such as Apopsis can assist the
City Council and decision-makers to understand and make decisions on specific
problems and issues by identifying and extracting useful suggestions. As deci-
sions made by the city council are rarely on a black-or-white basis, it is essential
to identify the different trends and driving forces of the various groups that are
formed, in order to try to accommodate as many of their needs as possible. For
instance, the system could identifies different groups of citizens (e.g., groups of
civil society, other bodies) who share similar opinions on specific suggestions that
can help the City Council decides on the effective governance of the city.

1 http://www.ics.forth.gr/isl/apopsis.
2 http://www.w3.org/RDF/.

http://www.ics.forth.gr/isl/apopsis
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The rest of this paper is as follows. In Sect. 2, we present the relevant back-
ground followed by the related work. Section 3 introduces the ontology and con-
tinues with the methodology used for modeling and analyzing users’ opinions.
Section 4 presents the basic concepts and features of the web application. The
last section draws some conclusions by emphasising the key points of our work
and identifying issues for further research.

2 Background and Related Work

2.1 Computational Argumentation

Argumentation [4] is the research field dealing with the formal study of agree-
ment and disagreement that people express with the goal of defending their opin-
ions or convincing themselves and others. The theory of argumentation plays an
important role in understanding, analysing, formalising and structuring both
online and everyday human deliberation and discussions. This creates the need
for effective formalizations and automated mechanisms that can model and val-
uate the users opinions. Some of the problems are approached by researchers,
mostly in computational argumentation where well-defined frameworks are pro-
vided. Computational argumentation theories have found beneficial applications
in the fields of Artificial Intelligence, decision-support systems and recently on
the Social Web for facilitating online dialogues among multiple participants.

Many efforts have been proposed for the evaluation of arguments using a
graded (numerical) acceptability ranking. Such works include the QuAD (Quan-
titative Argumentation Debate) [5] framework for quantifying the strength of
opinions based on the aggregation of the strength of attacking and support-
ing arguments. Another framework that has attracted research attention is the
SAAF (Social Abstract Argumentation Framework), proposed in [6]. SAAF
incorporates a voting mechanism to calculate the strength of arguments by con-
sidering both votes and the attack strength that an opinion has received. The
approach was later extended in [7], by incorporating also supporting relations
among arguments, and a social voting for aggregating votes in order to identify
the strongest answers.

2.2 Machine Learning

Machine Learning algorithms (ML) have been already an integral part of com-
puting systems for exploratory data analysis. In this work, a collection of machine
learning software is used for clustering analysis, including techniques for data
pre-processing, clustering and association rules.
K-means Algorithm. One of the commonly used unsupervised learning algo-
rithm for solving clustering problems. The algorithm aims to assign a set of
data objects to clusters, in order to achieve a high intracluster similarity and a
low inter cluster similarity. The K-means algorithm is adapted to many prob-
lem domains and can be applied to many fields, such as Marketing for product
selling, Social Networks for online users behavior etc.
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Expectation-Maximization (EM) Algorithm. An iterative probabilistic
clustering algorithm that can be used as a pre-processing procedure of the K-
means algorithm with the goal of deciding the optimal number of clusters that
need to be generated for the clustering analysis.
Apriori Algorithm. An association rule mining algorithm that identifies fre-
quent itemsets over a given set of observations. A prior knowledge of data is
required in order to generate the next set of itemsets. Associations rules are
useful for discovering interesting relationships among attributes of a dataset.

2.3 Existing Tools for Online Debates

Several online platforms have been developed to serve the need of modeling,
evaluating and querying arguments in an informative and interactive way. A
plethora of tools on the Web focus on user actions, allowing them to raise issues
or ask questions about public concerns and post comments in support of or
against a specific topic of interest.

Quaestio-it.com [7] is a web-based Q&A debating platform that offers an
interactive way of engaging users in conversation regarding any question within
the platform. The system provides a computational argumentation framework,
called ESAAF (Extended Social Abstract Argumentation Framework), for mod-
eling online discussions and identifying the strongest comments prevailing within
debates. Best answers and arguments are highlighted and visualised as bub-
bles with their sizes indicating the participation rate. Compared to our system,
Quaestio-it offers a comment-rating algorithm similar to ours in order to identify
the most acceptable opinions, but does not consider clustering or any other types
of dialogue analysis techniques for generating groups of related opinions. We use
an evaluation algorithm that considers both arguments and votes strength score
but more importantly, APOPSIS allows an automated opinion analysis that
extracts useful conclusions to sense-makers in order to help them make sense of
the discussions in social communities.

e-Dialogos [8] is a web application for open public debates that enables citi-
zens to connect with other people and discuss problems related to the design and
implementation of policies related to municipalities. Despite the fact that this
system provides the ontological infrastructure for modeling discussions that are
taking place in deliberations, they do not evaluate the users’ answers, neither
provide a voting mechanism for supporting or attacking other answers. Further-
more, the application provides a summarization form that displays all opinions
shared during the deliberation process but there is no implementation of an
opinion analysis algorithm. Our methodology can provide a reliable approach
for evaluating and analyzing the users’ answers by combining both argumenta-
tion theories and Machine Learning techniques to facilitate the users’ reactions.

Many other social networks exist in the form of question & answer sys-
tems that are similarly related to Apopsis platform, such as Quora3, Answers4,

3 http://www.quora.com.
4 http://www.answers.com.

http://www.quora.com
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answerbag5, Yahoo Answers6 and StackExchange7. However, these systems lack
some of the defining characteristics of a debating platform, such as the organi-
zation of opinions into pro and con, the formalization of well-defined methods
for evaluating the strength value of each opinion individually and the analytical
features (e.g., clustering) that would enable users to make better sense of the
discussions and the opinions expressed within the dialogue.

3 A Methodology and Platform for Opinion Analysis

3.1 A Platform Methodology

Apopsis is a web-based debating platform that aims to motivate online users to
participate on well-structured discussions by raising issues and posting ideas or
comments that support or attack other opinions. The main goal of the system
is to offer an automated opinion analysis that determines and extracts the most
useful and strongest opinions expressed in dialogue, that help decision-makers
understand the discussion exchange process.

In our platform, dialogues proceed in two different levels of discussions allow-
ing the strongest arguments, based on their score value, to proceed in the next
level of the dialogue with the help of moderators that ensure the quality of
debate. Users may navigate amongst different dialogues existing within platform
and debate on a particular topic of interest by providing their statements in the
form of agreements and disagreements. Discussions are presented in the form
of trees where subsequent levels of comments respond to the parent comment
(position or argument). In the second phase of the dialogue, participants are
not allowed to post new ideas (positions) but only provide positive or negative
answers on existing positions. The nature of comment (positive or negative) is
predefined by the system, allowing users to select whether support or attack an
opinion. The system offers well structured dialogues and a voting mechanism for
evaluating each argument considering one or mores aspects. Conversations are
organized and represented by using the MACE-ontology for making the discus-
sions available in the form of RDF statements and users’ answers are evaluated
based on a quantitative evaluation algorithm that takes into account both, argu-
ments and votes. Then, a clustering analysis of opinions can be applied that aims
to discover different trends (users and opinions), helping contributors to obtain
a clear picture of the opinions expressed in social communities.

3.2 Knowledge Map Representation

The knowledge map is designed to structure the argumentation process by allow-
ing five different types of elements: issue, topic, position, pro-argument and
con-argument for facilitating online debates, see Table 1. Most of our concepts

5 http://www.answerbag.com.
6 http://www.answers.yahoo.com.
7 http://www.stackexchange.com.
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have their roots in the IBIS-style argumentation model [1] with slightly different
semantics. In our approach, each type of element is represented as a node that
denotes a specific meaning. For instance, an issue represents a question or state-
ment that initialize a conversation where users can share and contribute ideas in
a positive or negative way, a topic represents label or aspect of the issue matter
where an argument is a response to specific topic related to that issue. Direct
answers in the form of solutions or ideas to the initial point of conversation are
considered as positions while the arguments that support or attack a position
are defined as pro-arguments and con-arguments respectively. Each dialogue is
represented as a directed graph with each node representing an argument and
each directed edge indicating a support or attack relation. An overview of the
knowledge map introduced in this work is given in Table 1.

Table 1. Knowledge map.

Node Element Description Stereotype

Issue A question or statement that initialize a conversation.

Topic A label or tag that is closely related to issue.

Position A solution or idea that respond to the initial point of
conversation.

Pro-argument The ability to support a position or another argument.

Con-argument The ability to attack a position or another argument.

3.3 The MACE - Ontology Domain

The need for understanding and investigating how communities interact and
argue in the context of specific domains, led many researchers in modeling
ontological formalizations for structuring the information exchanged in these
communities. We briefly mention them, which can model and represent online
communities and relations related to online activity. The OPM (Opinion Min-
ing Core Ontology) proposed by Softic and Hausenblas [10], describes concepts
related to online discussions with the connection of two existing vocabulary, the
SIOC (Semantically-Interlinked Online Communities) [9] and the SKOS (Simple
Knowledge Organisation System Reference) [11]. Another important ontology
that should be considered is the CiTO8 ontology, which expresses some sim-
ilar relation semantics (e.g., agrees with/support, disagrees with/attack) with
MACE9 ontology by allowing a more complex set of interaction among users.

In Apopsis, we designed and implemented an RDF ontology (MACE) for
organizing and representing online discussions and their relations that aims

8 http://www.sparontologies.net/ontologies/cito/source.html.
9 http://www.ics.forth.gr/isl/mace/.
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to accommodate complicated opinions found in online debates by semantically
querying and presenting them to the audience. The main goal of MACE-ontology
is to represent dialogues and opinions through Semantic Web technologies, which
are organised according to specific types of argumentation elements as shown in
Table 1. Although many ontologies are applied in specific domains, our ontology
is powerful and generic enough to represent the content produced and exchanged
within the platform for online communities. The formal ontology (MACE) can
also be accessable through the Apopsis platform. An overview of our ontology
and its properties for making the content and their relations available in the
form of RDF statements is given next.

3.3.1 A Taxonomy of Ontological Concepts and Properties
Our ontology consists of 12 classes and 27 properties. Properties that start with
the prefix (P) are the main properties of ontology that describe the relations
among classes hierarchies while properties that start with the prefix (RP) contain
information that can be derived from the composition of other properties.

Fig. 1. The MACE - ontology domain.

A core idea behind the design of the ontology is to have top classes
(O3 content, O1 Creation Date, O2 Strength) that represent different function-
alities. This way, the other entities (sub-classes and sub-properties) inherit fea-
tures and functionalities from the top classes, as shown in Fig. 1. For instance,
the Content class contains information about the data related to each object,
and is a superclass of those entities that have content (Issue, Topic, Argument).
Similarly, the Creation Data class contains information about the provenance of
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each object, including datetime and author, and is also a superclass of the enti-
ties (Issue, Topic, Content). Finally, the Strength class comprises information
about the calculation of the score value of each argument and is a superclass of
(Topic. Argument). Considering the O6 Argument hierarchy, an argument can
be either a position or comment. Positions are not allowed to respond to other
positions (as they are, essentially, top-level comments), whereas arguments can
be positive or negative related to positions or other comments. We have used
and extended the Person class from the schema.org10 ontology that describes
people and provides information about their profiles. Moreover, since the system
offers a voting mechanism, the ontology includes a class, named O10 Vote that
stores the votes (positive or negative) that an argument has gained.

All class entities are associated with other classes through appropriate prop-
erties. Some properties contained in this schema are more complex than others.
These properties are the strength property and the association property. The
strength property denotes the score calculation of arguments (comments and
positions) and is based on the calculation of five more relations: voting, dialogue,
congruence, acceptance and quality, as shown in Table 2.

Table 2. Dialogue properties.

Dialogue Description

Voting The value of the voting strength for both (acceptance and quality)

Dialogue The overall dialogue strength by combining the arguments and
votes strength

Congruence The strength of an argument considering only the supporting votes
of an argument, normalized by the attacks

Acceptance Represents how acceptable an argument is, based on the strength of
arguments that support or attack other arguments

Quality Determines how well-justified the arguments are presented in
dialogues

Similarly, the association property consists of three more relations including
the P12 attack relation, the P13 support relation and the P14 replies relation,
denoting an attack or support relation between two arguments that disagree or
agree with other arguments. The P14 replies property identifies a simple relation
between two arguments denoting that the argument of the property replies on
the object without denoting if it agrees or disagrees.

3.4 Evaluating Opinions

This work builds on a multi-dimensional framework (s-mDiCE) for esti-
mating users’ reactions (comments and votes), based on different metrics.
10 http://schema.org/Person/.
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The framework introduces interesting functions and properties that can guaran-
tee an intuitive behavior for interlocutors who wish to react on social discussions
by commenting or vote on other’s answers. This quantitative algorithm is generic
enough to capture the features of online communities on the Social Web and may
benefit several platforms from debate portals to decision-making systems by pro-
viding a more reliable and effective approach for the score calculation of both,
comments and votes. For a more comprehensive overview of the quantitative
framework, we refer the reader to [2].

3.4.1 s-mDiCE Properties
The framework consists of a set of internal and generic functions that allows
the evaluation of users’ reactions (comments and votes). Each argument is char-
acterized by two different values for a given strength, the quality (QUA) and
acceptance score (ACC) of an argument in each aspect, based on the reactions
(responses, positive and negative votes) related to that aspect (e.g., incorrect,
irrelevant, insufficient). Moreover, the framework introduces concepts such as
the base score and the blank argument metaphor. The notion of the base score
is used for capturing the initial rating over users opinions, where the score value
may change either positively or negatively through users arguments and votes.
Votes are considered as arguments (blank arguments) without carrying any con-
tent on its own, rather share the content of the arguments they support or attack.
The reliability of these opinions that can support or attack a target argument
can be estimated by adding those opinions into supporting or attacking blank
arguments, respectively.

A set of generic functions is introduced for calculating the acceptance and
the quality score of an argument by considering the dialogue strength, and the
congruence strength. Positive and negative votes are aggregated into a single
strength score of votes while supporting and attacking arguments are aggregated
into a strength score of arguments. In this approach, arguments have a greater
impact than votes on a dialogue as they remain a strong belief for an opinion
on a given aspect, asserted in order to add more information or explain better
the opinion stated. The overall strength value of an argument is calculated by
aggregating the strength score of votes and the strength score of (supporting
and attacking) arguments on a given aspects.

4 Methodology: Analysing User-Generated Opinions

We propose an approach for analysing the user behavior in social communities,
where a plethora of people express their opinions with the goal of defending
their ideas or convincing other people by providing well-justified opinions. The
ultimate goal of applying a clustering analysis is to offer different means of
opinion analysis, allowing contributors to obtain a clear and complete picture
of the validity, justification strength and the public acceptance of each opinion
expressed in large-volume discussions. The rest of this section goes through all
the features and implementation of the opinion analysis methodology.
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User-Generated Opinions Estimation. In order to facilitate opinion analy-
sis, we need to evaluate the users’ arguments, according to their agreements
and disagreements on a particular position. Different relations are defined which
represent the users’ viewpoints, considering: support relation (s), attack relation
(a) and unknown relation (?), as shown in Table 3. Specifically, a relation (s)
represents a positive answer to the target position (P), a relation (a) denotes a
negative answer to the target position (P) and a missing value (?) relation repre-
sents the unknown answers of users to the target argument (P). Figure 2 shows
how combinations of attack/support relations propagate across the dialogue.

Table 3. Combinations of support/attack relations.

Argument (aj) Argument (ai) Argument (P)

Support (s) Support (s) Support (s)

Support (s) Attack (a) Attack (a)

Attack (a) Attack (a) Missing Value (?)

Attack (a) Support (s) Missing Value (?)

Fig. 2. Scenarios illustrating the argumentation graph of debates

4.1 Clustering Analysis

A key component of this work is the clustering analysis of users’ opinions that
aims to help users identify useful trends and patterns relationships among par-
ticipants, towards the better sense-making of the dialogues and the opinion
exchange process. Machine Learning algorithms are used for the clustering of
features and the extraction of association rules. Based on users reactions and
their profiles, both algorithms (K-means and Apriori) are used to identify users
behavior in online discussions. Next, we present and describe all information
needs introduced in this platform.
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Sharing Similar Opinions with Specific Users. This opinion analysis aims
at identifying trends of users whose opinions are closely related to particular
authors. The input to this analysis is, (a) the topic of discussion that need to
be determined and (b) a set of users, where u = {u(i),u(2),.....u(n)}. The output
determines and extracts groups of users whose opinions are similar to particular
authors u(i). For example, if we consider groups of users who participate and
collaborate on a topic of discussion that concern the regeneration of the city
center, then different trends of users are identified such as {Isabella,Karmen}
who share similar opinions with the predefined group of users {Kate,Brian} on
improving the city with new parks and intuitive arts, but they also disagree with
the group of users {Mathew,Oliver,Andrew} who do not suggest any regeneration
for the city.

Algorithm 1. Sharing similar opinions with specific users
input : Topic of discussion, set of authors.
output: Several groups of users, sharing similar opinions with specific authors.
begin

1: Determine K clusters using EM algorithm
2: Define groups of users based on positions, using K-means algorithm.

end

Same Profiles with Similar Opinions. This debate analysis aims at iden-
tifying and extracting user profiles that share similar views with other contrib-
utors involved in online discussions. The input to the analysis is (a) a subject
of discussion that needs to be determined and (b) a set of positions, where
p = {p(1),p(2),.....p(n)}. The output identifies several groups of user profiles.
Each such group shares similar or dissimilar opinions considering other groups
on particular positions. For example, if there is a group of users who partici-
pate and suggest solutions on how to make a city more livable, then the debate
analysis identifies and extraxts trends of user profiles where (single and young
men) share similar opinions among them, concerning the regeneration of the new
parks and arts within a city, but they express dissimilar opinions with groups of
users who are (young, single and well-educated) and disagree on these measures
fo improving the city.
Same Users with Dissimilar Opinions. This type of analysis determines dis-
similar opinions among participants who share similar profile characteristics. The
input to this analysis is (a) the topic of discussion that need to be determined and
(b) a set of positions, where p = {p(1),p(2),.....p(n)}. The output extracts several
groups of users that share dissimilar opinions and similar profile characteristics
with other groups on particular positions p(i). For example, if there exist groups
of users who express their opinions in support of or against other’s opinions
on a topic of discussion of how to make the city more livable, then the opin-
ion analysis identifies and extracts groups of users {Matthew,Oliver,Andrew}
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who are (young and single men) and share dissimilar views with the group of
users {Brian,Kate,Isabella,Karmen} on regenerating the city with green parks
and arts.
Similar Opinions Based on Different Profiles. This opinion analysis iden-
tifies relevant opinions expressed by users with different profiles characteristics.
The input to this type of analysis is (a) the topic of discussion that need to
be identified and (b) the profile characteristics that users choose in order to
perform debate analysis. The output determines similar opinions that different
users profiles share with each other on positions p(i). For example, if we consider
groups of users who suggest and post new ideas on a subject of how to improve
and generate the city, then the clustering analysis identifies similar opinions
expressed by young women such as {Kate,Isabella,Karmen} that concern solu-
tions on improving the city center with new green parks and arts.

Algorithm 2. Same profiles with similar opinions/Same users with dis-
similar opinions/Similar opinions based on different profiles
input : Topic of discussion, [set of positions or different profile characteristics].
output: Several groups of users or users profiles, sharing similar or dissimilar

opinions
begin

1: Determine K clusters using EM algorithm
2: Define several groups of users, using K-means algorithm.
3: For each cluster
4: Apply Apriori algorithm to identify similar profile characteristics or

relevant opinions.
5: end

end

Same Users with Similar Preferences. In this analysis, we need to iden-
tify trends of users that share not only similar opinions with other groups but
also similar profile characteristics. The input of this analysis is the subject that
need to be specified by users in order to perform debate analysis. The output
identifies several groups of users who share similar preferences (opinions and pro-
file characteristics). For example, if there exist groups of users who express their
agreements and disagreements on how to make a city more livable, then the opin-
ion analysis determines groups of users {Brian,Kate,Isabella,Karmen} who are
(young, single and well-educated) and share similar opinions on improving the
city but they have dissimilar opinions with the group of users {Matthew,Oliver,
Andrew} who do not support the regeneration of the city center.
Different User Profiles with Similar/Dissimilar Opinions. This informa-
tion need identifies several groups of users who can either have similar or dis-
similar opinions to share with other groups. The input to this analysis is (a) the
topic of discussion that need to be determined and (b) the type of relation
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Algorithm 3. Same users with similar preferences
input : Topic of discussion.
output: Several groups of users, sharing similar opinions and profiles.
begin

1: Determine K clusters using EM algorithm.
2: Define groups of users based on positions, using K-means algorithm.
3: For each cluster
4: Perform Apriori algorithm to identify similar opinions.
5: Perform Apriori algorithm to identify similar profile characteristic.
6: end

end

which can be either similar or dissimilar opinions. The output determines differ-
ent trends of groups with different profile characteristics, sharing either similar
or dissimilar views with other groups found in opinion analysis. For example, if
there exist groups of users who contribute with each other on how to improve the
city, then the output determines trends of users {Matthew,Oliver,Andrew} who
share dissimilar viewpoints with the group of users {Kate,Isabella,Karmen} on
suggesting solutions for the regeneration of the city. Both groups share different
profile characteristics with each other.

Algorithm 4. Different users profiles with similar/dissimilar opinions
input : Topic of discussion, a relation (similar or dissimilar opinions).
output: Several groups of users, sharing different profile characteristics and

either similar or dissimilar opinions.
begin

1: Determine K clusters using EM algorithm.
2: Define groups of users based on their profiles, using K-means algorithm.
3: For each cluster
4: Perform K-means algorithm to identify similar or dissimilar opinions.
5: end

end

5 Apopsis Implementation and Architecture Details

5.1 Debating Functionality

The system enables users to interact and collaborate with other people by pro-
viding functionalities such as: creating new topics of discussion, posting new
positions and posting new arguments. Users may navigate amongst existing
dialogues or create new topics of interest in order to initiate a conversation.
Within a dialogue, online users exchange opinions by posting comments in the
form of supporting or attacking opinions on a particular topic of discussion.
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When a disagreement takes place, users need to explicitly state the reason that
disagree with others by justifying their arguments based on a particular aspect.
In case of an agreement, the user does not need to justify their stance over a
comment as it is considered that the user totally agrees with the content of the
argument. Our platform is offering threaded representation style when it comes
to represent online discussions. In Fig. 3, we provide a screenshot of a dialogue
about how to make a city more livable where users participate and suggest their
viewpoints for improving the society.

Fig. 3. Debating functionality.

5.2 Debating on Different Levels of Discussions

The platform offers different levels of discussions where contributors can par-
ticipate and collaborate in different ways. At first, each dialogue is open for
discussion where users can post comments (positions or arguments) and vote
on existing arguments. The strongest positions and answers proceed in the next
stage by a moderator, where users continues to post their positive or negative
opinions and vote upon them but they are not allowed to post new positions
on particular topic of discussion. The second level of dialogue is a necessary
procedure in order for users to apply opinion analysis that are interested in.

5.3 Voting Mechanism

Our platform provides a voting mechanism by allowing users to express their
positive or negative votes over arguments. Votes indicate users beliefs over par-
ticular answers and are reduced on the argument level of each discussion. When
a negative vote takes place, users need to state the reason why they vote neg-
atively, considering one or more aspects. In case of a positive vote, we consider
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Fig. 4. Voting mechanism.

that the user who votes positively does totally agree with the argument and
its content. The rating mechanism is presented in the form of like or dislike
an opinion. Figure 4 presents a screenshot about voting on a particular level of
argument.

5.4 Searching Mechanism

The system provides a searching functionality on topics, authors, positions and
arguments (supporting or attacking arguments) for a particular subject of dis-
cussion. We designed and implemented several searching types of querying that
enable users to extract information about different aspects of a dialogue. Each
searching type has a different input and output, depending on the type of query
that users of the system are interested at. For example, the user u(i) can choose
to query the arguments that can either support or attack other opinions, expressed
by a specific author, such as Matthew, as shown in Fig. 5.

Fig. 5. Searching functionality.
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5.5 General Features

The platform offers several other features that enrich the system’s usability.
As a web system, it provides a logging and registration mechanism that allows
online users to actively participate in online discussions. A logging mechanism
was developed in order to store additional information about user profiles and
their actions in each debate. Users’ profile characteristics are of prime importance
when a debate analysis takes place as they provide a rich description for different
trends of users found in opinion analysis. Another feature is the group of users,
named moderators, who ensure the quality of debates by proceeding the strongest
arguments to the next level of discussion for later use in debate analysis. Within
each debate, additional statistics information are provided about users’ action
over a topic of discussion.

5.6 Technical Information and Architecture

We designed and implemented a web-based platform as a web application
project, using the platform Netbeans and the Tomcat server for its deploy-
ment. The front-end side is designed based on web technologies such as jQuery,
HTML5, CSS3, JSP, JSON and AJAX requests while for the server-side we
used the JAVA language to implement all features and functionalities of the
web-system. We implemented the Apopsis system on a MacBook Pro (OS X
Yosemite). The platform consists of three main tiers: the Server Tier, the Client
Tier and the Data Tier, illustrated in Fig. 6.
Server Tier: Considering the back-end implementation of the system, we
designed a web platform as part of a Java application, developed to provide
a complete API of all provided features and capabilities. It was designed as a
servlet Web-based service, using Java API and Semantic Web Standards such
as RDF statements. An important aspect of the server side is that our platform
uses WEKA’s implementation methods and functionalities, used as libraries into
the system.
Client Tier: The client-side environment constitutes the interface of our system
which is designed using a bootstrap11 template. It is implemented based on

Fig. 6. Basic architecture of APOPSIS.

11 http://colorlib.com/polygon/gentelella.

http://colorlib.com/polygon/gentelella


240 E. Ymeralli et al.

modern design patterns, following the basic user interface design principles. The
client-side of the web application consumes the servers services as JSON data
and provides representations using all the latest Web features that all modern
browsers support. The Ajax Requests work as intermediary between client and
server, orchestrating data exchanges.
Data Tier: The data-tier represents the Virtuoso repository, a cross-platform
universal server that acts as a virtual database engine for combining the func-
tionality of a traditional databases in a single system. The system was devel-
oped over jdbc Virtuoso provider, allowing users of Virtuoso to leverage the jdbc
framework to modify, query, and reason with the Virtuoso triple store using Java
language.

6 Conclusion and Future Work

A plethora of opinions are presented on the Web where users exchange their
viewpoints and argue over different problems and issues, thereby raising the
need for modeling well-structured arguments and analysing online user opin-
ions. Well-defined formalisations are needed for evaluating and analysing the
user-generated arguments. This work addresses the problem by introducing a
web-based debating platform, called Apopsis, that facilitates and analyzes well-
structured dialogues in support of social communities.

Apopsis is a web-based application for modeling and analyzing user opinions
found in social discussions. Recent efforts have used quantitative methods to
assess the credibility and acceptability of arguments, based on computational
argumentation models [5]. Our platform uses a formal framework, named s-
mDiCE [2], which offers intuitive methods for (numerical) evaluation of the
argument’s quality and acceptance, according to users’ reactions (comments and
votes). In Apopsis, argumentation models are used for organising the different
argumentative elements of the dialogue, which are presented in the form of RDF
statements through the MACE - ontology. An important aspect of this work is
the opinion analysis where our methodology applies clustering and association
techniques in order to extract useful trends and relations among users and dif-
ferent clusters of opinions. This way, decision-makers can obtain a clear picture
of the validity, the strength value and the acceptance of the opinions expressed
throughout the discussion exchange process. Moreover, the platform offers and
implements many other functionalities that enrich the system usability.

Regarding future work, there are several aspects that are worth investigating.
An important future direction would be to evaluate our system with real users
and large datasets of discussions. Specifically, the process will include expert
walk through evaluation of the prototype, adjustments based on expert eval-
uation results, user-based evaluation with UI experts and with real-users in a
laboratory setting, and further adjustments of the prototype based on the results
of the evaluation. Another important aspect would be the representation of the
dialogue and the different clusters of opinions through different visualizations.
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Finally, we plan to work on making the system interface more usable and intu-
itive in order to improve the engagement of users in conversation regarding any
topic of discussion.
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Abstract. Social media is increasingly playing a central role in commer-
cial and political strategies, making it an imperative to understand its
dynamics. In our work, we propose a model of social media as a “market-
place of opinions.” Online social media is a participatory medium where
several vested interests invest their opinions on disparate issues, and
actively seek to establish a narrative that yields them positive returns
from the population. This paper focuses on the problem of identifying
such potential “drivers” of opinions for a given topic on social media. The
intention to drive opinions are characterized by the following observable
parameters: (a) significant level of proactive interest in the issue, and
(b) narrow focus in terms of their distribution of topics. We test this
hypothesis by building a computational model over Twitter data. Since
we are trying to detect an intentional entity (intention to drive opin-
ions), we resort to human judgment as the benchmark, against which
we compare the algorithm. Opinion drivers are also shown to reflect the
topical distribution of the trend better than users with high activity or
impact. Identifying opinion drivers helps us reduce a trending topic to its
“signature” comprising of the set of its opinion-drivers and the opinions
driven by them.

Keywords: Social media · Drivers · Opinion marketplace

1 Introduction

The participatory nature of social media is increasingly impacting corporate and
political strategies, in addition to affecting the daily lives of individuals. Social
media is rapidly becoming the platform of choice for commercial and political
campaigns and is seen as a strategic tool for engaging with potential stakeholders.

While campaigns have always been a part of mainstream media, the partici-
patory nature of social media makes the dynamics much more complex. In fact,
on social media, there may not be a clear distinction between a campaign and
an organically trending open discussion. Confirmation bias plays a major role
in online discussions [10] and even routine discussions are replete with differ-
ent parties trying to implicitly promote their point of view (POV), essentially
making any trending topic, a collection of several micro-campaigns.

Given the dearth of understanding of such dynamics, there is a need for
suitable models. In our work, we approach this problem by modeling social media
c© Springer International Publishing AG 2017
H. Panetto et al. (Eds.): OTM 2017 Conferences, Part II, LNCS 10574, pp. 242–253, 2017.
https://doi.org/10.1007/978-3-319-69459-7_17
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as a “marketplace of opinions.” Social media is seen as a secondary marketplace,
where different vested interests invest their opinions on issues that affect them,
and actively promote their “investments” in order to gain greater acceptance
for such opinions. The “market share” of such opinions usually bring concrete
returns in the primary marketplace where the parties operate.

For instance, promoting positive opinions about one’s product may result in
greater sales. Similarly, promoting dissonance or distrust about an opponent in
elections may bring concrete results in terms of vote shares.

Social media offers a relatively small and equal opportunity cost for differ-
ent parties to invest and grow their opinions. This is in contrast to mainstream
media, where viewers typically have very little opportunities to air their opinions.
As a result, opinion dynamics on social media are much richer and variegated.
Here, opinions not only clash and compete with one another, but compatible
opinions often “team up” to collectively increase their impact. Such constella-
tions of mutually compatible opinions sustained over time, become narratives
which are powerful foundations that shape worldviews, policies and even the
course of history.

In this paper we address a specific problem under the proposed opinion-
marketplace paradigm. This is the problem of identifying opinion “drivers” for a
trending topic – or user accounts that are intending to drive a specific opinion or
viewpoint on the issue. Identifying opinion-drivers and their respective opinions,
on a given trending topic helps us in reducing the trend down to two dimensions:
who are driving this trend, and in what directions are they driving it.

Opinion drivers are characterized by their latent intent to drive opinions.
While the intent cannot be directly observed, we posit that it manifests in the
following observables:

1. Proactive interest in the trending topic, and
2. Consistency or a narrow focus in one’s vocabulary.

We test this hypothesis on different trending topics on Twitter, by analyzing
the information content in the topics expressed by participants. Opinion drivers
are then identified by measuring the entropy in their expressed topics, tempered
with their participation rate.

2 Related Literature

Understanding underlying intent in social media communications, has elicited
a lot of research interest. Lampos et al. [9] measure users’ intention to vote for
a particular party during elections by focusing on users’ vocabulary and their
role (normal people, journalist, businessman etc.) as characteristic attributes for
prediction.

A problem closely related to driver identification is the “expert” identification
problem. Users who possess expertise in a topical area often exert great influence
and also drive conversations on that topic along specific lines. Cognos [7] is an
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approach that uses Twitter lists for identifying topical experts. Users’ member-
ship in lists representing specific topics, is used as a criteria to rank users for that
topic. Pal et al. [13] address this problem by clustering users into disjoint groups
called authorities and non-authorities, based on a measure of “self-similarity” or
topical consistency in users’ tweets. Wagner et al. [15] use classic topic models
like Latent Dirichlet Allocation (LDA) [2] to identify distributions of topic in
set of tweets. A measure called Normalized Mutual Information (NMI) is then
used to compare the entropy of topic distribution for a user with a ground truth
obtained from Wefollow (now called about.me).

Another study by Cha et al. [4] has shown that by observing number of
retweets, followers and mentions that a user has, we can determine whether
the user is an influencer. Bakshy et al. [1] address the question of quantifying
influence of a user. The main idea here is to give a score to each user based on
the seed post done by that user and how much cascade it has generated. They
observe bit.ly URLs in a tweet. If a user tweets some URL which was not posted
earlier by any other users whom that user is following, then that URL post will
be considered as one of the seed posts. A cascade of the seed post is defined as
the number of users who spread the seed post by retweeting, mentioning and
embedding link of seed post into their tweet.

A machine learning approach to identify campaigns is proposed by Ferrara
et al. [6]. In this approach they construct 423 features including user network,
user account property, timing, part-of-speech tags and sentiment. Since the pro-
posed method uses supervised learning, it depends upon good training data. An
unsupervised learning method to identify campaigns is proposed by Li et al. [12]
based on Markov Random Fields. They build a network of activity bursts, users
and URLs and compute a probability of every user being a promoter of the burst.
In this method except the URL, other contents of tweets haven’t been used.

Lee et al. [11] identify campaigns by building a network of tweets which share
similar terms (called a “talking point”), after removing noise such as singleton
tweets from the network. Then a clique detection algorithm is used to find sets
of tweets that could potentially indicate a campaign. An improvement on this
study has been done by Zhang et al. [16]. In this study they measure the entropy
of only URLs posted by a user. Measuring entropy of URLs common between two
accounts (say user A & B) and dividing it with the sum of individual entropy for
URLs of users A and B gives the similarity score between two accounts. While
Lee et al. [11] build a graph of tweets, Zhang et al. [16] build a graph of users and
with their entropy-based similarity score as edge weight. From our observations,
campaigns and opinion drivers do not just use URLs – their aim is to get greater
acceptance for their opinions, which is why to detect opinion drivers, we need to
focus on actual terms rather than just URLs.

Borge-Holthoefer et al. [3] analyze the dynamics of social media communi-
cation using symbolic transfer entropy of time series of information flow. They
capture the characteristic time scale of the events on social media during various
stages of the event. They compare the time series of magnitude of twitter posts
across different locations, capturing both spatial and temporal aspects of the
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tweets. It was observed that in most of the cases characteristic time scale drop
characterizes the beginning of a collective phenomenon. While the authors look
at the magnitude and directional information flow of tweets, content of tweets
and their intention has not been captured in this work. The work focuses on
identifying the structural signature of a social phenomenon whereas we focus on
identifying the semantic signature of a social media event.

Also, being a topical expert or influencer does not necessarily mean that the
user is an opinion driver. Their influence score or expertise are mainly functions
of their position in network rather than their intentions. This makes the driver
identification problem, an open problem.

3 Driver Identification: Formal Model

We use Twitter as the social media of choice for identifying opinion drivers.
However, the formal model for a driver is itself generic, and does not use any
Twitter-specific elements in its formulation. The proposed model can be easily
adapted to analyze trending activity on any other social media websites like
Facebook, Reddit etc.

We start with a topic t representing a trending activity on the social media.
A dataset Dt of the social media activity concerning topic t is extracted, rep-
resented as a set of posts. The term users(Dt) represents the set of all users
who have contributed to Dt, and the term userposts(u) represents the set of all
posts by user u ∈ users(Dt). The topic t is represented as an abstract space
characterized by a set of dimensions (t1, . . . , tm), each of which, represents a
term that is relevant to t, where m is total number of terms in Dt. Each user
u ∈ users(Dt) is defined as a vector u = (f1, . . . , fm), where each element fi

represents the frequency of term ti as used by user u, measured in terms of the
number of posts by u for which, ti is relevant.

Activities of any user u, are compared against a hypothetical “null” user u0,
which is modeled based on expected levels of activity.

The support for a given term ti, for a given user u, is the probability of u
being the author of any post mentioning ti:

support(u, ti) =
freq(ti, u)
|ti(Dt)| (1)

Here, freq(ti, u) is the frequency of term ti by user u and ti(Dt) is the set
of all posts in Dt that mention ti.

For the null user, support for each term is calculated as the expected support
averaged over all users:

support(u0, ti) =
1

|users(Dt)|
∑

∀u∈users(Dt)

support(u, ti) (2)

The “support vector” of user u, denoted as support(u) is a vector showing
the support of each term for user u. Our first evidence towards underlying intent
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to drive opinions is by observing how focused is this support vector, compared
to the set of all terms describing t. This is formulated in terms of the entropy of
this vector.

To calculate the entropy, we first reduce the support vector into a simplex,
by normalizing the support values to make it into a probability vector:

pu(ti) =
support(u, ti)

m∑

i=1

support(u, ti)

(3)

Entropy, which is the measure of spread or “scatteredness” of the vocabulary
of user u, is calculated as follows:

Hu = −
m∑

i=1

pu(ti) log2 pu(ti) (4)

Higher values of the entropy shows a scattered vocabulary, while low values
of the entropy indicates greater focus in the vocabulary of the user. Entropy
values for a given user, are compared against the “null” user u0, whose entropy
is calculated as the expected entropy – which in turn, is calculated from the
expected support vector:

Hu0 = E(Hu) = −
m∑

i=1

pu0(ti) log2 pu0(ti) (5)

In order to convert entropy values into an evidence score, we compute its com-
plement, by comparing the entropy score against the maximum score obtained.

Evidence(u) =
(Ĥ + 1) − Hu

max
u

((Ĥ + 1) − Hu)
(6)

Here, Ĥ is the maximum value of entropy obtained from all the users in the
corpus. A high value of the evidence score indicates that the vocabulary of the
user is highly focused on a small set of terms, in comparison with the overall
vocabulary used by the community for this topic.

The evidence score is by itself insufficient to conclude the intent to drive
opinions. A casual user who has participated very minimally with just one post,
would also show low values of entropy. Users who intend to drive opinions, would
not only be focused in their vocabulary, but also display significant amounts of
activity.

To measure this, we model a prior distribution of user activity manifested
by an intent to drive opinions. The intention to drive opinions is modeled as
a Dirichlet process DP (B,α), built around a base distribution B, based on
observed activity distribution:

B(u) =
|posts(u)|

|Dt| (7)
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where B is the base distribution and α is a positive real number called scaling
parameter.

A Dirichlet process DP (B,α) generates a set of data elements {X1,X2, ..,
Xn} such that for the nth data element [14]:

1. If n = 1, value of X1 is drawn from base distribution B
2. If n > 1 then,

(a) With probability α
α+n−1 value of Xn is drawn from base distribution B

(b) Set Xn = u with the probability nu

α+n−1 where nu is the number of times
u has been drawn in the past.

With N data elements thus generated, the probability of user u is defined as:

p(u) =
nu

N
(8)

Dirichlet processes are useful to model latent variables affecting observable phe-
nomena. While the base distribution shows observable activity, the Dirichlet
process uses relative variations in observable activity levels to estimate a prior
probability of a latent intentional variable, driving the activity. After the com-
pletion of Dirichlet process all users in Dt are assigned new prior probability
which represents their latent intention to drive an opinion. For our experiments,
we have set α = 0.5. This value is based on empirical verification of the sta-
bility of proposed prior values generated by the Dirichlet process across several
synthetic generation runs, given the observed base distribution.

The prior distribution of the null user is given by a least-biased formulation
of expected activity, by expecting all users to have the same levels of activity:

p(u0) =
1

|users(Dt)| (9)

Given the above, the posterior likelihood that a given user is a driver of
opinions, is given by:

L(u) = Evidence(u) · p(u) (10)

After calculating the posterior probability of all the users in the dataset,
users are ranked in descending order of their posterior probability. Empirical
examination of the distribution of L(u) scores for several datasets, show that it
is a very skewed distribution with steep changes in values from one user to the
next. To classify the ranked list of users into drivers and non-drivers, we compute
the pair-wise difference in scores between a given user and the previous one. The
first point at which the differential is lesser than the expected differential score,
we mark as the dividing point. We use the same technique to also mark a second
dividing point to finally represent the dataset as either 2 or 3 classes.

4 Results and Evaluation

For the purpose of evaluating the model we considered Twitter data for several
topics. A topic is either a keyword or a hashtag (For example “#jallikattu”,
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“USElections2016”, “GlobalWarming” etc.). For each topic on an average 2488
tweets were fetched from Twitter. Before starting the process of identifying opin-
ion drivers, the tweets were pre-processed. This pre-processing involved removal
of stop-words, punctuations, urls, searched keyword or hashtag, whitespaces and
converting all terms to lowercase. After the pre-processing step, with the set of
terms thus obtained, opinion drivers score is computed for all users in the respec-
tive topic.

Some of the topics were known apriori to be promoted campaigns (#Ignis and
#SpiceJetBigOrder), while others were organically trending topics. Intentionally
promoted campaigns and organically trending topics were easily distinguishable,
based on the location of their null user. Figure 1 shows the distribution of poste-
rior scores (Eq. 10) and the position of the null user for an organically trending
topic, while Fig. 2 shows the distribution of posterior scores and the position of
the null user for a promoted campaign. The null user scores were found to be
significantly inside the overall distribution for promoted campaigns, while the
null user score is below the scores of other users in organically trending topics.

Fig. 1. Posterior probability score distribution for users of topic ‘#Kansas’ divided
in to 3 classes along with null user

Fig. 2. Posterior Probability score distribution for users of topic ‘#SpiceJetBigOrder’
divided in to 3 classes along with null user
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In topics that are organically trending, the overall vocabulary is much richer,
given high expected values of entropy, thus pushing the null user below.

Evaluation of scores was performed in two ways. In the first method, evalu-
ators were described the definition of opinion drivers and evaluators were asked
to classify users of various topics into three classes namely: “definitely driver”
(clearly showing an intention to drive opinions), “may be driver” (potentially
showing an intention to drive opinions) and “definitely not driver” (clearly show-
ing no intention to drive opinions) based on the posts/tweets made by the respec-
tive user. In the second method, a 2-class classification scheme was used, where
users were classified as either “driver”or “non-driver”. In both the evaluation
methods all users who have only one tweet in the dataset were removed from
consideration.

Evaluation was performed by 19 human evaluators, largely coming from
a graduate student pool, who were aware of and understood the problem.
Each evaluator was provided with a list of 20 users from each topic chosen
from five topics. The list provided to the evaluators comprised of users chosen
from all classes with equal random probability.

Each evaluator classified 20 users across 5 topics, giving 100 values from each
evaluator. Evaluation results form a matrix with dimensions 100 × 19. Rows
represents users (twitter handles) and column represents evaluator scores. The
modal value of the class in a row is chosen as the result of the evaluation for
that twitter handle. The confidence of this evaluation is calibrated based on
agreement across evaluators. This is calculated as:

Agreementuser[i] =
count(mode(i))

total number of evaluators
(11)

Where count represents number of times the modal value is repeated in the list.
Table 1 depicts the average agreement scores across all evaluators for both 3-class
and 2-class models. Agreement scores were also computed by adding the algo-
rithmically computed class as a column in the evaluation matrix. This is shown
in rows 3 and 5 of Table 1 for both 2-class and 3-class models respectively. For
2 class evaluation, agreement score between the evaluators is 0.75 and agree-
ment score between evaluators and the proposed model result is 0.78. For 3 class
evaluation, agreement score between the evaluators is 0.60 and agreement score
between evaluators and the proposed model result is 0.62. We interpret this to
mean that even if the algorithm were to replace one of the human evaluators, it
would result in little or no change in the overall consensus.

Algorithmic results were also calibrated for its precision and recall leading
to the F1 measure. Precision was computed as a measure of the proportion of
users identified as drivers by the algorithm, who were also identified as drivers
by the evaluators. Recall was a measure of the proportion of the set of all users
who were identified as drivers by the evaluators, who were also identified by the
algorithm. The F1 score is the harmonic mean of precision and recall scores.

Finally, Cohen’s kappa [5] was used to calibrate agreement between evalu-
ation scores based on modal values of the class, and algorithmically computed
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Table 1. Evaluation scores for different metrics

No. of classes Metric Score

2 F1 score 0.77

2 Agreement score (between evaluators) 0.75

2 Agreement score (between evaluators and algorithm result) 0.78

3 Agreement score (between evaluators) 0.60

3 Agreement score (between evaluators and algorithm result) 0.62

3 Cohen’s kappa (quadratic weights) 0.67

class for each user. We obtained a score of 0.67 which indicates positive correla-
tion between evaluator and algorithm scores.

Table 2. Kendall’s correlation score comparing impact, activity and driver-score based
ordering of terms with global ordering of terms based on frequency

Topic Users with
high impact

Users with
high activity

Opinion
drivers

Election 0.30 0.09 0.36

#TrumpGlobalGag 0.38 0.41 0.65

#Kansas 0.31 0.36 0.41

ABVP 0.31 0.51 0.58

Evaluating robustness of the model. We also asked how sensitive is the computed
score to the specifics of the dataset and whether the driver scores would change
with more or less data collected. The model is said to be robust, if it is impervious
to minor perturbations in the evidence. To compute this, tweets of a topic were
first sorted according to their time stamp. Driver scores were then iteratively
computed, with each iteration reducing the data size by 3%. This process is
repeated until data size is reduced to 45% of its original size. At each iteration
top driver is noted. If the model is robust with respect to size of data, then the
same user should be the top driver in all the iterations.

In our experiments on different topics, the top driver for the dataset remained
intact on an average of 79% of the time across the iterations.

Comparison with user activity and user impact. We also address a hypothetical
question whether opinion drivers can be trivially detected by the impact they
have had on the discussion, or by their amount of activity. Since an opinion
driver plans to drive collective opinions along specific directions, we compare
opinion drivers and users with high activity or impact (based on retweets and
likes), against collective opinion rankings. Collective opinion is modeled by a
global ranking of terms, with respect to the number of tweets they appear in.
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Similar term distributions are computed for each model. We first score users
according to the respective model (activity, impact and driver). Terms used by
these users are given an aggregated score by adding the respective model score
every time a term is used by the user. Terms are then ranked based on this
aggregated score, and compared with the global ranking using Kendall rank
correlation coefficient [8].

Table 3. Signature of the narratives

Topic Drivers Top-1st word Top-2nd word Top-3rd word

#Ignis Driver 1 {@nexaexperience} {launch} {electronation,
ignis}

Driver 2 {@nexaexperience} {electronation} {launch,
looking,
forward}

Driver 3 {@nexaexperience} {electronation,
watch}

{launch, live}

ABVP Driver 1 {#delhiuniversity} {ramjas,
college}

{umar, khalid}

Driver 2 {#modiministry} {ramjas,
college}

{khalid, protest,
clash}

Driver 3 {well, done} {traitors} {medicine, long,
due}

#Kansas Driver 1 {feb, pm} {#shooting} {man}
Driver 2 {#espn2, #tcu} {#aclu} {#doj}
Driver 3 {kansas,

#noplacelikeks}
{#ksbucketlist} {city}

Table 2 shows the average Kendall rank correlation coefficient scores calcu-
lated for these three sets for different topics. It is evident that for all topics that
were considered, rank ordering of terms by opinion drivers agreed more than
that of users with high impact or activity. This indicates that opinion drivers
represent the topical narrative more accurately.

Signature generation. The objective of driver identification is to reduce a trend-
ing topic into a “signature” representation – comprising of its drivers and the
topics they represent. Table 3 shows top 3 keywords for the top 3 drivers for
different topics. The user handles of the top three drivers have been anonymized
for protecting their privacy.

The consistency of the top terms for drivers of the promoted campaign
(#Ignis) is copious. Organically trending topics have drivers with different
agenda, leading to different sets of top terms associated with them.
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5 Conclusions

We conjecture that modeling social media as an opinion marketplace represents
a significant leap in our understanding of its dynamics. This work represents pre-
liminary research results in this direction of pursuit, where we reduce a trending
topic on social media to a set of opinions and their drivers. This helps in bet-
ter understanding of the latent intentional forces that are trending this topic.
Reducing a trending topic into a set of directions and their drivers will be useful
for several stakeholders – for government organizations to identify any suspicious
activity, product companies to analyze and improve their products, Web science
researchers to understand social media activities, social media enthusiasts to
observe and participate in the direction they like. In future work, we plan to
improve upon this model and extend this to characterize more elements of the
opinion marketplace. We also plan to incorporate the temporal aspect of social
media posts as a part of the model.
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Abstract. The last decade has seen a considerable increase of online shops for
fashion goods. Technological advancements, improvements in logistics, and
changes in buyer behavior have led to a dissemination of apparel goods and
respective data on the Web. In numerous domains of knowledge management,
ontologies have proven to be very useful for sharing meaning among organi-
zations and individuals, and for inferencing. With schema.org, there already
exists a collection of widely accepted Web vocabularies for the fields of gas-
tronomy, accommodation, entertainment, sports, or products. Yet, schema.org
still lacks a dedicated fashion ontology, which would allow for greater inter-
operability, higher visibility, and better comparison of fashion products on the
Web. In this paper, we design and evaluate a Web ontology for garments as a
compatible extension of schema.org. For our proposal, we take into account
current best practices of Web ontology engineering, we formally evaluate our
conceptual model, and we present practical use cases. We further contextualize
our work by comparing our approach with state-of-the-art vocabularies for the
fashion industry.

Keywords: Schema.org � Ontology engineering � Conceptual modeling �
Fashion � Clothing � Garments � Apparel � E-business � E-commerce �
Products � Product types ontology � DBPedia

1 Introduction

Online shopping constitutes an important application domain and sales channel for the
fashion industry. Especially over the last decade, fashion e-commerce has gained a lot
of traction. Technological advancements, improvements in logistics, and changes in
buyer behavior have led to a dissemination of apparel goods and respective data on the
Web [1]. According to [2], fashion-related products are globally the most popular
category of online shopping. E-commerce statistics in the European Union [3] and the
United States [4] further indicate a high online purchase volume in the apparel industry
besides consumer electronics. In Germany, the e-commerce turnover for fashion and
accessories has risen between 2007 and 2014 from 4.6% to 19.7% of the total annual
turnover for this segment [1].

In numerous domains of knowledge management, ontologies have proven to be
very useful for sharing meaning among organizations and individuals, and for infer-
encing. An ontology is generally defined as “a formal, explicit specification of a shared
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conceptualization” [5], in other words it intends to share a common understanding of a
domain across people and computers (cf. [5]). Because “an ontology is a concrete view
of a particular domain” [6], ontology engineering often has to find a trade-off between
an ontology’s expressiveness (i.e. to maximize the coverage of the domain of dis-
course) and its general usefulness (i.e. to maximize overlap between different inter-
pretations and thus optimize their reusability). A popular project that seeks to find
conceptual models of domains that are accepted by large audiences on the Web is
schema.org.

Schema.org is a joint initiative of the leading search engine operators Google,
Yahoo!, Bing, and Yandex. The project was initiated in 2011 and it strives to compile a
collection of commonly understood Web schemas (or vocabularies) under a single,
consolidated namespace (i.e. http://schema.org/). These vocabularies allow to embed
structured data into Web pages that can be used by search engines and other novel
data-consuming applications. Over the years, the community has continuously
improved the core schema and provided extensions for various domains such as cre-
ative works, events, health science, gastronomy, accommodation, entertainment, sports,
products, or automobiles [7]. As a result, adoption of schema.org markup in Web pages
has meanwhile taken off. However, schema.org still lacks a dedicated ontology for
fashion goods, which would allow for greater interoperability, higher visibility, and
better comparison of fashion products on the Web. In particular, fashion Web sites have
currently no means to provide a detailed, machine-readable description of their prod-
ucts on the Web which would benefit novel applications.

The goal of this work is to design a light-weight ontology and modeling approach
for the Web that covers the most important aspects of the apparel industry. We require
our ontology to be light-weight for it can be easily incorporated into schema.org, it is
useful for the majority of stakeholders, and still it can be easily extended using best
practices provided by schema.org. Unlike classical ontologies intended for quite
determinate contexts, the core problem with ontology engineering for the Web is that
many of the potential stakeholders are unknown upfront (cf. [8]).

Having a fashion ontology within schema.org opens up a range of possible use
cases. First and foremost, it allows to describe items within Web shops in a
machine-friendly way so that data consumers like Google or Apple can easily grasp the
structured content for novel applications. Furthermore, manufacturers can similarly
benefit from marking up their products online and thus render them more visible for
any kind of data-consuming applications (cf. [9]). This way even very sophisticated use
cases are possible, e.g., with the upcoming Internet of Things devices such as washing
machines and tumble dryers could autonomously query information about pieces of
garment from the respective manufacturer Web sites and act intelligently upon by
applying the correct care treatments.

The remainder of this paper is structured as follows: In Sect. 2 we provide context
on clothing-related information and what the current challenges are. Section 3
describes our approach of engineering an ontology for garments that is compatible with
schema.org. We evaluate our approach in Sect. 4. In Sect. 5 we compare our approach
with important related works and give an outlook of how our ontology can be used and
improved.
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2 Overview of Clothing-Related Information

The main challenge of characterizing clothing-related information is the great variety of
product types (trousers, shirts, shoes, dresses, underwear, accessories, etc.), the man-
ifold manufacturers and other stakeholders, but also the versatility of textile materials.
Besides the product-specific information for fashion goods, the most important
dimensions related to clothing and accessories are garment sizes, colors, product
variants with different garment sizes and colors, materials information, textile care
recommendations, and certifications.

2.1 Garment Sizes

Garment sizes play a peculiar role in the fashion industry, as there exist several different
standards for classifying sizes, including international ones (e.g. the European EN
13402 series of standards or the US clothing sizes standard) as well as systems that vary
between individual countries (cf. [10]). Generally, garment sizes with these standards
are based on anthropometry, i.e. measurements of human individuals (cf. [11]). Garment
sizes can be grouped into size charts, i.e. “the artificial dividing of a range of mea-
surements” [12]. Clustering sizes is both beneficial for manufacturers and vendors in
production and retail (cf. [12]). Furthermore, size measures can differ across manu-
facturers. Nowadays it is no secret that garment sizes change over time, i.e. due to
marketing policy and the like the physical sizes of clothing tend to increase with respect
to the nominal sizes, also known as size inflation or vanity sizing [10]. Furthermore, size
comparisons among clothing size standards are difficult because they often lack direct
relationships to each other [10].

2.2 Colors

The color of a clothing is one of the most remarkable features of a clothing. Besides the
type of clothing, it plays a critical role in receiving a first impression to an apparel
good.

2.3 Product Variants

The fashion industry has to deal with a high diversity in the production of clothing. E.
g., for the same piece of clothing there typically exist multiple configurations with
different sizes (e.g. length, waist width) and/or colors.

2.4 Materials Information

The textile industry is characterized by different kinds of materials that can range from
natural to synthetic fibers, and by a complex textile process chain (cf. [13]). Popular
fibers that are used as materials for garments include Cotton, Wool, Silk, or Polyester.
But even metal fibers can be found in clothing and accessories goods. For an overview
of the kinds of materials in textile production, see e.g. [13].
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2.5 Textile Care Recommendations

In order to prevent damages to clothing by improper handling, it is very common to sew
care labels into textile goods. Such labels give care instructions using specific symbols
for washing, bleaching, dry cleaning, ironing, and professional cleaning treatment (cf.
[14]). The symbols and their meanings are defined by the International Association for
Textile Care Labelling, GINETEX, and are standardized in the DIN EN ISO 3758
international standard [15]. This standard is commonly accepted in European countries.
Other standards are available in other countries and regions, notably the Standard Guide
to Care Symbols for Care Instructions on Textile Products [16] in the US.

2.6 Certifications

Certifications address sustainable production, usage, and disposal (cf. [17]). There exist
a number of standards that impose requirements that are either industry-independent or
target specific industrial branches. The Ecolabel Index1 provides a directory of
world-wide ecolabels from different industries. One of the most notable certification
standard for the textile industry is the Global Organic Textile Standard (GOTS)2, but
also the OEKO-TEX® Standard 1003 is widely known as a certification system for raw
materials, intermediate products, and end products (cf. [17]).

3 Clothing Product Information with Schema.org

In this section, we discuss our modeling proposal and the design of a light-weight
ontology for garments that relies on schema.org concepts and will possibly be included
in one of the future releases of schema.org. In the course of this paper we will stick to the
namespace prefix cpi: for Clothing Product Information in order to refer to concepts of
our ontology. The rationale is to clearly highlight existing elements in schema.org that
we can reuse and to discern them from the newly added ones. In the subsequent dis-
cussion, we assume the following prefix declarations without defining them repeatedly:

• cpi: http://www.ebusiness-unibw.org/ontologies/cpi/ns
• schema: http://schema.org/.

3.1 Method

Ontology experts have in the past contributed a large number of ontologies for many
different domains. An overview of available ontologies is provided by popular online
lookup services like Swoogle4 or Linked Open Vocabularies5. Consequently, there

1 http://www.ecolabelindex.com/ecolabels/.
2 http://www.global-standard.org/certification.html.
3 https://www.oeko-tex.com/en/business/business_home/business_home.xhtml.
4 http://swoogle.umbc.edu/.
5 http://lov.okfn.org/dataset/lov/.
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have evolved best practices for the process of ontology engineering, consisting of
(1) requirements analysis, (2) conceptualization, (3) implementation, and (4) evaluation
[18]: The requirements analysis researches existing solutions, defines use cases, and
formulates competency questions that describe a domain. It follows the modeling of the
conceptual domain, defining classes, properties, and enumerated values, with a possible
integration of existing sources. The implementation phase consists in formalizing the
ontology model in a representation language. Finally, in the evaluation step the com-
petency questions are typically answered automatically or semi-automatically (cf. [18]).
Competency questions are a standard method in ontology engineering that help capture
the scope and content of an ontology, and guide its form of evaluation (cf. [19]).

However, as our suggested schema.org extension for garments is intended for a
rather large, unknown audience on the Web, the abovementioned, rigorous ontology
design approach is replaced by a more practice-oriented approach that best possible
meets the criteria and interpretations of the conceptual designers, but likewise of data
publishers and data consumers on the Web with varying levels of semantics expertise
(cf. [8]).

In the following, we formulate competency questions [19] for defining the scope of
our extension proposal for schema.org. We base our competency questions on func-
tional requirements that we derived from the general presentation of descriptions and
features of textile goods in Web shops. Since commercial details of product offers can
be readily supplied by schema.org (e.g., http://schema.org/Offer), we left out this aspect
for our competency questions:

1. CQ: Which retrievable Web resources describe a

• {footwear, clothing, accessories} product,
• {by, with} a certain {manufacturer, brand name},
• with a given garment size,
• consisting of a combination of materials,
• with one or more colors,
• is designated for a particular group of customers,
• has restrictions on textile care,
• is certified by an organization or through a certification program, and
• meets certain requirements on {properties, intervals for properties}.

2. CQ: Which clothing or accessories products are available?
3. CQ: How can we specify garments that contain at least 60% cotton?
4. CQ: Which types of certifications are available?
5. CQ: Which kinds of textile care recommendations do exist?
6. CQ: Which are the eligible customer groups?
7. CQ: How can the production origin (e.g. made in Germany) be specified?
8. CQ: How can variants of {footwear, clothing, accessories} products be expressed?
9. CQ: How can product identifiers be attached?

10. CQ: How can basic product information (e.g. images) be supplied?

In order to be able to answer these competency questions, the ontology must at least
offer conceptual elements to represent basic product information (e.g. product types,
descriptions, images), clothing-related information (e.g. garment sizes, materials), care
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recommendations (e.g. washing care instructions), and certifications (e.g. regarding
sustainable production). In the upcoming subsections, we will illustrate how existing
elements in schema.org and newly added concepts within our garment vocabulary
allow to model all this information.

3.2 Representation of Basic Product Information

The domain that our vocabulary for garments shall interfere with is the product domain,
since apparel items as they are offered by fashion Web shops are essentially products.
We can classify any apparel good as a schema:Product and thereby take advantage of
all concepts, individuals, and relationships related to this schema.org concept. This way
clothing and accessories can immediately benefit from the full e-commerce capabilities
within schema.org.

The core class that distinguishes clothing and accessories products from the generic
product type is cpi:ClothingAndAccessories. It is defined as a subclass of schema:
Product. A further and more granular distinction is possible by the definition of the two
classes cpi:Footwear and cpi:GarmentOrClothing, which are subsumed by their
common superclass cpi:ClothingAndAccessories. If we were to model accessories (e.g.
scarf, hat, gloves), we would accordingly classify them under the class cpi:Cloth-
ingAndAccessories. With having all these concepts being subclasses of schema:Pro-
duct, we can easily model basic product information for clothing products like

• name and description (schema:name and schema:description),
• product image and link (schema:image and schema:url),
• weight (schema:weight (! schema:QuantitativeValue)),
• manufacturer (schema:manufacturer (! schema:Organization)),
• (offer and) price information (schema:offers (! schema:Offer) and schema:price),
• brand (schema:brand (! schema:Brand or schema:Organization)),
• category (schema:category), and
• product identifiers, e.g. GTINs, MPNs, and identifiers like EPC/RFID (e.g. [20])

(schema:gtin13, schema:mpn, schema:productID, schema:identifier).

In addition, schema.org has a relatively simple yet powerful extension mechanism
(schema:additionalType property) whereby products can be classified as more specific
types. In our case, we can classify products as specific types of garments linking with
schema:additionalType to corresponding classes in external ontologies such as the
Product Types Ontology (PTO)6. The schema.org-specific schema:additionalType
property corresponds to rdf:type in RDF data models.

6 http://www.productontology.org/.
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Ontologies for e-commerce like GoodRelations [21] and its derived counterpart in
schema.org, typically favor the distinction between product models and product
instances. While the product model denotes the blueprint of a product, a product
instance represents the physical entity that can be sold, borrowed, owned, sought, or
disposed. Although this is recommended practice, many data publishers will typically
decide to model a product item using the more generic product type schema:Product.
For the sake of simplicity, we also do this here wherever feasible.

3.3 Representation of Clothing-Related Information

Product-related information can well be covered by existing concepts in schema.org, as
it was demonstrated in the previous subsection. However, schema.org is severely
limited when it comes to describe clothing-related information. This subsection hence
proposes the modeling of specific information related to garments.

Garment Sizes. Nowadays there exist many international and regional standards for
garment sizes and partly incompatible interpretations of clothing sizes by various
manufacturers. Because of this, garment sizes are complex to model in a correct way.
For the purpose of our modeling approach, it is safe to neglect the comparability of
different sizes from different standards or manufacturers when we specify garment sizes
with respect to their standards or manufacturers. This processing step can be passed on
to the data consumers.

Garment sizes in the Clothing Product Information ontology are attached to
clothing and accessories products using a common property cpi:clothingSize, which
likewise applies to (has as its domain) footwear, clothing, and accessories.

For individual product sizes, we can indicate using the schema:valueReference
property e.g. that “Size XXL for an Adidas sweater means width = 65 cm, length =
67.5 cm, and sleeve length = 67 cm”. For brevity, we show only the reference to the
width of the sweater. The unit code expects a unit of measurement code defined
according to the UN/CEFACT Common Code standard [22].
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Now we can use the size information to describe an instance of an Adidas sweater.

Because clothing sizes are qualitative values, we can even consider to set up an
ordering relation among sizes, e.g.

The EN 13402 standard [23] part 3 defines range intervals and letter codes for
garment sizes. In the following, we sketch briefly how we could model a size chart that
uses codes (here with size “M”).

In our previous examples, we used the property cpi:sizeStandard to point at a stan-
dardization body or manufacturer, and we used schema:greater/schema:lesser properties
to obtain an ordinal scale for garment sizes within manufacturers and size standards.
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We opted for modeling the value and to refer to the size standards or size charts of
manufacturers. We could have decided instead to materialize all possible standards as a
Linked Open Data dataset. However, the problem with this approach is that manu-
facturers have different interpretations of sizes (i.e. facing the vanity sizing problem).
Our approach is better from a schema.org point of view, as it passes on the processing
task to the data consumer.

Colors. Schema.org has already a property to define the colors of products, namely
schema:color. The expected value is a textual description, e.g. “red”, “green”, or
“blue”. We can thus take advantage of this property to describe the color of apparel
goods. As we will see shortly, we can either add the color information right to the
clothing product, or alternatively to the materials it is composed of, since materials are
modeled as products too.

Materials. Schema.org defines a the property schema:material as “[a] material that
something is made from, e.g. leather, wool, cotton, paper”7. We could blindly use this
property and attach a material (essentially a schema:Product) to it, but then it would
not be possible to provide granular descriptions on how much exactly of a material was
incorporated. Additionally, it would be impossible to claim that a clothing contains at
least/at most a certain amount of material, e.g. more than 80% merino wool. Instead we
introduce a class cpi:MaterialComponent as a subclass of schema:Product. This way
we can handle ternary relationships (cf. [21]) by introducing an intermediate node that
specifies the information about the type of material and its relative share of a product.

Note that we use schema:material for linking from the product to the material
component, and again from the material component to a material. This is by intention,
because such a modeling approach allows to recursively decompose materials into their
constituents in a transitive fashion.

To give an example, let us assume that we want to model a jacket made of 80%
leather and 20% cotton using DBPedia8 entities.

7 http://schema.org/material.
8 http://dbpedia.org/.
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Quite clearly, relying on the schema:QuantitativeValue class for modeling material
quantities, we could even specify lower/upper limits on material compounds, e.g. to
express that a clothing contains more than 25% recycled cotton.

Materials, as they are modeled as products, can carry a brand name, e.g. to specify
that a windbreaker is made of GORE-TEX® material. Furthermore, treating materials
as products invites to use the Product Types Ontology (PTO). However, entities in the
Product Types Ontology are defined in the TBox modeling layer and not in the
ABox layer, meaning that they describe classes rather than instances. In practice, it
means that in order to take advantage of the Product Types Ontology we would have to
create an enumerated list of materials that are instantiated product classes from the
Product Types Ontology. An alternative way is to rely on DBPedia identifiers, which
already represent instances, although are not defined as products.

We decided to create instances for a number of well-known fabrics. For additional
context, we could easily link them with DBPedia using owl:sameAs links. Furthermore,
DBPedia could be used to extend our current enumeration with additional materials.

Available Combinations. The fashion industry has to deal with a high diversity in the
production of clothing. E.g., for the same piece of clothing there typically exist dif-
ferent sizes (e.g. length, waist width) and colors. When modeling such situations, we
encourage to treat all possible combinations as variants. Schema.org already has a
suitable property for that, namely schema:isVariantOf. The property allows to mate-
rialize variations of product models, i.e. all available configurations are represented
explicitly with respect to a given base model.
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Currently, schema.org has no mechanism for rule-based generation of variants, but
combinations can be generated in SPARQL 1.1 [24] using the VALUES clause.
The SPARQL CONSTRUCT query below takes the VALUE clause to materialize all
combinations of given garment sizes (S, M and L) and colors (red and blue) to a
provided base model. The URIs for the new product and model entities are constructed
using the BIND expression.

A generic mechanism for the modeling of variants of product models would be
good for schema.org, but should not be clothing-specific. The Volkswagen Car Options
Ontology9 e.g., supports the modeling of configuration options for automobiles.

3.4 Representation of Textile Care Recommendations

Because of the vast diversity of textile care recommendations, it is not possible to cover
the full range of standards and proprietary solutions for care instructions in our
modeling. So we create an enumeration of textile care recommendations according to
the ISO 3758 standard [15] and give further advice on extensions. There are two viable
alternatives to model textile care instructions. One very light-weight approach would be
to use the generic property-value mechanism10 of schema.org. However, this approach
does not use specific properties and is thus not very robust and gives a lot of freedom to
the data publisher. We thus recommend a similar approach as for the garment sizes
before, i.e. creating specific qualitative properties and values, and then to point at value
references. This time, however, we also create more granular subtypes of the common
type care instruction.

9 http://www.volkswagen.co.uk/vocabularies/coo/ns.
10 http://schema.org/PropertyValue.
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The subtypes of cpi:CareInstruction along with the number of instances defined in
them are: cpi:BleachingCare (3), cpi:DryingCare (with subtypes cpi:NaturalDrying
(8), cpi:TumbleDrying (3)), cpi:IroningCare (4), cpi:ProfessionalCare (9), cpi:
WashingCare (11).

In the following, we present the basic description of a Jeans with the abovemen-
tioned care instructions.

Textile care instructions are instantiated whilst providing a value reference, for
instance the recommended maximal temperature for washing, and a link to the care
symbol, if it is available.

3.5 Representation of Certifications

For certifications, an enumerated list of predefined individuals for the most popular
certifications or certification bodies is sufficient. In our schema, we define a property
cpi:certified and link to it either enumerated values of the type cpi:Certification, which
are subtypes of schema:QualitativeValue, or a certifying authority, URL (i.e., schema:
URL), or Text (i.e., schema:Text). If the property points to a certification, the issuing
certification body can be signaled via a URL.
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The subsequent minimal example illustrates how certifications can be attached to
clothing and accessories products (note that scarf is an accessory). We provided
instances for the most popular certifications in the textile sector.

3.6 Other Information

Besides the aforementioned core properties of clothing information, our proposal
contains additional information, that we herewith briefly summarize:

• cpi:countryOfOrigin (cpi:ClothingAndAccessories ! Text) with an ISO 3166-1
two-letter country code [25], e.g. to be able to express “made in Germany”,

• cpi:designatedFor (cpi:ClothingAndAccessories OR cpi:ClothingSize ! cpi:Gen-
der OR Text) can be used to model designation for clothing, but also for garment
sizes, e.g. to specify “for men”,

• cpi:fitDescription (cpi:ClothingAndAccessories ! Text) to attach a fit description
like e.g. “regular fit”.

Moreover, some existing properties of schema.org are very handy for modeling
further information, namely

• schema:additionalProperty, the generic property-value mechanism that eases
modeling properties of products that currently are not covered by our ontology,

• schema:releaseDate and schema:productionDate that allow to specify the variant
release and production date of a specific clothing product,

• schema:aggregateRating and schema:review in order to link to ratings and reviews
of clothing items as often used by Web shops.

3.7 Formalization and Results

We developed a first draft of our ontology proposal in the popular ontology editor
Protégé. This tool allows to export the conceptual model in data formats (e.g.
RDF/XML, Turtle, N-Triples) that are all compatible to each other. However, because
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it should be a schema.org-compatible extension for garments, we did the fine-tuning on
a Notation 3 file in a text editor.

The design goal for the ontology was to keep it small, easy to grasp, and to reuse
existing schema.org concepts, but still to be expressive enough for being useful to the
majority of stakeholders. In total, our vocabulary consists of 15 classes, nine properties
(two datatype properties and seven object properties), and 57 individuals. The latest
version of our schema.org extension is available online11 and provides besides the RDF
data formats a human-readable documentation. Its current namespace is cpi, which
stands for Clothing Product Information. We also performed some consistency and
validation checks with Pellet reasoner12 and Eyeball validator13, and with the
W3C RDF Validator service14, which we all passed successfully.

4 Evaluation

We evaluate our conceptual model in the following two ways. First, we test its domain
coverage and utility with real-world data from the Web. Second, we formally validate
the functional requirements of our ontology with answering the competency questions.

Our first goal was to model real-world data with our approach and to show how all
information categories can be represented. We selected for each category of garments,
footwear, and accessories an arbitrary item from the Web. For that we visited Google
Shopping15 and entered the following three terms: “jeans” (garments), “running shoes”
(footwear), and “hat” (accessories). We took the first vendor of the very first item that
appeared on the result list. This way we got items from three different shops.

• Running shoes: https://www.goertz.de/nike-sneaker-juvenate-grau-hell-44365407/
• Jeans: https://www.limango-outlet.de/levi-s/jeans-501-regular-fit-in-dunkelblau-2-

4904202
• Hat: http://www.stylefile.de/adidas-ac-bucket-hat-schwarz-fid-95779.html

As it can be seen in Fig. 1, the clothing-related product information varies between
product types and to obtain a full coverage of all features would be infeasible for a
light-weight ontology. However, with schema.org it is possible to model missing
properties using the property-value mechanism. The examples of populating Web site
content with clothing-related product information are published online16.

At the beginning of Sect. 3 we have given competency questions to capture the
domain and content of the planned conceptual design. In the following, we will
translate the main questions into queries, and use SPARQL to answer them and hence
formally evaluate our ontology.

11 http://www.ebusiness-unibw.org/ontologies/cpi/.
12 https://www.w3.org/2001/sw/wiki/Pellet.
13 https://www.w3.org/2001/sw/wiki/Eyeball.
14 https://www.w3.org/RDF/Validator/.
15 https://www.google.de/shopping.
16 http://www.ebusiness-unibw.org/ontologies/cpi/evaluation.html.
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Fig. 1. Jeans “501” - Regular fit - in Dunkelblau by Levi’s, offered by Limango Outlet
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The recall of such queries might be limited in certain scenarios due to differing
modeling patterns caused by the freedom of the data publisher to choose between
entities and textual labels (e.g., material with a range of either schema:Product, Text, or
URL).

5 Discussion and Conclusion

5.1 Related Work

As part of a project towards supporting the traceability of textile products in supply
chains with Semantic Web technologies, a product ontology was specified that also
models objects of the textile industry, including “fabrics, parts, dyes, yarns, mixing
lots” [26]. The ontology utilizes subsumption hierarchies and also allows the modeling
of certificates [26]. A more comprehensive, modular ontology for the whole fashion,
textile, and clothing domain was suggested in [27].

In an attempt to represent knowledge about people and garments, a fashion advice
ontology (Servive Fashion Ontology) was proposed and encoded in the Web Ontology
Language OWL [28]. Its objective was to create personalized style recommendations
by fitting garments to human profiles based on body measurements or facial features.
The ontology comprises information about materials, garment features, and colors. The
work in [29] proposes another approach to determine clothing similarities for fashion
recommendation, with an ontology that covers clothing features as well as types of
clothing by defining a taxonomy.

In the context of the OPDM project, a set of vertical product ontologies17 as
extensions of the GoodRelations ontology for e-commerce [21] were built, among
others specific vocabularies for garments18 and for shoes19.

An approach similar to ours, namely to develop a clothing extension for schema.
org, was proposed more recently by [30]. In contrast to many other approaches this
proposal focuses less on the physical dimensions of clothing, but rather on subjective

17 http://www.ebusiness-unibw.org/ontologies/opdm/.
18 http://www.ebusiness-unibw.org/ontologies/opdm/garment.html.
19 http://www.ebusiness-unibw.org/ontologies/opdm/shoe.html.

Representing Fashion Product Data with Schema.org 269

http://www.ebusiness-unibw.org/ontologies/opdm/
http://www.ebusiness-unibw.org/ontologies/opdm/garment.html
http://www.ebusiness-unibw.org/ontologies/opdm/shoe.html


features of fashion goods through a subjective influence network model [30]. Finally,
an ontology for garments was defined from a completely different angle, namely for the
simulation of virtual dressing of garments [31].

5.2 Our Approach

In this paper, we have proposed a Web vocabulary for the domain of garments that is
compatible with schema.org. It reuses large portions of schema.org and its light-weight
extensions aim to be easy to grasp for the majority of stakeholders on the Web. As our
Web schema aims to be compatible with schema.org and their intended user groups,
our vocabulary was designed in a way that data publishers can pass the processing of
information towards data consumers. E.g., if some information cannot be easily sup-
plied by the data publisher (e.g. due to lack of granularity at the data source), it just
suffices to attach the data with a textual description and let the consumer take care of
lifting the data into the desired target structure.

As compared to existing ontologies for the textile domain like the OPDM garment
ontology, our ontology is more designed towards the schema.org standard, but it also
addresses clothing information often left out by other approaches, namely certifications
and textile care recommendations. Furthermore, it is possible with our ontology to
express the proportion of certain fabric materials contained in the clothing. Another
unique characteristic is our reliance on and reuse of already existing properties and
types of schema.org, the Product Types Ontology, and DBPedia.

5.3 Future Work

There are certainly some aspects and properties that have not yet sufficiently been
addressed by our modeling proposal of garments, e.g. the degree of chemical sub-
stances in the clothing (cf. [32]). However, this aspect could intuitively be solved by
the same modeling pattern that we used for materials.

In the course of this work, we gave a proposal on modeling garment sizes without
attaching value to dimensions such as sleeve length, outer leg length, etc. While our
recommendation for schema.org was to rely on standard measures with value refer-
ences to this kind of quantitative dimensions, a vertical extension for garments could
well complement them with specific properties. Yet another extension possibility,
which we missed out in the context of this paper, is to provide information on the type
of composition for materials, namely whether they were laminated, sealed, patched,
etc., which would serve to testify the quality of clothing.

In summary, let us give a more prospective outlook for garments on the Web. We
anticipate use cases like smart washing machines that can read RFID-tags patched into
clothing and download care instructions from the manufacturer pages. Such care
instructions can be populated in Web pages using schema.org and our garment
extension.
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Department of Computer Science, Rutgers University, New Brunswick, NJ 08903, USA
{v.kalokyri,borgida,amelie,dvianna}@cs.rutgers.edu

Abstract. Many individuals generate a flood of personal digital traces (e.g.,
emails, social media posts, web searches, calendars) as a byproduct of their
daily activities. To facilitate querying and to support natural retrospective and
prospective memory of these, a key problem is to integrate them in some sen-
sible manner. For this purpose, based on research in the cognitive sciences, we
propose a conceptual modeling language whose novel features include (i) the
super-properties “who, what, when, where, why, how” applied uniformly to both
documents and autobiographic events; and (ii) the ability to describe prototypical
plans (“scripts”) for common everyday events, which in fact generate personal
digital documents as traces. The scripts and wh-questions support the hierarchi-
cal organization and abstraction of the original data, thus helping end-users query
it. We illustrate the use of our language through examples, provide formal seman-
tics, and present an algorithm to recognize script instances.

Keywords: Personal digital traces · Conceptual model · Scripts · Plan
recognition

1 Introduction

Our modern lives produce digital traces consisting of “personal digital documents”
(PDDs) resulting from sources such as email, messaging, calendars, social media posts,
web searches, purchase histories, GPS location data, etc.1

Our goal is to use this information to help users supplement their retrospective and
prospective memory, as envisioned in the “personal memex” of Vannevar Bush [4].
In addition to the problem of user interfaces for such systems, the key difficulty is
integrating the heterogeneous and disparate kinds of PDDs.

Traditional research on Personal Information Management (PIM) has been “object
centric”, in the sense that the programs were intended to identify objects and represent
semantic relationships between them, so that “finding” was supported by associative
search. We believe that this is in part because of the field’s origins lie in supporting
office work, where finding files and other office objects was the standard use-case.

In contrast, a core feature of our work is the existence and exploitation of PDDs
from a wider variety of sources. Each individual information source may have its own

1 We immediately acknowledge the sensitive nature of this information, and the very important
privacy issues that they raise.

c© Springer International Publishing AG 2017
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natural (semi)structure (e.g., from, to, date, subject, body for an e-mail). What is needed
is some way to integrate these “document schemas”. One hypothesis embodied in our
proposed conceptual model is that most information about a PDD can be fitted as
answers to the questions who, what, when, where, why and how (the w5h questions),
thereby providing a way of correlating the information on different kinds documents in a
manner that is natural to humans. For example, the who property of an email include the
sender and all the recipients, while the who property of a Facebook messenger/Google
Hangouts conversation include the creator and the participants. Given this integration,
one can provide relatively simple keyword search support along the “w5h dimensions”.

A more significant novelty of our proposal, compared to traditional PIM, is moti-
vated by the cognitive science literature (e.g., [15,16]), which shows that the intended
use-cases are closely related to enhancing the user’s autobiographic memory. This
memory is centrally concerned with the events in one’s life, which provide a narrative
that connects the PDDs. For example, some emails concerning dinner, a confirmation of
an OpenTable reservation, a Lyft receipt, and a credit-card payment, make much more
sense as part of an episode of going out to dinner, if they have similar when, where, and
who dimension values. Therefore, another hypothesis our work is that in developing a
conceptual model for PDDs, one must make equal room for the modeling of events,
both atomic actions and complex events. For the latter, we were inspired by the idea of
scripts introduced by Schank and Abelson [13] for language understanding. These are
stereotypical plans for common situations. Our current language for describing plans is
based on Hierarchical Task Networks [7].

This paper illustrates the use of our proposed language through examples, provides
a syntax and a formal semantics, and presents an algorithm to recognize script instances.
It is a companion to the workshop paper [9] discussing some empirical results.

2 Related Work

We briefly mention here some of the many areas of related work.
The case for a unified logical data model for personal information has been made

repeatedly in PIM, as has the use of ontologies (e.g., [11]) and semantic models like
RDF(S) (e.g., [10]).

Since we are interested in representing (autobiographic) events and their instances,
there is a vast literature on composite process and event representation spread across a
wide variety of areas.

First, there are numerous formal process representation languages including pro-
gram logics. Then there are the many graphical notations for describing real-world
processes, such as Petri Nets, workflows and business process notations. These are all
“prescriptive” in nature, while we are interested in “descriptive” formalisms that allow
us to recognize script instances.

This leads us to several relatively closely related areas: Activities of Daily Living,
Ambient Intelligence, Behavior Recognition and LifeLogging. A few relevant surveys
are [2,12]. These areas separate two aspects: (i) the segmentation and recognition of
atomic actions from (continuous) sensor/video data; (ii) the recognition of complex
events composed of atomic ones.
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A significant number of the approaches for complex event recognition are founded
on probabilistic techniques, which rely on Machine Learning of process schemas fol-
lowed by probabilistic inference. While data sets for this are easily generated for sen-
sors, they are much harder to obtain in our case because of privacy issues, and because
(as we shall see) personalized variants predominate [9].

There is extensive literature in the field of AI on plan recognition. A snapshot of
this appears in [8], and references to it. As with complex event recognition, probability-
based approaches using learning are frequent. We seem to have more in common with
approaches that use plan libraries for recognition. An interesting approach is the work
of Geib et al. [7], which is based on parsing hierarchical task networks (see Sect. 4), yet
yields probabilistic results through “model counting”.

The most important difference of our use cases from all the above approaches is that
most of the digital traces we see are not part of any script, and a very large fraction of the
plan steps in any particular instantiation of a script leave no trace (“missing actions”)2.

Fig. 1. Specification of SEND and EMAIL classes

3 A Conceptual Model for Entities and Atomic Actions

Real-world entities.We start from a standard object-centered conceptual modeling lan-
guage, whose fundamental notions include individuals (e.g., Calvin) that are related
by binary properties (e.g., hasFriends). Individuals are grouped as instances of classes
(e.g., PERSON). Classes specify restrictions on the range of values that properties can take
for their instances, and at least whether they are functional (set of indicates that there
is no upper bound on the number of fillers). Classes can be specialized into subclasses
(e.g., RETIRED is a subclass of PERSON), during which new properties may be added,
or existing properties may be restricted. Most importantly, properties can also be spe-
cialized into sub-properties (e.g., hasCloseFriends is a sub-property of hasFriends).

2 The case study in [9] showed that 194 out of 316 episodes of eating out (61%) had a single
PDD, corresponding to a single action in the plan associated with them.
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We will use the notation hasCloseFriends < hasFriends to indicate such specializa-
tion relationships between properties.

Actions. We have argued that a key part of the conceptual model for PIM are events.
We focus here on modeling primitive/atomic events, which we call actions. The most
important part of describing actions is presenting their participants, the roles they play
and restrictions on them. We illustrate this in Fig. 1, where the description of SEND

includes properties for the important participants. So sender < who : PERSON is inter-
preted as saying that sender takes as value a PERSON instance, and is a sub-property of
the who property.

Personal documents: We want to model PDDs in such a manner that w5h provide a
unifying framework. For example, we will want to describe emails or reservations. Note
however that there is no natural way to answer questions like “when?” or “who?” of
such objects. (This is even more evident in the case of physical objects, like chairs
say.) But if the object participates in an action, it can “derive” its when from the action.
Thus one can ask when a message was sent, ... Therefore the model needs to express
the natural properties of the PDD, connect to the actions involving it, and then assert
the relation between their respective properties. One way to do this, inspired by our
work on service description [3], is illustrated in Fig. 1, where EMAIL is connected to the
SEND action through the send property, and then constraints equate the to property of
the email to the send.sender property path, which passes thru the SEND action. This
equation can be used to infer one path value when the other one is known.

We can now re-state our original hypothesis: a large subset of the properties of
PDDs as well as of the actions, can be usefully viewed as specializations of w5h (who,
what, where, when, why, how), when these are viewed as properties themselves. The
result is the principled integration of heterogeneous object schemas we suggested.

Semantics and Inference. The above notation can be easily captured in UML, extended
to support association hierarchies, which in turn can be translated to description logics
(DLs) such as OWL3. (See [1] for an example translation.) DLs have precise formal
semantics, and in fact languages such as OWL can express many more constraints, if
needed. Several standard inferences are defined based on this semantics, and are sup-
ported by standard implementations of OWL, including class inconsistency (Is the spec-
ification of a class inconsistent, in the sense that it can never have any instances?) and
instance recognition (Is an individual, with (partially) specified properties, necessarily
an instance of some given class?).

One problematic feature of our language are constraints, called “complex role
inclusions” in the DL literature. The general form we desire (p1 ∼ q1.q2. · · · .qn where
∼ is =,�,�) is known to lead to undecidability of reasoning in most DLs. So such
constraints can only be used to propagate information, using (epistemic) rules.

4 Conceptual Model for scripts

Our aim in using script instances is to organize PDDs, abstract out relevant information
from them, and help humans access and make sense of episodes in their lives.

3 https://www.w3.org/TR/owl2-overview/.
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Therefore, relevant aspects of scripts include: (i) their goal (for purposes of human
understanding; see [13,16]); (ii) summary information of the participants in the plan,
and other descriptive properties, especially w5h aspects; (iii) the hierarchical decompo-
sition into sub-scripts and primitive actions (together with restrictions on their order-
ing), which describe how the script plan achieves its goal.

Our system will start with a a library of common, everyday scripts. Since this plan
library will not be used to construct plans, only to recognize instances that have been
enacted, we can consider only plan skeletons, which ignore issues like pre- and post-
conditions for performing actions. Also, since our application for organizing PDDs does
not require perfect execution of all episodes, the plans we describe can be stereotypical.

We start here from Hierarchical Task Networks (HTNs) [5], which are a classical
expressive notation in AI for planning and plan recognition. To describe the “body”
of a plan, which determines the set of valid atomic action sequences, a non-atomic
script/goal T can be refined in one of two ways:

T := (Or S1, ...,Sn) T can be accomplished by achieving one of S1, ...,Sn;
T := (And S1, ...,Sn(P)) T can be accomplished by achieving all of S1, ...,Sn, subject

to the precedence constraints i ≺ j in P, requiring Si to end before the start of S j.

The following frequently occurring patterns that can be expanded into the above And
and Or constructs with the use of the no op action:

sequencing S1 ; S2 (And S1,S2 ({1 ≺ 2}))
iteration (Loop S) T := (Or (S ; T ) , no op)
optionality (Optional S) (Or S,no op)

Future work concerns the addition of concurrency to the language.
Scripts also have properties, analogous to those of ordinary atomic actions and

reminiscent of parameters/local variables in programs; and constraints relating these
to the properties of their sub-scripts or actions mentioned in the body.

We illustrate these ideas by referring to Fig. 2, which describes the Eating Out

(“going out to eat”) script.

Fig. 2. Definition of Eating Out script and a sub-script
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First, the values of whoAttended, whenEating, etc. describe and identify each script
instance. Gathering the information into these properties provides the kind of higher
level aggregation/organization of information in PDDs that we were looking for. Note
that these properties are also organized along the w5h dimensions.

The body essentially describes the subgoals of the script plan. In this case, after an
action initiating the idea of going out on this occasion, there are discussions about when,
who, where (and hence what) to eat, which can be carried out in any order. Deciding
when to eat in turn can be modeled by a script which shows exchanges of suggestions
and discussions until agreement is reached.

As with regular classes, constraints like AttendEatingOut.whatEaten = what-

Eaten, can be asserted to propagate information between a script and its sub-scripts,
if we assume each subscript is uniquely named.

An instance of a script will have fillers for local properties, and an associated
partially ordered set of sub-script and atomic action instances, which conform to the
body. The major difference is that some participants and sub-scripts might be missing
(because we may lack evidence for them in the form of PDDs).

Semantics. In the absence of conditions on states, the formal semantics of HTN inter-
prets the above as a context-free-like grammar describing valid sequences of atomic
tasks. An OR-decomposition corresponds to grammar rules T ← S1,T ← S2, .... An
AND-decomposition, when P is empty, corresponds to (exponentially many) rules for
all permutations of S1, ...,Sn. The above notation is powerful, because the task names
can be used recursively, as in S := (And (a,S,b),{1 ≺ 2,2 ≺ 3}).

5 Recognizing Script Instances from Documents

Let us review the context. We start with a model of the domain – classes for PDDs and
scripts we are interested in. We then collect a large database of individual instances of
PDD classes (the majority unrelated to any scripts). Our objective is to create episodes
(instances of scripts) that the user was involved in, and relate them to documents. Algo-
rithm 1 describes the steps for recognizing instances of script type S .
We give further details of the algorithm steps, with reference to S = Eating Out.

Algorithm 1. Algorithm for constructing instances of script class S
1: D := documents indicating any potential instance of script class S ;
2: Candidates := /0;
3: for all d ∈ D do {
4: Candidates += new instance cd of script classS , based on d;
5: rate the strength of evidence for cd ; }
6: repeat until no changes inCandidates {
7: MergeSet := { d ∈Candidates such that there is sufficient corroboration that they refer
8: to the same real-world event };
9: Candidates := (Candidates−MergeSet) ∪ {d′:=combine(MergeSet)};
10: rate the strength of evidence for d′;
11: use details of scriptS to look for additional documents that could be relevant to d′; }
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Step 1: Retrieving documents D: First, create a list L of “trigger words/phrases”,
whose occurrence indicates that a document has something to do with an instance of
script class S . To find these words, look for goal sub-script(s)/action(s), and identify
verbs that indicate an occurrence of it. E.g., for Eating Out, the goal is AttendEating-
Out, and indicative verbs are “eat” or “eat out”. Next, generate a list of synonyms and
hyponyms based on these verbs. To make this process replicable, we have used stan-
dard sources of synonyms and hyponyms like WordNet. In addition, one must also
consider the w5h participants of these events by using resources like FrameNet [6], and
again generate synonyms and hyponyms. For example, “restaurant” is a discriminat-
ing where value of “eat”, which should be included in the search term list. The final
list includes “breakfast”, “lunch”, “dinner”, and “restaurant”, plus hyponyms. A set of
documents D is retrieved by searching for these terms, and then preprocessing them
by (i) explicating/disambiguating information (e.g. terms like ”today” or “Tuesday” are
made absolute dates), (ii) performing entity resolution, (iii) grouping certain kinds of
documents (e.g., related email threads/tweets).

Steps 4&5: Creating initial script instances cd . Each retrieved document d results
in a candidate instance cd of S , with some of its (sub)properties filled based on
the document’s w5h properties. For example, a restaurant credit card charge pro-
vides evidence for the attendEatingOut sub-script, together with information on its
when/whereEating- Occurred, and one whoAttended value (the cardholder). We then
assign a score Score(cd) to cd based on the strength of the evidence that dmanifests. This
strength is based on the document type (e.g. a restaurant credit card charge is stronger
evidence than an email), the location of keywords (e.g. in the subject of an email rather
than body), or of the originator (e.g., the user being the sender rather than recipient).

Steps 7-10: Growing script instances from MergeSet. In order to combine multiple
sources of evidence for the same script instance, S needs to specify “keys”: a rating
of how w5h (sub)properties help identify instances. For the Eating Out case, important
keys are when/whereEatingOccured and, to a lesser extent, who. Each key-property
can be assessed for similarity (e.g. time difference for when). Once two instances of
S are judged sufficiently similar, they become merge candidates, and are combined by
unioning their property fillers. The score for the merged instance is 1−∏s∈MergeSet(1−
Score(s)). This formula is Hooper’s rule [14] for combining probabilistic evidence.

6 Summary

This paper addressed the problem of managing a database of personal digital traces.
It introduced a semantic modeling language for entities, also used to describe digi-
tal documents and related activities. The novel feature of this language is organizing
many object properties into hierarchies with w5h questions at the top. These help orga-
nize and unify the many heterogeneous data. The language was extended to support
the representation of scripts, which are stereotypical plans with a mereological hier-
archical structure — an idea motivated by research in the cognitive sciences [13,16].
The w5h organization was continued. Script instances connect the PDDs generated by
actions into meaningful episodes, and extract from them relevant summary information,
in order to reconstruct autobiographic memories.
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Instance recognition for scripts, in contrast to plans and complex events, is compli-
cated by several factors: (1) The evidence for the occurrence of atomic actions in the form
of PDDs is highly uncertain (in principle, an email can describe any task in the world!).
(2) Most PDDs we collect are unrelated to any of the everyday scripts we foresee having
in the library, so these must be ignored. (3) Most of the steps in any instantiation of a
script do not leave digital traces. For this reason, the paper proposed a novel heuristic
algorithm for recognizing the instances of a script, which was based on retrieving PDDs
that contained systematically chosen keywords, and merging candidate instances.

A small case study involving the Eating Out script [9] gave instance recognition
precision ranging from 0.32% to 0.75% per user4, showing that there are major differ-
ences between subjects and how they generate PDDs.
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Abstract. The Hartmann von Aue-portal is a decade-long initiative to employ
Web technology in order to support the study of the early German. It provides a
comprehensive knowledge base on lexicographic and other aspects of the works
of Hartmann von Aue, one of the key epic poets of Middle High German
literature; namely lemmata, word forms, tagmemes, adverbs, and the like,
including original contexts for entries. The portal is available for human users in
the form of a Web application. Linked Open Data (LOD) is a recent approach in
the evolution of Web technology that supports the publication of information on
the Web in a way suitable for the intelligent consumption and processing of
contents by computers instead of humans using Web browsers. In this paper, we
study the use of modern LOD approaches for linguistics, describe the conver-
sion of the complete Hartmann von Aue-portal into LOD, and show the usage
for data-driven analyses via SPARQL queries and literate programming with
Python.

Keywords: Web portal � Concordance � Computational linguistics � Middle
High German � Poetry � Hartmann � LOD � RDF � SPARQL � Data-driven
analysis � Python

1 Introduction

Hartmann von Aue was one of the key epic poets of Middle High German literature and
his works are still studied by many students and researchers these days. The Hartmann
von Aue-Portal1 is a decade-long initiative to employ Web technology in order to
support the study of Hartmann’s poems in particular, and the early German in general.
For this it provides a comprehensive knowledge base on lexicographic and other
aspects related to Hartmann’s works, including links to manuscripts, transcriptions,
grammar and context equivalents, context dictionary, reverse word form lists, rhyme
listing, and name register [1]. However, the online portal has a number of limitations
that restrict the possibilities of linguistic research: (1) The data is only accessible by
humans through a Web browser, (2) the databases are insufficiently replicated, i.e. the
service has a single point of failure, and (3) the data cannot be easily combined with

1 http://hvauep.uni-trier.de/ and http://www.fgcu.edu/rboggs/hartmann/HvAmain/HvAhome.asp.
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other information for more sophisticated use. For this reason, the wealth of data
available in the Hartmann von Aue-portal is practically inaccessible for modern
methods of computational linguistics. In this paper, we describe an approach to convert
the complete Hartmann von Aue-portal into Linked Open Data (e.g. [2, 3]) and thereby
demonstrate how we can overcome those constraints.

1.1 Context

The interest in computational linguistics has recently experienced a renaissance due to
enhanced (parallel) computing power, increased availability of data (texts), and
sophisticated machine learning algorithms driven by the research efforts of huge
companies such as IBM, Google, Apple, or Amazon. Nowadays, in the field of
computational linguistics, applications like speech recognition and question answering
are among the most prominent use cases [4].

Linked Open Data (LOD) [2] is a recent approach in the evolution of Web tech-
nology that supports the publication of information on the Web in a way suitable for the
intelligent consumption and processing of contents by computers instead of humans
using Web browsers. It has so far been adopted by a multitude of branches like
governments, life sciences, media, social networks, geography, and linguistics.

The Hartmann von Aue-portal is a decade-long initiative by Roy A. Boggs and Kurt
Gärtner. The portal provides Web access to a comprehensive knowledge base about the
works of the epic poet Hartmann von Aue. It was mainly designed and developed for the
purpose to support scholars in conducting Middle High German literature studies.

1.2 Problem Statement

The fact that the Hartmann von Aue-portal is openly available on the Web makes it an
extremely useful information source for medieval literature studies. The portal con-
veniently collates and presents information related to works by Hartmann von Aue and
thus improves accessibility. Nonetheless, a fundamental requirement that is currently
missing is to make the valuable data in the portal more sustainable, accessible for
machines, and reusable. The main challenges are:

1. Ensure long-term access to the actual data, independent of the future of Web
technology. At the moment, the longstanding effort to create the portal depends on
the benevolence of single organizations hosting and some few individuals running
the portal. There is a risk that in the future nobody will feel responsible for keeping
up and maintaining the service.

2. Simplify reuse, in particular for data-driven approaches (data science for
linguistics). The portal is a walled garden with respect to machine-friendliness. All
the data inside the portal cannot be easily used by researchers and practitioners for
analysis.

3. Simplify integration with other data sources. The portal already offers references
to external dictionaries. However, to make every data item (e.g. verse or word of a
poem) more valuable, it must be possible to create contextual links to and from
other data sources on the fly.
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This paper addresses these challenges for the Hartmann von Aue-portal by asking
the following research questions:

1. How can we adopt Linked Open Data for the Hartmann von Aue-portal to facilitate
persistence of its digitized works regardless of organizations and individuals?

2. How can we unlock the data in the knowledge base portal for data-driven research?
3. How can the data be interlinked with other data sources and made accessible for

innovative applications?

1.3 Relevance

The Hartmann von Aue-portal has become a focal point for Hartmann research. It
started with a first version for “Der Arme Heinrich” [1] and grew to five poems and the
lyrics by Hartmann von Aue, including a comprehensive number of lemmata and word
forms. In the Mannheim Symposium of 1973, an interest group already met to discuss
the issues and future work of computer-assisted studies of early German [5]. Roy A.
Boggs shared there his experiences and problems he faced during the forthcoming
construction of computer-generated concordances to the works of Hartmann von Aue
[5]. In the mid-90s, Boggs and Gärtner prepared a first digital version of the works by
Hartmann von Aue for compact discs, which later advanced into today’s online portal.
As of 2007, many individuals from various universities of seventeen countries had
already contributed data and programming expertise to enhance the portal [1].

To get an understanding of the dimension of this project: There are nearly ten
thousand lemmata in the whole corpus, and almost 140 thousands of tokens that needed
to be lemmatized, translated into English and Modern High German, and assigned a
context grammar – and, most importantly, all this was mainly crafted by a few humans.

Besides the considerable investments towards the development of the portal, lin-
guists can expect several benefits from having such a dataset on the Web of Linked
Open Data. Chiarcos et al. [6] mention five such benefits, namely structural interop-
erability, conceptual interoperability, query federation, ecosystem of formalisms and
technologies, and linkage of resources from different data providers.

1.4 Organization of the Paper

The rest of this paper is structured as follows: In Sect. 2, we explain the idea of Linked
Open Data. Section 3 describes the Hartmann von Aue-portal in greater detail. In
Sect. 4, we outline our conversion approach of the Hartmann von Aue-portal into
Linked Open Data. Section 5 evaluates our approach and finally, Sect. 6 compares
related works with our work, discusses limitations, and concludes with an outlook.

2 Linked Open Data

Linked Open Data (LOD) was first proposed by Tim Berners-Lee, the inventor of the
World Wide Web [2] and became very popular over the last ten years as a publishing
paradigm for structured data on the Web. The core idea is to create typed links among
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distributed data sources [3], this way setting up a huge linked data space. In contrast to
Linked Data which encompasses arbitrarily licensed data, Linked Open Data focuses
on freely available data, i.e. linked data published using liberal licensing models.

Technically speaking, Linked Data is based on existing standards, namely the
Hypertext Transfer Protocol (HTTP) for accessibility, Uniform Resource Identifiers
(URIs) for identifying resources on the Web, and the Resource Description Framework
(RDF) data model [3]. RDF uses triple notation to express binary relationships like
Hartmann von Aue (subject) is author of (predicate) Der arme Heinrich (object). Each
of the three resources in this triple are identified by HTTP URIs, and the data model can
be encoded in various data formats, e.g. RDF/XML, Notation 3, JSON-LD, etc.

Linked Data allows a computer to reliably combine multiple statements into a
consolidated graph, thereby gathering context information from various data sources
and combining it into a sophisticated knowledge graph. This is what makes the Google
Knowledge Graph [7] and related approaches extremely powerful.

In the context of linguistics, examples of popular deployments of lexical data
sources as Linked Open Data are

• DBPedia [8] corresponds Wikipedia, the community encyclopedia on the Web,
converted into RDF and published as Linked Open Data, and

• WordNet RDF (cf. [9]), a lexical database of English in RDF.

Other useful resources for linguists are consolidated into the so called Linguistic
Linked Open Data (LLOD) cloud [10].

3 The Hartmann von Aue-Portal

The Hartmann von Aue-portal represents a comprehensive online collection of works
by the medieval German poet Hartmann von Aue. It was designed and implemented by
Roy A. Boggs in collaboration with Kurt Gärtner [11]. The project consists of
knowledge bases related to the poems “Der arme Heinrich” (ah), “Erec” (er),
“Gregorius” (gr), “Iwein” (iw), “Die Klage” (kl), and transcripts. In addition to that, it
includes lyrics (ly) by Hartmann von Aue. All data is stored in relational databases and
presented via a Web frontend.

3.1 Purpose and Current Status

Hartmann von Aue was “a major player of the first golden age of German literature”
[1]. His works have been caught up by various famous German poets (e.g. Gerhart
Hauptmann and Thomas Mann) and continue to be popular and widely enjoyed also
today [1]. Consequently, the existence of a modern online portal is welcome to ease
and foster literature studies about Hartmann von Aue.

The Hartmann von Aue online portal lifts the Hartmann von Aue knowledge bases
onto the Web and makes them freely available for everyone. The portal aims to be a
single point of reference both for students and scholars to learn about the works by
Hartmann von Aue and medieval literature in general. By following a bottom-up
approach scholars shall gradually become specialists [1], i.e. by starting one’s studies
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from the critical editions (the transcriptions) and taking advantage of the additional
resources provided by the portal.

The portal comprises several components, namely the aforementioned knowledge
bases related to Hartmann’s poems including links to manuscripts, transcriptions,
grammar and context equivalents, context dictionaries, reverse word form lists, rhyme
listings, and name registers [1]. The platform is available from different Web servers2

and implemented in ASP/Access and a more mobile-friendly PHP/MySQL variant.

3.2 Data Model

To trigger a conversion of the Hartmann von Aue-portal into Linked Open Data, it was
initially important to understand the underlying data model. In the course of this work,
we examined the data model provided by the MS Access database of the ASP-based
portal3 hosted at Florida Gulf Coast University. The data model of the PHP/MySQL
version4 hosted at the University of Trier is conceptually very similar and the general
approach should thus be no different.

For every poem, the corresponding data was stored in a relational database (MS
Access) file. The common database schema that underlies each of these files is shown
in the following entity-relationship (ER) diagram (Fig. 1). The upper part of the dia-
gram represents the concepts specific to knowledge bases of the individual poems. We
generalized them to Data, Text, and Notes. The actual naming pattern that was used for
the database tables was each combination of {Ah, Er, Gr, Iw, Kl, ly} x {Data, Text,
Notes}, i.e. AhData, AhText, AhNotes, ErData, etc.

Fig. 1. Database schema of the Hartmann von Aue knowledge base portal

2 See http://hvauep.uni-trier.de/weblinks.php.
3 http://www.fgcu.edu/rboggs/hartmann/HvAmain/HvAhome.asp.
4 http://www.hva.uni-trier.de/.
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The knowledge bases in the Hartmann von Aue-portal are further accompanied by a
context dictionary (DictData), where in a single huge database table every lemma is
translated into English and Modern High German, and where references of lemmas to
the positions of their occurrence within verses are made, also known as concordances.

Finally, a table (MHGDictKeys) was maintained where all lemmata in the texts are
mapped into corresponding translations of an external Middle High German dictionary,
e.g. the lemma “ritter” in the Hartmann von Aue-portal would link to its corresponding
online dictionary entry http://woerterbuchnetz.de/Lexer/?lemid=LR01453.

3.3 Text Corpus Statistics

The Hartmann von Aue-portal has in total six knowledge bases, where five are poems
and one are the lyrics. The cake diagram of Fig. 2 compares the sizes of the individual
datasets5. In terms of the number of tokens (the total number of words), “Erec” is the
longest poem with a proportion of 37.3%. Also in terms of lemmata (the number of
distinct dictionary forms), “Erec” has the highest share with 30.2%. This clearly
indicates that the richness of a text with respect to text length decreases in comparison
to a shorter text, which is indeed what someone would intuitively expect.

Table 1 lists the absolute numbers of tokens and lemmata within the works by
Hartmann von Aue. In total, the corpus contains 137,058 tokens and 9,757 lemmata.
The type-token ratio (cf. [12]), a complexity comparison measure for similarly-sized
texts, thus amounts to 137,058/9,757 = 14.05 in total.

Fig. 2. Size comparisons across the Hartmann von Aue knowledge bases

Table 1. Statistics on tokens and lemmata in the Hartmann von Aue corpus

ah er gr iw kl ly Total

# tokens 7,998 51,089 20,387 43,552 10,430 3,593 137,058
# lemmata 1,011 2,951 1,796 2,311 1,114 574 9,757
Type-token ratio 7.91 17.31 11.35 18.85 9.36 6.26 14.05

5 The numbers and diagrams reported in this section were created from our conversion results of the
Hartmann von Aue-portal.
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4 Approach

In this section, we describe the main challenges of our approach, present our method
for the conversion of the Hartmann von Aue knowledge base portal, outline the design
and implementation of a URI scheme, define a vocabulary for semantically encoding
the data, and eventually report on some of the conversion results.

4.1 Challenges

When creating a Linked Open Data representation for the Hartmann von Aue-portal,
we were facing the following research challenges: (1) Reverse-engineering the existing
data model, (2) ontology engineering including reuse of concepts, (3) data conversion,
and (4) LOD deployment including URI schema definition, publication, and licensing.

4.2 Method

Since one of the authors of this paper played a crucial role in the creation of the
Hartmann von Aue-portal, we are given unrestricted access to the relational database
files of the project. Starting from there we analyze and reverse-engineer the data model.

As a next step we define a suitable ontology for our problem domain, i.e. a shared
conceptualization that is formally and explicitly specified [13]. Ontology engineering
typically involves finding and incorporating ontologies that concepts and relationships
can be reused. In the linguistic domain, there exist multiple vocabularies that are
eligible for modeling our linguistic knowledge base in RDF. However, such vocabu-
laries can potentially add a lot of unnecessary complexity for our project, because
(1) they are partly very sophisticated, and (2) they often serve different objectives. For
example, the GOLD ontology [14] seems a promising candidate, but despite being a
powerful vocabulary for descriptive linguistics (with 500 classes, 74 object properties,
and 6 datatype properties) it still lacks some of the concepts that we needed, namely a
specific concept “Verse” or a property “part of verse”. Although it would be possible to
reuse parts of an existing ontology like GOLD, we decided instead to create our own,
light-weight schema suited to the relational schema of the Hartmann von Aue-portal.
Still it would be an easy and worthwhile exercise to supply respective mappings to
other, more widespread ontologies. For instance, the lemon model [15] primarily used
for dictionaries could be used to model dictionary entries in the Hartmann von
Aue-portal.

The ontology engineering is followed by defining mappings for the conversion of
the knowledge base into Linked Open Data. Finally, we propose a URI scheme and
publication approach considering best practices for publishing Linked Data.

4.3 Implementation

For the conversion of the Hartmann von Aue-portal into Linked Open Data, we
developed a custom Python script. We could rather have used one of the available
tools, e.g. Google Refine with RDF extension (for an overview of conversion tools, see
https://www.w3.org/wiki/ConverterToRdf), but Python comes with RDFLib, a
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powerful library that can handle large RDF graphs and output data in a variety of
syntaxes. From past conversions, we already knew that Python/RDFLib offers high
scalability and allows for a seamless workflow integration. Parts of our approach
materialized into an ontology and a set of knowledge bases that are available online6.

Preliminary Work. We have exported tables in the Microsoft Access files (.mdb file
extension) to comma-separated value (CSV) files using the script from https://github.
com/brianb/mdbtools. E.g., to extract the table “lyData” from an Access database
LyDataSet.mdb, we ran the following commands:

The first command allowed us to list all database tables from the database LyDa-
taSet.mdb. The next instruction was used to export the table “lyData” to a CSV file.

Reverse-Engineering. The content within the CSV files corresponds the structure of
the Access database tables. The database structure that we were able to re-engineer was
already depicted in the ER diagram in Sect. 3.2.

Ontology Engineering. The ontology that we populated with data from the Hartmann
von Aue knowledge base we designed from scratch. Our goal was to define an
ontology that is light-weight but covers all the meaning in the Hartmann von
Aue-portal. Figure 3 shows the main concepts of the vocabulary.

The ontology consists of four classes (Verse, Word, Note, and DictEntry), three
object properties, and 23 datatype properties. 14 datatype properties establish links to
manuscript files (graphically represented by the property hva:msX). Every conceptual

Fig. 3. Conceptual data model of the Hartmann von Aue Linked Data architecture (Some
properties are conceptually useful but currently not required by the knowledge bases.)

6 http://www.ebusiness-unibw.org/ontologies/hva/.
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element of the ontology has a label and a short description in English. Our ontology is
published online7 and features a human-readable HTML documentation.

Conceptual Mapping. In the following, we highlight the main mappings from the
relational data model to the ontology. The items with bold font face denote database
tables, whereas the remaining lines are columns. To the left is the data structure of the
database, the right side represents the corresponding ontological concepts in OWL:

What is missing here is that we used the MHGDictKeys database table to create
foaf:page links for hva:Word-typed entities to externally defined lemmata. Using this
array of mappings, it was possible to trigger fully-automated conversions (Table 2).

URI Schema. Analogous to Web documents, entities on the Web of Data require
globally unique keys to unambiguously identify and refer to them and thus to be able to
create an integrated, giant graph of data. Linked Open Data relies on uniform resource

Table 2. Mapping of database tables to the ontology

Text ! hva:Verse + URI(key = TextNum)
TextNum ! hva:verseNumber (xsd:int)
TextVerse ! hva:text (@gmh)
TextPos ! hva:lineInText (xsd:int)
Data ! hva:Word + URI(key1 = DataNum, key2 = DataPos)
DataNum ! link via hva:partOfVerse to verse with URI(verseNumber = DataNum)
DataPos ! hva:positionInVerse (xsd:int)
DataWord ! hva:word (@gmh)
DataLemma ! hva:lemma (@gmh)
DataGrammar ! hva:grammar (xsd:string)
DataGerman ! hva:translation @de
DataEnglish ! hva:translation @en
Notes ! hva:Note + BlankNode
NotesNum ! reverse link via hva:note to verse w/URI(key = NotesNum)
NotesLemma ! hva:lemma (@gmh)
NotesNote ! hva:text (@lang)
DictData ! (hva:Word hva:entry hva:DictEntry) + URI(key1 = lemma, key2 = levels)
lemma ! hva:lemma(Word) (@gmh)
lemma ! hva:lemma(DictEntry) (@gmh)
SortChar ! hva:char(DictEntry) (xsd:string)
grammar ! hva:grammar(DictEntry) (xsd:string)
german ! hva:translation(DictEntry) (@de)
english ! hva:translation(DictEntry) (@en)
verse ! verse number extraction ! link via hva:partOfVerse(DictEntry) to verse

7 http://www.ebusiness-unibw.org/ontologies/hva/ontology.html.
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identifiers (URIs) to achieve this. We defined base URIs for the ontology (hereinafter
referred to with the prefix hva:) and the respective knowledge bases as follows:

The placeholder ns represents any of the namespaces ah, er, gr, iw, kl, ly, and dict
corresponding to the datasets. Consequently, the RDF dataset of “Der arme Heinrich”
(ah) is available at http://www.ebusiness-unibw.org/ontologies/hva/ah#. Under this
common namespace, all entities that pertain to a specific dataset are subsumed. Their
fragment identifiers are attached to the base URI. We specified the following URI
patterns to mint URIs for instances of the different types of entities:

• Ontology: Ontology;
• Verse: Verse-<verseNumber>;
• Word: Word-<verseNumber>-<positionInVerse> for knowledge bases, and
• Lemma- <lemma> for the context dictionary;
• Note: For notes we only use blank nodes, i.e. resources without an identifier, as

notes are always attached to verses and thus share their identity;
• DictEntry: Multiple dictionary entries are possible for every lemma, since the

meanings can vary by context, thus Lemma- <lemma> and Entry- <lemma>-
<levels>.

The placeholders within the URI patterns were derived from respective fields in the
database tables. The only feasible way to create unique identifiers for lemmata was to
encode the lemma text as part of the URI. Due to special letters in the lemma, this led to
invalid URI strings, though. We resolved this by mapping those letters to ones that are
accepted for URIs (e.g. ô to o). An alternative way is to create internationalized
resource identifiers (IRIs) in place of URIs, which are supported by RDF 1.1 (cf. [16]).

Linked Data Deployment. We deployed the data on a hosted Web server under the
previously outlined URI namespaces. According to Linked Open Data publishing best
practices [17], we modeled the data in an application-independent way, we used cool
HTTP URIs [18] to refer to objects, we used standard vocabularies where possible, we
supplied basic metadata, we added an open license statement, and we provided
human-readable descriptions and data access for machines. Machines can choose from
a variety of data formats (e.g. RDF/XML, Notation 3, N-Triples), and the kind of
syntax can be arranged via a simple content negotiation mechanism:

• If a client supplies a file extension, deliver that one (.rdf for RDF/XML, .n3 for
Notation 3, .nt for N-Triples);

• Else if a client supplies HTTP Accept headers, try to deliver the respective media
type. This mechanism is widely known as HTTP Content Negotiation:
application/rdf+xml for RDF/XML, text/n3 for Notation 3, text/plain for N-Triples);
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• Else deliver RDF/XML by default.

For example, we can request the N-Triples representation of “Der arme Heinrich”
resolving the URI http://www.ebusiness-unibw.org/ontologies/hva/ah.nt, or alterna-
tively using HTTP Content Negotiation [19] as exemplified by the curl command

With HTTP Content Negotiation, resolving the URI answers with an HTTP
Redirect (status code 303) and an HTTP Location field in the response header. In order
to immediately follow that link, the above command uses the “-L” parameter.

The datasets are deployed on an Apache Web server. An .htaccess file entails the
configuration for the right delivery of the resources. The human-readable document is
delivered if a client sends an HTTP Accept header containing text/html or
application/xhtml+xml, or if it uses a User-Agent string of a popular Web browser. The
human-readable representation with usage instructions on how to access the RDF data
is generated during the conversion process.

Licensing. Asimple way to assess the quality of Linked Open Data publishing is to
refer to the five-star model8. One important requirement is an open license. We decided
to make our data reusable under an open Creative Commons license9.

Additional Design Decisions. In the Linked Open Data representation, we preserve
the links to manuscript files relying on the msX columns in XXDataSet.XXText.csv of
the database; e.g., AhMsARef=“A197” in AhDataSet.AhText.csv creates the two links
using foaf:page and foaf:img:

• http://hvauep.uni-trier.de/resources/armer/manuscripts/Ah_A/Ah_A_197.pdf
• http://hvauep.uni-trier.de/resources/armer/manuscripts/Ah_A/Ah_A_19710

In order to indicate the language of textual datatype properties, we assigned the
language tag @gmh for Middle High German to textual descriptions (e.g. verses and
words), @de for Modern High German, and @en for English.

The Hartmann von Aue-portal and the data structure of the relational database
contains data entries especially for the reverse list view. However, there is no need to
convert that, as we can easily obtain it using an appropriate SPARQL query (cf. [20]).
The following SPARQL SELECT query obtains the reverse list for “Der arme
Heinrich” sorted by beginning from the most frequent word:

8 http://5stardata.info/en/.
9 https://creativecommons.org/licenses/by-nc/4.0/.
10 Host server must be configured to deliver images by default when the file extension is omitted.
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As it turns out from the query above, every entity has a reverse link to the ontology
document it is defined by. This metadata allows for querying data within a specific
knowledge base without the need to explicitly group sets of triples using named graphs,
which is still not supported by all RDF storage engines.

4.4 Results

In this section, we report on some conversion results of the Hartmann von Aue-portal.
We could successfully convert five poems, the lyrics, as well as the context dictionary.
Furthermore, we have an RDF representation of the conceptual schema. The output
format was Notation 3 (N3).

The execution time increases linearly with respect to the number of triples. On an
early-2015 Macbook Air with a 2.2 GHz Intel Core i7 and 8 GB of 1600 MHz
DDR3 RAM, the total execution time of the script was 7 min and 2 s. Table 3 below
shows the execution times (averaged over three runs) and the number of triples
obtained for each dataset. The biggest file in N3 syntax was produced for “Erec” and
amounts to 29 MB.

Table 3. Quantitative comparison of conversion execution times and the number of triples

Dataset Execution Time (s) Number of Triples

Der arme Heinrich 26.25 142,584
Erec 150.41 847,892
Gregorius 59.95 334,647
Iwein 128.64 732,150
Die Klage 30.95 172,492
Lyrik 10.90 59,225
Context Dictionary 15.09 77,318
HvA Ontology 0.07 182
Total 422.27 2,366,490
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5 Evaluation

In this chapter, we evaluate our approach. In particular, we aim to show the benefits of
having the data from the Hartmann von Aue-portal readily available as Linked Open
Data. Furthermore, we validate our conversion.

5.1 Formal Validation

We validated the completeness and consistency of our conversion. For this purpose, we
drew a random sample of verses from each of the five knowledge bases related to the
poems in the Hartmann von Aue-portal and tested rigorously whether they exist and are
fully described in our converted datasets. The number of verses n are already given in
the portal, so we could draw a sample of ten random numbers each in between one and
n. We prepared two SPARQL ASK query templates, one for verses and one for words.
We then populated these templates with the knowledge base namespaces and random
verse numbers and executed the queries against a SPARQL endpoint that contains the
RDF data of our conversion. As no exception was thrown by our evaluation script, it
indicates that the conversion was complete and consistent for verses and individual
words across all knowledge bases.

We further validated our published datasets using the Vafu and Vapour Linked
Data validators11. These services perform several checks that assess the adherence of
Linked Data deployments to current best practices. More precisely, they dereference a
given URI requesting a human-readable HTML page, a machine-accessible RDF/XML
document, and without content negotiation. The reported results were fine, but they
would contain error messages if for example unexpected media types are returned or
any redirects are not configured properly. We extended this validity check of Linked
Open Data publishing with a validation of the RDF data. According to the online RDF
Validator12 by the World Wide Web Consortium (W3C), our datasets are described by
valid RDF documents.

5.2 Usage for Data-Driven Research

In this part of the evaluation, we show how our data can be easily used for data
analysis, and thus can prove its benefit for modern linguists.

Jupyter Notebook13 (formerly IPython Notebook) is a browser-based integrated
development environment that embodies the literate programming paradigm [21]. In a
nutshell, documents are edited in the Web browser and can include live code in
different programming languages (here we use Python), documentation, equations, and
visualizations. Jupyter Notebook is extremely popular among data scientists.

With a Jupyter notebook, it is easy to implement a routine to manage the com-
munication with a given SPARQL endpoint. The code snippet in Fig. 4 demonstrates

11 http://vafu.redlink.io/ and http://linkeddata.uriburner.com:8000/vapour.
12 https://www.w3.org/RDF/Validator/.
13 http://jupyter.org/.
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how a word frequency list (cf. [12]), a very popular method in computational lin-
guistics, can be derived from a given corpus with only a few lines of Python code.
Similarly, it would be easy to derive a concordance, often called key word in context
(KWIC) (cf. [12]). The program code defines a SPARQL SELECT query that is
executed against an endpoint, and the result is returned as CSV data. Alternatively, the
result could be loaded into a Pandas dataframe for further data analysis with Python. In
here we omit the discussion of any implementation details regarding endpoint
communication.

By virtue of a Jupyter notebook we can further create a graphical plot of a
rank-frequency profile of the Hartmann von Aue text corpus. Figure 5 displays the
rank-frequency profiles for all datasets together with corresponding Zipf distributions
starting at the highest-ranked word. The diagram confirms that text corpora in general
follow a Zipf distribution, which also holds true for the Middle-High German corpus of
Hartmann von Aue. The formula applied for drawing the Zipf distribution in Fig. 5 was

Fig. 4. Word frequency list in Python

Fig. 5. Rank-frequency profile of the Hartmann von Aue text corpus and Zipf distributions with
exponent 0.5
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frequencydataset wordpos¼rank
� � ¼ 1

ffiffiffiffiffiffiffiffiffi
rank

p � frequencydatasetðwordpos¼1Þ ð1Þ

Quite obviously, there exist many more interesting examples for text statistics with
Hartmann’s works and data-driven research that computer linguists could come up
with.

5.3 Interlinking of Hartmann von Aue Datasets with DBPedia

Linked Open Data provides a sophisticated means to perform information integration at
Web scale, namely to combine structured data in otherwise isolated data silos using
plain string comparison of entity URIs.

The SPARQL query language supports besides SELECT and ASK queries also
CONSTRUCT queries that allow to create new data, i.e. to generate new triples in
response to query results [22]. Query federation is a subquery mechanism to issue
queries over multiple, remote SPARQL endpoints that results are then merged by the
federated query processor [22]. The following federated SPARQL CONSTRUCT
query (prefix declarations omitted) annotates any of our knowledge bases with titles
and abstracts in multiple languages based on the respective data from DBPedia [8].
A similar approach of linking linguistic resources was described in [23].

And the resulting graph (omitting the text of the abstracts):
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5.4 Reverse-Engineering

In order to demonstrate the versatility of RDF data, we further set up two Web services
that reverse-engineer the contents of the Hartmann von Aue-portal by relying on simple
SPARQL queries. The first lists the contents of the poems along with their concor-
dances, i.e. words along with their contexts, as well as notes and translations. The
second one creates a name register, reverse list, lemma in context, and verses with
notes.

Open questions of copyright clearance currently prevent us from publishing the full
content of the poems at once, so for the moment we cannot publicly reveal the URIs of
the respective services. Figure 6 outlines a screenshot of the second service.

6 Discussion and Conclusion

In this section, we provide an overview of relevant related works and summarize our
contributions and findings. We finally give a prospective outlook.

6.1 Related Work

Over the past ten years, much research work has been published under the umbrella of
a Linguistic Linked Open Data cloud14 [10], mainly put forward by the experts of the
Open Linguistics Working Group15 and others interested in computational linguistics.
Many of the publications address the challenges of representing linguistic data sources
at syntactical and conceptual levels in order to be able to render them interoperable.

Several corpora have been converted into RDF to become valuable input data
sources for Linguistic Linked Open Data. Chiarcos et al. [6] distinguish between two
important classes of linguistic data sources, namely lexical-semantic resources and
annotated corpora. The first class includes ontologies, terminologies, and dictionaries,
while the second covers textual data with linguistic annotations. With respect to

Fig. 6. Lemma in context view for “Der arme Heinrich” derived from LOD dataset

14 http://linguistic-lod.org/.
15 https://linguistics.okfn.org/.
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dictionaries, WordNet (cf. [9]) is likely the most prominent converted dataset.
Regarding annotated corpora, the Manually Annotated Sub-Corpus (MASC) of the
Open American Corpus [24], or the German newspaper corpus NEGRA have been
mentioned as primary examples [23].

Regarding conceptual interoperability between Linguistic Linked Data sets, a
number of linguistic ontologies have been suggested. The Lexicon Model for
Ontologies (lemon) [15] is a data model for the representation of lexicons in RDF. The
Ontologies of Linguistic Annotation (OLiA) [25] forms a collection of shared
vocabularies that contribute terminology for linguistic annotations [6]. The ontologies
facilitate interoperability and information integration by acting as intermediate layers
among linguistic ontologies like ISOcat [26] and GOLD [14], and defining mappings to
them [6, 25].

The work in [27] is closely related to the ontology engineering task presented in
this paper. The authors propose a poetic and metric ontology based on a digital system
for Spanish medieval poetry. In [28], Chiarcos et al. present a linguistic Web portal that
combines various linguistic resources for the aim to establish a powerful research tool.
It collects information such as links, journals, databases, dictionaries, and diverse
catalogs related to linguistics, e.g. bibliographic data. A planned future extension is to
connect the portal with LLOD to make it even more valuable for users [28].

6.2 Our Contribution

In this work, we have described an automated conversion approach for the Hartmann
von Aue-portal into RDF and its publication as Linked Open Data. We have built an
ontology suitable for mapping the knowledge bases in the original relational database
to RDF data. This involved also a sophisticated and robust URI schema design.

We claim that publishing the contents of the Hartmann von Aue-portal makes the
data application-independent and thus more resilient against future changes of tech-
nology and organizational challenges. The data could be replicated as many times as
desired. In our case, we have already created a first-stop, authoritative host for the
ontology and RDF datasets of Hartmann’s works. Furthermore, we have set up a
SPARQL endpoint that again contains the very same data. Using SPARQL queries, we
can build up custom services that reverse-engineer the contents of the Hartmann von
Aue-portal.

In terms of data reuse and the ability for data-driven research in linguistics, we
could show that unlocking the data enables powerful data analyses. With the
human-centered Hartmann von Aue-portal, such advanced use cases are at least much
more expensive.

With respect to linkage with other data sources, the current Hartmann von
Aue-portal hampers innovative applications, because (a) the data is not available in
structured form and (b) links are set up between documents rather than data items.
With LOD and SPARQL, external data sources such as DBPedia can be integrated with
ease.
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6.3 Future Work

Within the scope of this paper, we decided to engineer our own light-weight ontology
instead of referring to existing ontologies. A future extension consists in mapping our
ontology to these candidate linguistic ontologies, such as GOLD [14], ISOcat [26],
lemon [15], or OLiA [25]. Furthermore, links to a world’s language reference such as
Glottolog could be worthwhile (cf. [23]). In general, any improvements on the current
data such as cleansing or augmentation can be made using simple
SPARQL CONSTRUCT rules [22] or similar techniques.

One of the next steps is to prepare our RDF datasets for eligibility to register for the
Linguistic Linked Open Data (LLOD) cloud [10]. This again would increase visibility
and potentially attract linguists for doing more sophisticated data analysis with our
data.
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Malostranské nám. 25, 118 00 Praha 1, Czech Republic

{chaloupka,necasky}@ksi.mff.cuni.cz
http://www.ksi.mff.cuni.cz/

Abstract. RDF is a universal data model for publishing structured data
on the Web. On the other hand, many structured data is stored in rela-
tional database systems. To support publishing data in the RDF model,
it is essential to close the gap between the relational and RDF worlds.
A virtual SPARQL endpoint over relational data is a promising app-
roach to achieve that. To build a virtual SPARQL endpoint, we need to
know how to translate SPARQL queries to corresponding SQL queries.
There exist several approaches to such transformation. Most of them
are focused on the processing of user-defined mapping. The user-defined
mapping gives an user the ability to define a mapping of a stored relation
data to almost any RDF representation. In this paper we focus on one
of the core problems of the transformation: how to represent variables
from a given SPARQL query in the corresponding SQL query. We sur-
vey variable representations from existing approaches; how the selected
representation affects the soundness and performance of the whole trans-
formation approach.

Keywords: RDB2RDF · SQL · R2RML · SPARQL · Relational to RDF
mapping · SPARQL variable representation

1 Introduction

The RDF model is a universal and popular data model for publishing structured
data on the Web. It enables to access and integrate data from different sources. It
also provides a clear and standard way to data querying without the knowledge
of information about data storage using the RDF query language SPARQL [10].
Usually, a publicly available web service called SPARQL endpoint is provided
by a publisher to enable consumers to access the published data using SPARQL.

There already exist several database management systems which support the
RDF model natively. For example, Marklogic1, OpenLink Virtuoso2 and Apache
Jena3. However, it is much more common to store data in a relational database
1 http://www.marklogic.com/, visited in July 2017.
2 https://virtuoso.openlinksw.com/, visited in July 2017.
3 http://jena.apache.org/, visited in July 2017.
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management system today. For example, on the ranking of database engines4,
the top 4 engines are relational. There is no system with native RDF support
between the top 30 engines.

Therefore, it is essential to minimize the effort necessary to publish data
stored in relational databases in the RDF model on the Web. A virtual SPARQL
endpoint over a relational database can effectively achieve that. It allows for
querying relational data without materializing the RDF triples beforehand. This
is ensured by translating a given SPARQL query to a corresponding SQL query
and transforming the relational result to its RDF equivalent. There are several
research papers which describe the SPARQL to SQL transformation (see [4,5,
14,15]).

When translating a SPARQL query it is necessary to represent variables from
the SPARQL query in the corresponding SQL query correctly. This part of the
transformation is usually neglected in the existing literature although it usually
affects the validity and efficiency of the approach. For example, one of the biggest
differences between SPARQL and SQL query semantics is that a SPARQL vari-
able does not have a defined type, although a SPARQL value has a type. So, the
simplest representation where only a SPARQL value without type is present is
not sound because, for example, it is not possible to correctly compare two val-
ues. Moreover, the simplest representation is not efficient because values may be
constructed from several columns and comparing calculated values are usually
slow and prevent the usage of indexes in the relational database.

Contribution. In this paper, we survey existing approaches to representing
SPARQL variables in SQL queries. In particular, the paper has the following
contributions

1. We specify the problem of representing SPARQL variables in SQL queries.
2. We provide an overview of 4 existing approaches: Ultrawrap [14], SparqlMap

[15], Ontop [4] and EVI [5] in terms of SPARQL variable representation.
3. We evaluate the completeness, soundness and performance of the presented

approaches. We show several problems with soundness of the approaches. We
also show how the representation affects performance of each approach.

In Sect. 2, we describe the compared approaches. In Sect. 3, we explain our
motivation why we focus on the variable representation. In Sect. 4, we specify the
problem of representing SPARQL variables in SQL queries. In Sect. 5, we describe
the representations used in the selected approaches. In Sect. 6, we evaluate the
described representations.

2 Specification of Surveyed Approaches

In general, existing approaches differ in the way of using the underlying relational
database. There are approaches which require a user-defined mapping to enable
4 http://db-engines.com/en/ranking, visited in July 2017.

http://db-engines.com/en/ranking
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the creation of a virtual SPARQL endpoint over any relational structure. The
mapping specifies how a given relational structure is mapped to a required RDF
structure. The standardized language to define such mapping is R2RML [9].
Other approaches derive a mapping automatically [12]. These approaches do not
allow the user to specify the required RDF structure in which relational data
is published. The RDF structure is derived automatically from the structure
of the underlying relational data. The rest of the approaches do not use any
mapping at all. They only use the relational database system as an efficient
storage engine. They prescribe a fixed relational database structure where they
store RDF triples. Therefore, they do not enable to built a virtual SPARQL
endpoint on top of an arbitrary relational structure and they cannot be used to
publish an existing relational database in the RDF model on the Web.

In this paper, we focus only on the approaches which consider a user-defined
mapping for publishing a given relational database in the RDF model on the
Web through a virtual SPARQL endpoint. In the rest of this section we will
list the selected approaches. Also, we will show how they transform the sample
SPARQL query in Fig. 1(a).

Ultrawrap [14] is a simple solution for virtual SPARQL endpoints. It does
not aim to optimize the queries because it completely relies on the efficiency of
the underlying relational database. The sample SPARQL query is transformed
by Ultrawrap to the SQL query in Fig. 1(b).

The authors of SparqlMap [15] proposed a solution which uses a set of SQL
columns to represent a single SPARQL variable. This enables to resolve, e.g. the
problem with typing variables. The sample SPARQL query is transformed by
SparqlMap to the SQL query in Fig. 1(c).

The Ontop [3,4,13] system seems to be actively used and from the found
tools it has the most active community. The sample SPARQL query is trans-
formed by Ontop to the SQL query in Fig. 1(d).

Last but not least, we include to the survey our approach EVI [5]. The
sample SPARQL query is transformed by EVI to the SQL query in Fig. 1(e).

We selected only the approaches which transform a SPARQL query into
a single SQL query so no significant in-memory processing is needed to merge
multiple results together. Therefore, for example D2R [8] is not evaluated.

3 Motivation

The main feature of a virtual SPARQL endpoint is rewriting a given SPARQL
query into a corresponding SQL query which may be executed on the underlying
relational database. The rewriting mechanism has to take into account a user-
mapping of the relational schema of the underlying database into the required
RDF structure.

One of the biggest differences between SPARQL and SQL query semantics is
that a SPARQL variable does not have a defined type. It may contain values of
various types. SPARQL (see [10]) declares rules for working with values of differ-
ent types. Such rules are necessary for correct ordering and value comparisons.
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Fig. 1. Sample SPARQL query transformations
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Consequently, a SPARQL variable value comprises not only the actual value but
also its type (or possibly a language tag).

The mapping adds complexity to the transformation algorithm. Even a sim-
ple SPARQL query may result in a large SQL query with joins and unions. For
such query, it is essential that the variable representation allows efficient evalu-
ation of joins. Moreover, the mapping may cause that a single SPARQL value is
constructed from more than one column in a relational table.

Despite the importance of a correct representation of variables the current
approaches neglect this problem. There is currently no general ground describing
and comparing the used representations. Figure 1 shows that different approaches
produce different queries for the same SPARQL query. Even the results of the
queries are different although they have to represent the same SPARQL result.
The main difference between the relational queries in the sample is how the
SPARQL variables are represented.

In this paper, we will focus purely on the variable representation. We will
describe and compare the variable representation in the existing approaches
regarding efficiency and validity.

4 Problem Specification

In this paper, we focus only on the approaches which consider a user-defined map-
ping for publishing a given relational database in the RDF model on the Web
through a virtual SPARQL endpoint. Moreover, we selected only the approaches
which transform a SPARQL query into a single SQL query. Inputs of such trans-
formation algorithm are a SPARQL query and a mapping from relational struc-
ture to RDF. The algorithm has to translate the SPARQL query to a corre-
sponding SQL query, execute the SQL query and then translate the returned
SQL result to a SPARQL result. The returned SPARQL result has to be the
same as if the input mapping was firstly applied on the relational structure to
create an RDF dataset and then the input SPARQL query was evaluated over
such RDF dataset.

In this section, we will describe a subset of all issues which have to be handled
in transformation algorithms. We focus only on the issues where a chosen variable
representation matters. For simplicity, we use the term column when we speak
about relational columns and the term variable when we speak about the
SPARQL variable.

Type of a Value. The basic issue is that the representation needs to hold the
type of the value. It is needed not only to correctly interpret a result of the SQL
query evaluation as a result of SPARQL query evaluation. It is important even
when creating the SQL query. For example, when comparing two values the type
should be taken into account. Concretely, three literals "10", "10"^^xs:string
and "10"^^xs:integer have the same value but are not equal because their
type differs. Moreover, we need to distinguish between RDF types literal and
IRI because they are treated differently.
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Type of a Relational Column. Relational columns are typed. If the value of
a SPARQL variable is represented by a single relational column then it is needed
to convert the SPARQL values to some relational type able to hold value of any
SPARQL value. This is shown in Fig. 2.

Fig. 2. Casting values to common type

The problem with the approach shown in Fig. 2 is that SPARQL values stored
in column misc can be hardly ordered using the SQL ORDER BY clause. For
example, values "41"^^xs:integer and "5"^^xs:integer will have incorrect
order because they are ordered as strings. According to SPARQL, they should
be ordered as numerics.

Equality of Two Values. RDF defines rules declaring whether two values
(terms) are equal or not (see [11]). For IRIs and blank nodes, it is simple. Two
IRIs are equal if their value is equal. Two blank nodes are equal if their identifiers
are equal. An IRI is never equal to blank node nor to a literal; a blank node is
never equal to literal too. Two literals are equal if their value is equal, their type
is equal (or both literals do not have a type defined), and the language is equal
(or both literals do not have the language defined).

Equality is used for example when evaluating joins. A sample is shown in
Fig. 3. In the Join(M1,M2) the solution mapping with "John" is not part of the
join result because the value in the solution mapping M2 has a type and in the
solution mapping M1 has no type. Similarly, in the Join(M1,M3) the solution
mapping with "Zack" is not part of the join result because the age value in the
solution mapping M1 has type xs:integer and in the solution mapping M3 it
has type xs:float.

Fig. 3. Equality - sample join
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Comparison of Two Values. In SPARQL there is another set of rules to com-
pare two values. These rules are used to evaluate SPARQL functions and oper-
ators. For example, when we compare two variables on their equality using the
FILTER operator (FILTER ?var1 = ?var2) then a different set of rules applies
than the ones used for values equality.

The rules are shown on Table 1 (the detailed list is available in [10]). Accord-
ing to the rules, even if the RDF-terms are not equal, their comparison in FILTER
may still be evaluated as equal. This can be seen in the sample on Table 2.
Although the values of ?age2, ?age3 and ?age4 are different RDF terms it is
true that ?age2 = ?age3 = ?age4, because they are numerically equal.

Value Ordering. There are also additional rules for value ordering (see [10]).
When the ORDER BY clause is used over a variable then the values should be
ordered as follows (from lowest to highest):

– No value assigned (unbound)
– Blank nodes - order between two blank nodes is undefined
– IRIs - ordered by comparing them as simple literals
– RDF literals

Table 1. Comparison rules

Rule # Operator Operands type Comparison type

1 A=B, A>B, A<B numeric Numeric comparison

2 A=B, A>B, A<B simple literal String comparison

3 A=B, A>B, A<B xs:string String comparison

4 A=B, A>B, A<B xs:boolean Boolean comparison of values
(true is bigger than false)

5 A=B, A>B, A<B xs:dateTime Date time comparison

6 A=B other Values equality

Table 2. Comparison samples

Comparison Result Rule used

?name1 = ?name2 ✗ 6 - ?name1 is simple literal, ?name2 is xs:string

?name2 = ?name3 ✗ 3 - Value is different

?age1 = ?age2 ✗ 6 - ?age1 is simple literal, ?age2 is xs:integer

?age2 = ?age3 ✓ 1 - Both values are numeric and the value is numerically
equal

?age2 = ?age4 ✓ 1 - Both values are numeric and the value is numerically
equal

?name1 ← "John", ?name2 ← "John"^^xs:string, ?name3 ← "Zack"^^xs:string,
?age1 ← "41", ?age2 ← "41"^^xs:integer, ?age3 ← "41"^^xs:float, ?age4 ←
"041"^^xs:integer.
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• Ordered by the comparison if it is defined for the values
• If one value is a simple literal and the second one has type xs:string

then the simple literal is lower

The ordering of the values from Table 2 is:

– ?name1 > ?age1 - both values are simple literals
– ?name2,3 > ?name1, ?name2,3 > ?age1 - the values of ?name2 and ?name3 are

xs:string so they have to be after plain literal, after ?name1 and ?age1
– ?name3 > ?name2 - both values are xs:string and the value of ?name3 is

bigger than ?name2
– ?age2,3,4

?
<> ?age2,3,4 - the values are compared as equal so the order is unde-

fined
– ?age2,3,4

?
<> ?name1,2,3, ?age2,3,4

?
<> ?age1 - the orders between xs:integer

and simple literal and between xs:integer and xs:string are undefined

There are many orderings undefined, so the values can be ordered as: ?age1 <
?age4 < ?name1 < ?age2 < ?name2 < ?name3 < ?age3 or as: ?age2 < ?age3 <
?age4 < ?age1 < ?name1 < ?name2 < ?name3.

The Complexity Added by RDB2RDF Mapping. The mapping from
relational database to RDF representation may contain advanced rules for gen-
erating RDF terms from relational data. For example, the R2RML language (see
[9]) provides three options:

– Constant value - the value does not depend on anything from the relational
dataset, the value is always the same.

– Column value - the value is taken from a single column. It is possible to
declare a type (if omitted the type is automatically detected) and language.

– Templated value - the value is taken from one or more columns. The value
is then concatenated using the defined template which may contain some
hard-coded parts.

In case of templated IRI, all column values need to be converted into IRI-
safe version. That means that all characters which are not alphabetical charac-
ters, digits, ‘-’, ‘.’, ‘ ’, ‘˜’ and some non-ASCII characters need to be encoded as
defined in [9].

Even without IRI-safe conversion, the templated values affects the efficiency
of joins. The queries in Fig. 4 return the same result. However, the second one is
executed faster because the condition is evaluated directly over columns. More-
over, there can be indexes on the columns so the difference could be drastic. So,
the variable representation affects the evaluation efficiency, because it matters
whether the variable representation allows the query to process joins directly on
relational columns instead over some calculated value.
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Fig. 4. Join of templated values

5 Approaches to Representing Variables

In this section we will describe individual approaches to the variable represen-
tation and discuss their advantages and disadvantages. In some cases we will
demonstrate that the representation cannot provide valid results.

Simple Representation. The simplest representation uses a single relational
string column in an SQL query to represent a SPARQL variable. The actual value
of the SPARQL variable is stored in this relational column. This representation
is used in Ultrawrap (see [14]). For example, a variable author is represented
using a single column author.

Typed Simple Representation. The simple representation can be extended
to have an extra column(s) to represent a type and a language. One string col-
umn contains the actual value of the variable. And additional columns represent
the type and the language of the RDF-term. This representation is used for
example in Ontop (see [4]). For example, a variable author is represented using
a column author (which contains the actual value of RDF term), a column
authorQuestType (which contains the type - the type is not there directly, but
it contains an identifier of the type) and a column authorLang (which contains
the language).

Representation with Fixed Column Set. An additional extension is to
represent the actual value of a SPARQL variable by several columns in a SQL
query to cover all needed types. As mentioned in Sect. 4 we need to handle
numeric, string, boolean and date time literals differently. So, a variable can
be represented using several columns - representing type, and typed columns
for numeric value, string value, boolean value and date time value. A sample is
shown in Fig. 5.

SparqlMap. A variant of the representation with fixed column set is the repre-
sentation used in SparqlMap. The motivation behind this approach is to handle
joins over templated IRIs efficiently [15].
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Fig. 5. Variable representation with fixed column set

For templated IRIs it is possible to split the value into multiple columns
representing individual parts of the IRI. It is needed to align the templates to
define the parts so two IRI values are equal if and only if all parts are equal. In
common cases it is possible to align the templates in a way that no concatenation
and replacement is needed. Therefore it is possible to perform joins on the table
columns directly instead of on concatenations. A sample representation of a sin-
gle variable is shown in Fig. 6. The IRI value is in this case represented using the
paperId reslength, paperId res 1 and paperId res 2 columns. In the previ-
ous approach, the value will be stored as a concatenation in the paperId text
column.

Fig. 6. Representation of a variable in SparqlMap

Dynamic Representation. There is also a completely different approach.
A representation which does not use a fixed set of columns to represent a single
variable. Instead of that, it is just querying the columns needed. This approach
is used in EVI [5].

The example in Fig. 7 shows the representation of a single variable (the same
as in Fig. 2). The value is represented by two columns c1, c2 containing the values
and the column s used to decide which column should be used. It works in a
way that the transformation algorithm not only produces a relational query but
also a mapping from relational columns to the SPARQL solution mapping. So,
the RDF-term is not completely present in the relational query. It just contains
the data needed to reconstruct the value when translating the relational result
into the SPARQL result.

The created mapping from relational columns to the SPARQL solution map-
ping is also used when translating the query. For example, when processing
FILTER and JOIN clause, it is needed to use relational CASE clause to handle
individual variants of the value.
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Fig. 7. Dynamic representation

6 Evaluation

We evaluate the approaches from several perspectives - validity and perfor-
mance perspective. Validity is evaluated from the completeness and soundness
perspective. An approach is complete if it transforms any syntactically correct
SPARQL query into a syntactically correct SQL query. An approach is sound
when a SPARQL query and its corresponding transformed SQL query are seman-
tically equal, i.e. they produce the same results on any input.

6.1 Completeness

All evaluated SPARQL variable representations are complete. The ability to
transform a SPARQL query to a SQL query does not depend on the cho-
sen variable representation. Any representation only implies how the individual
SPARQL clauses and operators can be transformed into SQL. However, the vari-
able representation may require some specific workarounds. For illustration, we
will describe two issues where a straightforward transformation cannot be used
but workarounds are available.

For example, to use the SQL SUM aggregation function, it is needed to use it
over numeric column. That is problematic for the approaches where the variable
value is represented in a SQL string column. In that case the proper workaround
would be to use SUM(TRY CAST(col AS numeric(38,8)))5.

The approaches where multiple SQL columns are used to represent a single
variable may have an issue with SQL operators which work only over a single
operand. For example MIN operator. In that case, it is not possible to use it at
all. It is needed to follow the SPARQL definition - it is defined as the first value
from values sorted in the ascending order [10].

6.2 Soundness

In the Sect. 4 we have described the issues related to the variable representation.
From that list, the following ones affect the soundness of transformation (for
detailed description of the issues see the Sect. 4):

5 It works because TRY CAST returns NULL for values which cannot be casted to numeric
type.
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– Type of a value. A SPARQL variable value is not only the actual value but
also the value type. Without a type, it is not possible to properly reconstruct
SPARQL values from an SQL query result.

– Equality of two values. Two values are equal if they have the same type and
the same actual value.

– Comparison of two values. In contrast to equality, for comparisons there are
additional rules for specific types like strings, numerics, date and time and
booleans.

– Ordering. The ordering uses the comparison logic but there are additional
rules affecting how the values should be ordered.

The Simple variable representation does not contain the type information.
Therefore, it is not possible to distinguish between various literal types; it is not
even possible to make a distinction between literal and IRI.

It is possible to encode the value type and the actual value in a single column
- both represented in a string column. However, it would be challenging to be
able both test equality and compare the values in the FILTER or ORDER BY
clause. Moreover, we consider this representation as the simplest one (in a way
how it was used in Ultrawrap approach), so the type is not included.

The Typed Simple variable representation adds the type information. There-
fore, the execution results of transformed SQL queries using this variable rep-
resentation contain the type information. When checking equality of two values
it is possible to use the type so even the equality works properly. On the other
hand, the actual value is still represented as a single string column which pre-
vents the correct comparison of two values. Moreover, without comparison it is
not possible to handle ordering correctly. Except the types support, the problems
are the same as with simple representation.

The Fixed Column Set variable representation extends the typed simple vari-
able representation by adding multiple columns to represent the actual values.
That is exactly designed to properly handle the comparison. Moreover, it also
solves the ordering issue.

To check the equality we can just compare all the columns. It is just needed
to take care of NULL values: NULL=NULL has to be evaluated to true. To com-
pare values we will need to handle the type information carefully. That is the
reason why there are two columns representing type: * type and * dataType.
The * type column contains identifier of a type. However, it is needed that this
identifier is the same for all numeric types and the same for all date times. The
distinction between individual types is maintained by the * dataType column.
The sample is shown in Fig. 8. In the sample we have chosen the * type column
values as: 0 - blank node, 1 - IRI, 2 - simple literal, 3 - numeric, 4 - string, 5 -
boolean, 6 - datetime and 7 and higher for other types. The first three conditions
check whether the comparison operator is even defined. If it is not defined then
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Fig. 8. Comparison of two values (FILTER ?foo1 > ?foo2)

the filter is excluding the row from result - see [10]. If the operator is defined
then it clearly compares the value on one of the four comparisons while on the
other ones both values are NULL.

The ORDER clause is even simpler. The way how we have chosen the * type
column values helps us because it provides the ordering according to the vari-
able type. It is only needed to translate ordering of a single variable to order-
ing of all columns representing the variable except the * dataType column.
For example, SPARQL clause ORDER BY ?foo can be translated to ORDER BY
foo type, foo text, foo num, foo bool, foo time. It works, because order-
ing by foo type ensures the ordering of values with different type. Moreover, if
two RDF-terms are comparable then their values are stored in the same column
so the ordering is performed on that column. Otherwise the ordering is undefined
so we do not care about the result.

The SparqlMap variable representation extends the fixed column set to
improve efficiency of joins over IRI values. The IRI value is represented by several
columns, where every column contain a part of a represented IRI value.

However, the ordering of such IRIs representation is complicated. It is not
possible to correctly order the IRI parts, because they do not have a fixed length.
As an example, an IRI composed from three parts "prefix\", col1, "\suffix"
and an IRI composed from two parts "prefix\", col2 are not easily comparable.
The ordering of individual parts is different than the ordering of the concatenated
values. Therefore, it is needed to order the concatenation of the parts.

The Dynamic variable representation uses a completely different approach.
It depends on the implementation but the dynamic representation allows to
construct the query exactly according to the SPARQL language rules.

The relational columns do not represent the exact RDF-term value, it is
needed to handle DISTINCT and REDUCT clauses with care. Usually, the repre-
sentation is altered in a way, that distinct relational rows represent distinct
SPARQL solution mappings.

The similar situation is for ORDER BY and aggregation clauses. In that case,
it is needed to alter the transformation to a similar form like in the fixed column
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representation. The advantage of this approach is that it is needed to produce
only the needed columns in a form that the output will be valid. Moreover,
the altered representation can be used only for the transformation of solution
modifier (ordering, aggregation, DISTINCT and REDUCT clauses). For example,
the IRI value can be represented in a single column for the ORDER BY clause
while in the subquery the variable is represented directly by columns. Therefore,
both efficient join and valid ordering can be achieved.

Summary. The soundness summary is shown on Table 3. The approaches which
are sound are the fixed column set, the SparqlMap and the dynamic variable
representations.

Table 3. The soundness of approaches

Representation\Issue Type Equality Comparison Literals ordering Ordering

Simple ✗ ✗ ✗ ✗ ✗

Typed simple ✓ ✓ ✗ ✗ ✗

Fixed column set ✓ ✓ ✓ ✓ ✓

SparqlMap ✓ ✓ ✓ ✓ ✓

Dynamic ✓ ✓ ✓ ✓ ✓

6.3 Performance

The performance evaluation was executed on a Windows Server 2012 R2 running
on Intel Xeon E5-2673 v3 with 4 GB of RAM. As the relational database, the
Microsoft SQL Server 2014 was used.

As the relational dataset was selected the dataset from Berlin SPARQL
Benchmark [1]. The Berlin SPARQL Benchmark is built around a use case in
which products with various features and categories are offered by several ven-
dors and consumers have posted reviews about products. The dataset was gen-
erated using the Berlin SPARQL Benchmark data generator [2] with scale factor
of 284 826 - that means approximately 100 M triples after mapping to RDF. The
used mapping definition maps the relational dataset to the RDF dataset used in
the Berlin SPARQL benchmark.

Figure 9 shows the queries used for the evaluation. To evaluate only the
variable representation, we have the same relational query pattern for all of
them. In the join queries, every join operand is transformed into a subquery.
These subqueries are then joined. In the case of filter query and ordering, the
whole query is transformed into a single subquery (without self-joins), and then
the filter or ordering is applied.

The performance results are shown in Fig. 10. It can be seen that there are
huge differences between the selected approaches. Evaluation of joins can be
almost thirty-times faster when comparing the slowest and fastest approach.
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Fig. 9. Performance evaluation queries
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It can be seen that the dynamic approach is the best variant in all measured
cases. The comparison of the dynamic and the simple approach shows that it
is important to use joins directly on columns. On the other hand, according to
the comparison of the fixed column set and the simple approach, it is important
to keep the join conditions as simple as possible. The complexity of join condi-
tions is the pain point of the performance of the SparqlMap approach. The join
conditions are so complex that the performance difference for IRI joins (query
#4) between fixed column set and SparqlMap approach is minimal. Moreover,
the complex expressions are causing that these both approaches are the slowest
ones.

7 Related Work

In the recent years, the topic of the virtual SPARQL endpoint over relational
database becomes more and more important.

The D2R Platform is usually mentioned as the state-of-the-art tool [8]. It was
one of the first working solutions supporting user-defined mapping. The tool
transforms the SPARQL query into multiple SQL queries and then processes
the returned rows in memory to create the final result of the SPARQL query.
Because of that, it has a poor performance and sometimes it is not able to process
the query at all. We have not included this approach in the survey because it
does not transform a SPARQL query into a single corresponding SQL query.
Therefore, most of the mentioned issues do not apply in their case. However,
this approach is probably the first one with user-defined mapping. Their custom
mapping language was later used to create the R2RML language.

Another approach was proposed by a team around Chebotko et al. [6,7]. Their
approach uses the relational database only as an efficient storage. Chebotko
defines a table where individual RDF triples are stored. The table has three
columns: subject, predicate and object. A given SPARQL query is transformed to
a single SQL query respecting this structure. The columns defined by the result-
ing SQL query are mapped one-to-one to the variable values in the SPARQL
result.

Ultrawrap [14] is a solution based on Chebotko’s work [6,7]. It considers an
user-defined mapping. The mapping is used to define an SQL “view” with three
columns: subject, predicate and object. Chebotko’s algorithm is then evaluated
on this view. A sample query is shown in Fig. 1(b).

The authors of SparqlMap have created a different approach [15]. They aimed
to create a single unified queries. That means without an SQL “view” used
in Ultrawrap. The main idea is that for every basic graph pattern in a given
SPARQL query it generates a subquery. Such subquery returns all possible solu-
tion mappings6 for the particular basic graph pattern. Then relational optimiza-
tions are performed, so the SQL query gets more compact and can be evaluated

6 The term solution mapping is defined in [10]. Simply said it is a mapping from
variables to RDF-terms.
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more efficiently. The SparqlMap uses a set of SQL columns to represent a single
SPARQL variable. A sample query is shown in Fig. 1(c).

Lately, the Ontop system has been extended with a support of creating virtual
SPARQL endpoints [3,4,13]. Ontop uses defined mapping to annotate ontology.
Such ontology is then used to generate queries. The Ontop seems to be actively
used and from the found tools it has the most active community. A sample query
is shown in Fig. 1(d).

Our approach EVI uses enhanced SPARQL algebra [5]. A SPARQL query
is first transformed to an expression in our enhanced SPARQL algebra where
every basic graph pattern is annotated with a mapping. On such algebra, it is
possible to perform optimizations on the SPARQL query. The resulting alge-
braic expression is optimized and the optimized expression is transformed into
a corresponding SQL query. Thanks to the annotation, the transformation is
straightforward. A sample query is shown in Fig. 1(e).

8 Conclusions

In this paper, we have shown the importance of the variable representation to
the overall validity and performance of the virtual SPARQL endpoint. Although
this problem is often neglected, an incorrectly chosen representation may cause
that the whole approach will not be efficient or valid.

We have discussed the validity and efficiency of different representations. We
have found that the enhancements of fixed column set variable representation
done in the SparqlMap approach have only negligible positive effect. Moreover,
the enhancements complicate correct IRI ordering and they reduce the perfor-
mance in comparison to fixed column set variable representation in all other
cases than the IRI join(s).

The disadvantage of fixed column set representation is that the conditions are
much more complicated than necessary. On the other hand, the advantage of the
fixed column variable representation is that the condition has fixed complexity
and the usage of such representation is simple.

When using the dynamic representation, it is harder to generate the query.
Every condition may be different; it has to be produced according to the context.
We have shown that the dynamic representation is valid and efficient. Actually,
the difference is so huge that it seems to be essential to use the dynamic repre-
sentation to implement efficient virtual SPARQL endpoint.
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Abstract. Online analytical processing (OLAP) allows domain experts
to gain insights into a subject of analysis. Domain experts are often casual
users who interact with OLAP systems using standardized reports cover-
ing most of the domain experts’ information needs. Analytical questions
not answered by standardized reports must be posed as ad hoc queries.
Casual users, however, are typically not familiar with OLAP data mod-
els and query languages, preferring to formulate questions in business
terms. Experience from industrial research projects shows that ad hoc
queries frequently follow certain patterns which can be leveraged to pro-
vide assistance to domain experts. For example, queries in many domains
focus on the relationships between a set of interest and a set of compar-
ison. This paper proposes a pattern definition framework which allows
for a machine-readable representation of recurring, domain-independent
patterns in OLAP. Semantic web technologies serve for the definition
of OLAP patterns as well as the data models and business terms used
to instantiate the patterns. Ad hoc query composition then amounts to
selecting an appropriate pattern and instantiating that pattern by refer-
ence to semantic predicates that encode business terms. Pattern instances
eventually translate into a target language, e.g., SQL.

Keywords: Design patterns · Multidimensional model · Ad hoc
queries · Semantic web technologies · Business terms

1 Introduction

Online analytical processing (OLAP) is a common approach to selecting and
analyzing structured data (see [20] for further information). Typically, OLAP
systems represent data using multidimensional models which can be realized
as relational OLAP (ROLAP) or stored in another, highly optimized physical
format. Logically, a multidimensional model consist of cubes with hierarchically-
ordered levels of granularity, containing multiple data points. Each data point
of a cube represents a fact, an occurrence of a business event of interest, quan-
tified by several measures. Data points may then be selected based on different
selection criteria (slice and dice) as well as viewed at different granularities to

c© Springer International Publishing AG 2017
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obtain aggregated measures (roll up). Query languages, e.g., SQL or MDX, serve
analysts to write the analytical queries in an ad hoc manner.

The ad hoc composition of analytical queries constitutes a challenge for
domain experts with little to no experience with OLAP models and query lan-
guages. A common solution to this problem sees the provisioning of standardized
reports on different subjects, which covers most of the domain experts’ informa-
tion needs in day-to-day analysis situations [6, p. 19]. Sometimes referred to as
“ad hoc report navigation” [7, p. 2], analysts are handed input forms to customize
reports within certain boundaries, e.g., by filtering the data. The number of such
reports often lies in the hundreds [6, p. 21]. Even so, standardized reports do not
provide answers to all analytical questions, covering only about 60–80% of the
information needs [6, p. 19]. Therefore, some questions must be answered by ad
hoc queries. In order to write these queries, domain experts require assistance.

Experience from our industrial research projects semCockpit [14] and
agriProKnow1 shows the existence of patterns of OLAP queries across different
domains which can be leveraged to provide assistance to domain experts. Experts
in different domains – e.g., analysts at health insurance providers, (research)
veterinarians, and dairy herd managers – frequently perform various kinds of
comparisons on multiple subjects between groups of facts. While the concrete
measures and compared groups differ, the essence of the comparisons varies
little across domains and subjects. The systematic gathering and formal repre-
sentation of these patterns then allows analysts to select an appropriate pattern
for instantiation. In the course of pattern instantiation, analysts provide values
for specified formal pattern elements: elements from the data model, predicates
which encode business terms, and pre-defined calculated measures. The same
pattern can be reused for different domains and subjects.

The contribution of this paper is twofold. First, this paper identifies com-
mon patterns in OLAP. The presented set of OLAP patterns, however, consists
only of a few selected representative patterns which also exist in more special-
ized variants, e.g., with a specific focus on temporal and spatial aspects. The
presented, nonexhaustive set of OLAP patterns then serves to motivate and
illustrate the presented approach to identify, represent, and instantiate OLAP
patterns. Hence, the main contribution is a method and framework for pattern
representation and instantiation based on semantic web technologies. Through
the machine-readable representation of OLAP patterns using semantic web tech-
nologies, we obtain semantic OLAP (semOLAP) patterns which can be algo-
rithmically translated into a target query language. The Resource Description
Framework (RDF) serves as technological fundamental. The RDF representation
formalizes the textual description of the identified OLAP patterns. Shared con-
ceptualizations of business terms and calculated measures serve to instantiate
semOLAP patterns, and can also be linked to existing domain ontologies and
(semantic) web resources.

The remainder of this paper is organized as follows. Section 2 presents com-
mon patterns in OLAP. Section 3 proposes an approach to pattern representation.

1 http://www.agriProKnow.com/

http://www.agriProKnow.com/
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Section 4 briefly discusses pattern instantiation. Section 5 provides an evaluation
of the presented approach. Section 6 reviews related work. The paper concludes
with a summary and an outlook on future work.

2 Common Patterns in OLAP

Originally, the notion of pattern has been defined as a rule covering the relation
between problem, context, and solution while considering possible constraints:
A pattern provides instructions to creating a design artifact that solves a recur-
ring problem in a given environment (see [1]). The Gang of Four (GoF) intro-
duced the notion of pattern to object-orientated software design [10], identifying
patterns as common communications vocabulary fostering reuse in the software
design process. Similarly, organizational patterns [5] have been identified in order
to facilitate the organization of the software design process, eventually leading
to agile software development. In data analysis, however, the notion of patterns
rarely exists. A proposal for patterns of data analysis in the statistical domain [19]
aims at facilitating common data exploration tasks, e.g., detection of outliers and
comparison of proportions. A common trait of patterns across domains is their
discovery in a practical context rather than being invented [9, p. 8].

We define the notion of OLAP pattern as instructions to composing a query
that satisfies the information need in a common analysis situation; the instruc-
tions address domain experts and are independent of physical data model and
query language. We propose a description form for OLAP patterns (Table 1),
adapted from common pattern forms [4], which consists of the pattern name
as well as a description of analysis situation, solution, and structure, followed
by a domain-specific example. In the following, we present a nonexhaustive
set of common OLAP patterns that we identified in the course of industrial
research projects. We distinguish basic patterns and comparative patterns, with
a focus on comparative patterns. The examples are taken from the agriProKnow
project, which investigates the benefits of data analysis in dairy farming, but
similar examples are also found in other domains with different dimensions and
measures.

Table 1. Description form for OLAP patterns

Name What is a distinct name for the pattern?

Situation What is the analysis situation that this pattern should be applied in?

Solution What are the steps to follow?

Structure What are the model elements that participate in the pattern?

Example What is an example of the pattern’s use in a specific domain?
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2.1 Basic Patterns

The most elementary OLAP queries generalize multidimensional aggregation
queries [18] which commonly target one or more measures from a single class
of facts (i.e., cube), grouped along the cube’s dimension hierarchies, optionally
with filters applied. Multidimensional aggregation queries refrain from relating
facts through comparison, i.e., comparing a set of interest with a set of compar-
ison. Hence, a multidimensional aggregation query refers to a fact class along
with the examined dimensions, grouping properties (dimensional attributes from
the examined dimensions), and measures, combined with joins over dimensional
and non-dimensional attributes [18]. In addition, a user may specify filtering cri-
teria (slice and dice conditions) based on the grouping properties (dimensional
attributes) and selected non-dimensional attributes, or selected measures.

The most important group of basic patterns are generalized multidimensional
aggregation queries with spatial, temporal, and other semantic aggregations. An
example query from dairy farming is the retrieval of the average blood sugar
level (measure) in blood samples (fact class) of young and underweight cows
(slice conditions) located in a specific farm site in Upper Austria in February
2017 (dice conditions). The terms “young” and “underweight” with respect to
cows can be defined as shared, possibly parameterized (see Sect. 3) predicates.
Another group of basic patterns is cumulative aggregation, e.g., the year-to-date
milk yield of a specific farm site. Due to the simplicity of basic patterns, we focus
on the more advanced comparative patterns.

2.2 Comparative Patterns

A comparative pattern describes a comparison between a set of interest (SI) and
a set of comparison (SC). The SI refers to a set of facts which represents the
state to be analyzed. The SC refers to a set of facts which represents a state that
the SI is compared against. Both sets are characterized by a fact class (business
event of interest), dimensions and dimension attributes as grouping properties,
and measures. For each set, possible slice and dice conditions (selection criteria)
further define membership conditions.

The formal pattern elements constitute a pattern’s structure in the abstract
description of the pattern. Analysts supply arguments for the formal pattern
elements in order to instantiate the pattern. The pattern instance can then be
algorithmically translated into an executable query (see Sect. 4). For example,
an instantiation of a comparative pattern could see the SI to be defined as the
lactations (fact class, business events) with milk yield (measure) for Simmental
cattle (dice condition), the SC as the lactations with milk yield for all cows.
Depending on the pattern, constraints apply to the relationships between formal
pattern elements, restricting the actual values the formal pattern elements may
assume. For example, each measure supplied as argument must apply to the
respective fact class in the multidimensional model (milk yield must be a measure
for lactations), argument slice and dice conditions refer only to attributes and
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Table 2. Description of the set-to-base comparison pattern

Name Set-to-base comparison

Situation Compare SI and SC with the same grouping properties and same mea-
sures for the same type of business events (fact class). Both sets have
common selection criteria but the SI represents a subset of the SC with
additional selection criteria

Solution The fact class, dimensions, grouping properties, measures, and selection
criteria for the base set (SC) must be specified. The set of interest is
specified by extending the selection criteria of the base set. All other
parts of the definition of the SI are taken from the base set

Structure SI: 1 fact class, 1..* selection criteria, 1..* dimensions, 1..*
grouping properties, 1..* measures

SC: analogous to SI + 1..* additional selection criteria

JOIN: over common grouping properties

Example Compare the amount of milk produced (measure) in January 2017
(selection criterion in the time dimension), per animal and farm site
(grouping properties) (SC) with the overall amount of milk produced
with a fat value above five percent (additional selection criteria) (SI)

measures supplied as arguments during instantiation (the breed, e.g., Simmental,
is an attribute of the animal dimension).

The distinguishing factors of comparative patterns are as follows. First, the
key distinguishing factor is the number and type of elements that are shared by
SI and SC. Two groups of comparative patterns can hence be distinguished. If SI
and SC refer to the same fact class then the pattern is a homogenous comparative
pattern, otherwise the pattern is a heterogenous comparative pattern. Besides
the fact class, other pattern elements may also either be shared or specified
independently for each set, which allows for further distinction. Another distin-
guishing factor is the join condition for SI and SC. In the identified patterns
there are generally two ways of joining SI and SC: Either the sets are joined over
common dimension attributes or by an analyst-supplied join condition. In the fol-
lowing, we describe comparative patterns: set-to-base comparison, homogeneous
independent-set comparison, and heterogeneous independent-set comparison.

Set-to-base comparison (Table 2) refers to a homogeneous comparative pat-
tern where the SC (base) shares all elements with the SI and the SI has additional
selection criteria (slice and dice conditions): The SI is a subset of SC. From a
statistical point of view, set-to-base comparison yields inappropriate results2 but
users often demand such a comparison. A statistically correct variant of the set-
to-base pattern employs as SC the complement-base, i.e., the base set without
the members of the SI.

Homogeneous independent-set comparison (Table 3) refers to a homogeneous
comparative pattern where the SI and the SC share all elements except the slice

2 In that case, the base set includes the set of interest, which distorts the results.
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Table 3. Description of the homogeneous independent-set comparison pattern

Name Homogeneous independent-set comparison

Situation Compare SI and SC with the same grouping criteria, same measures
for the same fact class. Both sets have different selection criteria and
are subsets of the same fact class. In addition, calculated measures can
be derived based on the previously selected measures. The comparison
result can be further restricted by additional result filters referring to
the measures and grouping properties of SI and SC

Solution The fact class, dimensions, grouping properties, measures, and common
selection criteria for SI and SC must be specified. For both sets, further
selection criteria must be specified independently. After the definition of
both sets, calculated measures and further result filters can be defined
which are derived from the sets

Structure SI: 1 fact class, 1..* selection criteria, 1..* dimensions, 1..*
grouping properties, 1..* measures

SC: analogous to SI but with different, independently defined
selection criteria

JOIN: over common grouping properties

RESULT: 1..* comparative measures, 1..* result filter

Example Calculate the delta (comparative measure) between milk produced in
January 2017 (SI) and milk produced in February 2017 (SC) per animal
and farm site. Show only positive delta values (result filter)

and dice conditions: The SI and SC are different subsets of the same cube with
the same structure, i.e., the same measures and grouping properties as well as
selected non-dimensional attributes. The SI and SC are thus independent sets
sharing no selection criteria but the common structure renders these sets directly
comparable, allowing for the calculation of calculated measures over the sets. SI
and SC are joined over common dimension attributes. A similar pattern allows
for the definition of user-defined join conditions for SI and SC.

Heterogeneous independent-set comparison (Table 4) refers to a heteroge-
neous comparative pattern where the SI and SC potentially share no elements
at all; most importantly, the compared classes of facts are different. The pattern
shows two independent sets next to each other which are potentially at different
levels of granularity. In that default variant, no calculated measure is derived
from the result. Then, the result of a pattern instantiation really just amounts
to a side-by-side display of two measures at different levels of granularity. Obvi-
ously, comparison of measures at the same granularity is preferable. In many
cases, however, some data are just not available at the required level of detail.
Domain experts still often wish to view these measures side by side in order to
compare the values. An extended variant of the pattern allows for the possibility
to derive calculated measures from the result.
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Table 4. Description of the heterogenous independent-set comparison pattern

Name Heterogeneous independent-set comparison

Situation Compare SI and SC regarding to two different business events (fact
classes). The SI and SC are independently defined through specifica-
tion of fact class, dimensions, grouping properties, selection criteria, and
measures. Therefore, the join condition is user-defined, as the SI and SC
share no common traits. The comparison result can be further restricted
by additional result filters referring to the measures and grouping prop-
erties of SI and SC

Solution The fact classes, dimensions, grouping properties, measures, and selec-
tion criteria for the sets (SI and SC) must be specified independently.
After the definition of both sets, one or more join conditions must be
specified. Further result filters can be defined which are derived from the
sets

Structure SI: 1 fact class, 1..* selection criteria, 1..* dimensions, 1..* grouping
properties, 1..* measures

SC: analogous to SI but independently defined

JOIN: over specified conditions

RESULT: 1..* result filter

Example Show the amount of milk produced in July 2017 per animal, farm site,
and day (SI) next to the quantity of food given the day before on that
farm site in July 2017 (SC)

3 Pattern Representation

An RDF representation formalizes the textual pattern descriptions: We obtain
semantic OLAP (semOLAP) patterns. Each formal pattern element translates
into an RDF property. Pattern instantiations are specified using these RDF
properties to reference multidimensional model elements, calculated measures,
and business terms. Patterns have a language-dependent expression that allows
for automatic translation into an executable query (see Sect. 3.2).

3.1 Definition of Patterns, Predicates, and Calculated Measures

The RDF representation of OLAP patterns links a multidimensional model,
represented using the RDF Data Cube (QB) [21] vocabulary and its extension
QB4OLAP [8], to the pattern representation. The RDF representation of OLAP
patterns itself is defined in a pattern language vocabulary with prefix pl.

The RDF representation of an OLAP pattern includes data properties
for a textual description according to the form in Table 1 as well as object
properties describing the formal parameters. Consider, for example, the RDF
representation of homogeneous independent-set comparison (Listing 1). The
textual description of the pattern is stated using the properties pl:name,
pl:situation, pl:solution, pl:structure, and pl:example (Lines 2–6). The
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formal pattern elements of the pattern are stated using the pl:hasElement prop-
erty (Lines 7–10). The pl:result property serves to define a pattern element as
the result of a pattern. For example, the compMeasure formal element is a result
of homogeneous independent-set comparison (Line 15). An element may also be
renamed before inclusion in the result, e.g., by specifying a prefix (Lines 11–14).

Listing 1. RDF representation of homogeneous independent-set comparison

1 :homogeneousIndependentSetComparison a pl:Pattern;

2 pl:name"Homogeneous independent -set comparison"@en;

3 pl:situation "Compare SI and SC with ..." @en;

4 pl:solution "The fact class , dimensions , ..." @en;

5 pl:structure "SI: 1 fact class , ..." @en;

6 pl:example "Calculate the delta ..." @en;

7 pl:hasElement :factClass , :factClassSlice ,

8 :measure , :dimension , :dimensionAttribute ,

9 :setOfInterest , :setOfComparison , :siSlice , :scSlice ,

10 :compMeasure , :resultSlice;

11 pl:result [

12 pl:element :measure;

13 pl:elementPrefix "SI_"

14 ];

15 pl:result :compMeasure;

16 pl:result :dimensionAttribute.

Listing 2. RDF representation of formal pattern elements for comparative patterns

1 :setOfInterest a pl:PatternElementGroup ;
2 pl:elementGroupAlias "SI".
3 :setOfComparison a pl:PatternElementGroup ;
4 pl:elementGroupAlias "SC".
5 :factClass a pl:PatternElement ;
6 rdfs:range pl:Fact;
7 pl:multiplicity pl:One.
8 :factClassSlice a pl:PatternElement ;
9 rdfs:range pl:FactPredicate;

10 pl:multiplicity pl:OneOrMore.
11 :measure a pl:PatternElement ;
12 rdfs:range qb:MeasureProperty;
13 pl:multiplicity pl:OneOrMore.

A semOLAP pattern’s formal elements are further described by RDF prop-
erties. Listing 2 shows an example definition of formal pattern elements for
comparative patterns. There are two different types of formal pattern elements:
atomic formal elements and pattern element groups. A pattern element group
(pl:PatternElementGroup) consists of other formal pattern elements (Fig. 1). A
pattern element group possibly has an alias assigned (pl:elementGroupAlias);
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Fig. 1. Relationships between elements of homogeneous independent-set comparison

the group may in expressions be referred to by its alias. The second type of
elements are atomic formal pattern elements (Lines 5–13). Each atomic element
(pl:PatternElement) is an object property that serves for the description of
pattern instances. On instantiation, depending on the pl:multiplicity, one or
more values have to be supplied for each of these properties. The rdfs:range
property defines the type which the provided values must be instances of.

A semOLAP pattern’s formal elements are related to each other. Figure 1
illustrates the relationships between the formal elements of the homogeneous
independent-set comparison. This comparison consists of the two pattern ele-
ment groups setOfInterest and setOfComparison. These pattern element
groups comprise formal pattern elements which depend on each other, e.g., a pat-
tern element group’s dimension as well as other elements either depend directly
or indirectly on its fact class. Comparative measures and result filters do not
depend directly on the fact class. Instead, these pattern elements depend on
grouping properties and the result measures. The dependencies are important
for code generation (see Sect. 3.2) and the user interface (see Sect. 5).

Business terms are represented as fact predicates, dimension predicates, and
group predicates (Listing 3). The classes pl:ObjectCalcMeasure and pl:Group-
CalcMeasure represent types of calculated measures. The aggregation func-
tion of an pl:ObjectCalcMeasure targets all entries within a group whereas
a pl:GroupCalcMeasure depends on existing measures of the pattern element
groups SI and SC. Examples of measure descriptions are provided in Listing 3.
The pl:ObjectCalcMeasure (Lines 22–25) defines the structure of the sumMilk-
Yield measure covering a language specific description and a reference to rel-
evant concept in the AGROVOC ontology. The comparative measure delta-
MilkYield in (Lines 26–35) represents a pl:groupCalcMeasure by defining the
measures of the pattern element groups.
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Listing 3. Example predicates and calculated measures

1 :highFat a pl:FactPredicate;

2 rdfs:comment "Restricts to fat content over "@en;

3 rdfs:seeAlso agrovoc:c_4360;

4 rdfs:isDefinedBy agri:highFat;

5 pl:uses agri:fatContent.

6 :monthJanuary a pl:DimensionPredicate;

7 rdfs:comment "Month is January"@en;

8 pl:usesDimension [

9 pl:usedDimLvl agri:date_;

10 pl:usedDimAttributes agri:month

11 ].

12 :DaytoDayBefore a pl:GroupPredicate;

13 rdfs:comment "Matches date from set of interest to

previous day in set of comparison"@en;

14 pl:usesGroup [

15 pl:usedGroup :setOfInterest;

16 pl:usedGroupAttribute agri:date_

17 ];

18 pl:usesGroup [

19 pl:usedGroup :setOfComparison;

20 pl:usedGroupAttribute agri:date_

21 ].

22 :sumMilkYield a pl:ObjectCalcMeasure;

23 rdfs:comment "Summed -up milk yield"@en;

24 rdfs:seeAlso agrovoc:c_15998;

25 pl:uses agri:milkYield.

26 :deltaMilkYield a pl:GroupCalcMeasure ;

27 rdfs:comment "Calculates the delta between sumMilkYield

in SI and sumMilkYield in SC"@en;

28 pl:usesGroup [

29 pl:usedGroup :setOfInterest;

30 pl:usedGroupAttribute :sumMilkYield

31 ];

32 pl:usesGroup [

33 pl:usedGroup :setOfComparison;

34 pl:usedGroupAttribute :sumMilkYield

35 ].

3.2 Pattern-Based Query Writing

Pattern-based query writing relies on pattern expressions. A pattern expression
defines a template that realizes a specific pattern in a target language, with place-
holders that correspond to the formal pattern elements. Language-specific tem-
plates allow to use the target language to full capacity, e.g., analytical functions,
built-in functions, stored procedures, and features of system-specific dialects.
In the RDF representation, the pl:expression property, with a string range,
associates a pattern with its pattern expression. Upon instantiation, the place-
holders in the template are replaced with the actual pattern elements supplied
as arguments for the pattern’s formal elements (see Sect. 4).
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Listing 4. Grammar of the pattern expression language for SQL in EBNF notation

1 sqlTemplate = SQLTEXT | patternFunction ,

2 {SQLTEXT | patternFunction };

3 patternFunction = singleton | commaList | andList |

4 joinList | joinConditon ;

5 singleton = ‘!E’, baseElement | asClause , ‘!E’;

6 commaList = ‘!CL’, baseElement | asClause , ‘!CL ’;

7 andList = ‘!AL’, baseElement , ‘!AL ’;

8 joinList = ‘!JL’, elementRole , ‘!JL ’;

9 joinConditon = ‘!JC’,

10 baseElement , ‘=’ , baseElement ,

11 ‘!JC ’;

12 asClause = ‘![’,

13 baseElement , [‘AS ’, prefix | SQLTEXT],

14 ‘!]’;

15 baseElement = [tablePrefix], elementRole;

16 tablePrefix = ‘table ’ | SQLTEXT , ’.’;

17 elementRole = [prefix], ‘<’, ID , [attribute], ‘>’;

18 prefix = SQLTEXT , ‘!+’;

19 attribute = ‘.’ , ID;

20 ID = ‘_’ | letter | digit ,

21 {letter | digit | ‘_’ | ‘-’}.

22 SQLTEXT = ‘"’, character , {character}, ‘"’;

A pattern expression is defined using an expression language specific to the
target query language. Listing 4 defines, in EBNF notation [13], the grammar
of a pattern expression language for the translation of patterns into executable
SQL queries. Expressions in that language consist largely of SQLTEXT, i.e., arbi-
trary SQL code3, enclosed in double quotation marks (”). When the pattern
expression is parsed, SQLTEXT goes in verbatim form into the resulting query.
The ID element serves to identify formal pattern elements or their attributes. In
a pattern expression, the ID of a pattern element corresponds, by convention,
to the element’s IRI without the prefix. The prefix element is used to indi-
cate a string that is put before an element’s name in the resulting query. The
elementRole serves to reference formal pattern elements and their attributes. If
the elementRole does not reference a formal pattern element but an element’s
attribute, e.g., the name or expression (in case of calculated measures and pred-
icates), a second ID follows the first ID, separated by a dot. Elements may be
assigned an alias (asClause). A baseElement has an elementRole and may have
a tablePrefix that consists either of the “table” string or an SQLTEXT followed
by a dot. In the final query, a “table” string as tablePrefix is replaced with the
name of the table associated with the respective elementRole in the RDF repre-
sentation of the multidimensional model. Since a pattern instantiation may have
multiple actual pattern elements for each formal element, multiple actual pattern
3 For simplicity, the grammar defines SQLTEXT as a string of characters.
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elements may correspond to a single elementRole in the pattern expression. A
commaList serves to indicate lists of values seperated by comma, an andList
to indicate lists seperated by “AND”. The singleton clause indicates that only
one value is expected. Upon parsing a joinList, the actual pattern elements
that correspond to the formal pattern element of the elementRole are treated
as tables and corresponding inner join clauses are created. The joinCondition
serves to explicitly define a join condition referring to base elements.

Listing 5 shows a pattern expression for homogeneous independent-set com-
parison using the expression language as defined in Listing 4. The query tem-
plate consists of two subqueries: the first to retrieve the SI, the other to retrieve
the SC. Both subqueries refer to the same formal element measure (Lines 11
and 17) in the SELECT clause. An instantiation may provide multiple actual ele-
ments for measure, thus multiple actual elements may correspond to that same
elementRole. The expression of each actual element passed for measure in an
instantiation goes into a comma-separated list in each subquery’s SELECT clause.
In the result projection, the measures are prefixed (Lines 6 and 7), thus mirror-
ing the definition in Listing 1. In the GROUP BY clauses, the table attribute
of the dimension attributes is referred to, the value of which is derived after
instantiation at transformation time.

Listing 5. Pattern expression for homogeneous independent-set comparison

1 "WITH fact AS (
2 SELECT * FROM"!E <factClass > !E"fact
3 WHERE "!CL <factClassSlice .expression > !CL
4 ")"
5 "SELECT "!CL"SI".< dimensionAttribute > !CL","
6 !CL !["SI".<measure > AS"SI_ "!+ !] !CL","
7 !CL !["SC".<measure > AS"SC_ "!+ !] !CL","
8 !CL ![ <compMeasure.expression > !] !CL
9 "FROM ( "

10 "SELECT "!CL table.<dimensionAttribute > !CL","
11 !CL ![ <measure.expression > !] !CL
12 "FROM fact"!JL <dimension > !JL
13 "WHERE "!AL <siSlice.expression > !AL
14 "GROUP BY"!CL table.<dimensionAttribute > !CL
15 ") SI JOIN ("
16 "SELECT "!CL table.<dimensionAttribute >!CL","
17 !CL ![ <measure.expression > !] !CL
18 "FROM fact"!JL <dimension > !JL
19 "WHERE "!AL <scSlice.expression > !AL
20 "GROUP BY"!CL table.<dimensionAttribute > !CL
21 ") SC ON"!JC
22 "SI".< dimensionAttribute > =
23 "SC".< dimensionAttribute >
24 !JC
25 WHERE" !AL <resultSlice.expression > !AL
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Listing 6. Example predicate expressions and calculated measures

1 :highFat pl:expression "fatContent > 5".
2 :monthJanuary pl:expression "date_.month = 1".
3 :matchDayToDayBefore
4 pl:expression "SI.date_ - 1 = SC.date_ ".
5 :sumMilkYield pl:expression "SUM(milkYield)".
6 :deltaMilkYield pl:expression
7 "SI.sumMilkYield - SC.sumMilkYield ".

Listing 6 shows examples of predicate expressions and expressions for calcu-
lated measures. The simple SQL expressions can be directly inserted into the
query template. The highFat predicate refers to a measure (fatContent). The
monthJanuary predicate refers to a dimensional attribute (month); notice the
mandatory use of the dimension name in expressions of dimension predicates.
The matchDayToDayBefore predicate relates the day in the SC with the previous
day in the SI; notice the use of group aliases. The sumMilkYield measure per-
forms summarization of the milkYield measure during roll-up operations, and
deltaMilkYield is a comparative measure. The definition of expressions for cal-
culated measures and predicates adapts and extends the BIRD approach [16] to
reference modeling for data analysis.

4 Pattern Instantiation

A pattern’s formal pattern elements become object properties of the resource
that represents a pattern instance. These properties represent actual pattern ele-
ments and refer to elements from the multidimensional model, predicates, or cal-
culated measures. For example, when instantiating homogeneous independent-
set comparison, the pattern elements defined in Listing 1, Lines 7–10, must be
provided as arguments. Now consider a pattern instance to compare the sum
of milk yields by animal and farm site in January and February in the year
2017 by calculating the change in milk yields (the “delta”), but only where that
change is positive. Then, the pattern instance provides the milk fact as value
for the factClass property and the dateIn2017 predicate for factClassSlice.
The pattern instance further provides the sumMilkYield calculated measure
for measure along with the animalDim, farmSiteDim, and dateDim dimensions
for dimension. The animal and farmSite dimension attributes serve as group-
ing properties. Furthermore, the siSlice property, restricting SI, refers to the
monthJanuary predicate, and the scSlice property, restricting SC, refers to the
monthFebruary predicate. Finally, the pattern instance provides as compMeasure
property the deltaMilkYield calculated measure which compares the milk yield
values of SI and SC, and as resultSlice the deltaMilkYieldIsPositive pred-
icate in order to show only positive values of the comparative measure.

Upon pattern instance execution, the actual pattern elements are placed into
the corresponding gaps in the pattern expression. The automatic translation of a
pattern instance into an executable query in a target language requires retrieval



Semantic OLAP Patterns: Elements of Reusable Business Analytics 331

of additional properties of the pattern instance’s actual elements from the data
model. For example, in order to translate the pattern instance to compare the
sum of milk yields by animal and farm site in January and February in the year
2017 into an executable SQL query, the sumMilkYield measure’s expression
must first be retrieved from the RDF representation using SPARQL queries
since the corresponding pattern expression refers to the expression property
of the measure formal pattern element (Listing 5, Lines 11 and 17). Derivation
rules stored in RDF format encode knowledge about the retrieval of pattern
element properties as strings containing SPARQL query fragments. The template
is then executed resolving all pattern expression language element by providing
the queried properties.

Relationships between formal pattern elements constrain pattern instantia-
tion. For example, the scSlice element depends on factClass and dimension.
Therefore, an instantiation may employ as actual value for scSlice only predi-
cates that refer to measures in the corresponding fact class or attributes of the
corresponding dimensions. The constraints must be considered when instantiat-
ing a pattern, otherwise the resulting query is invalid.

In order to increase flexibility of the semOLAP approach, we propose
dynamic predicates which allow for ad hoc definition of simple predicates dur-
ing pattern instantiation. The concept can be extended in order to support the
dynamic definition of join conditions as well. Hence, analysts select an attribute
(measure or dimensional attribute), a comparison operator, and a concrete value
for the comparison. Dynamic predicates are represented by blank nodes and only
valid within the pattern instance which they are defined for. For query execution,
dynamic predicates are translated into SQL expressions.

An instantiation of a pattern that binds all of the pattern’s formal elements
with an actual pattern element is an executable pattern instance. But, it is
also possible to create a non-executable pattern instance by providing actual
elements as argument values only for a subset of the pattern’s formal elements.
When instantiating such a partial pattern instance, or pattern instance template,
analysts provide only the missing values. That way, analysts may first select a
fact class before selecting a partially instantiated pattern that already includes,
for the previously selected fact class, the typically-relevant measures, dimensional
elements, grouping properties, and selection criteria.

5 Evaluation

The purpose of semOLAP patterns is to support casual users with composing ad
hoc queries to retrieve knowledge not covered by standardized reports. A preva-
lent approach to solving the same underlying issue of facilitating the composition
of complex queries is reuse of queries. For example, QUERYAID [17], as a rep-
resentative system, also aims to facilitate the composition of complex queries for
casual users by storing, accessing, and reusing existing queries. QUERYAID’s
object-orientated approach that distinguishes queries for and by reuse differs
from the pattern-based approach. The queries for reuse are specified by identify-
ing concrete domain- and language-specific queries and transforming the queries
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to a canonical form, allowing for the identification of syntactically different but
semantically equivalent query representations. QUERYAID suggests queries and
join-conditions based on users’ query formulation by determining semantically
related terms in the respective query descriptions. The user is able to browse
through a repository of queries which are related to each other over special-
ization and generalization hierarchies and to select or combine suitable ones.
The approach of reusing queries, however, faces multiple drawbacks. First, the
composition of queries from scratch is not supported since it always depends
on preceding similar queries. Previous findings show that reusing and modifying
similar queries instead of composing them from scratch is more error prone and
provides less accurate results [2]. Supporting query reuse requires a repository,
classification, and a sophisticated search mechanism as well as mechanisms to
mitigate cognitive factors. Anchoring and adjustment bias have been identified
as key factors leading to inappropriate results [2]. Anchoring refers to the fact
that users tend to specify queries close to the initial query whereas the adjust-
ment bias describes the failure of modifying the query in a way to fit the current
information demand [2]. Errors and unnecessary functionality are thereby taken
over from the initial query [2]. The QUERYAID system does not mitigate nei-
ther anchoring nor adjustment bias. Query reuse lowers the composition time
but the probability of producing correct queries that satisfy the information
need decreases [2]. The semOLAP patterns can also positively affect composi-
tion time, since query formulation as well as query translation and writing are
supported. The (correct) satisfaction of the information need can also be fos-
tered by semOLAP patterns since business terms close to natural language and
description of the patterns are provided.

We developed a prototype application to instantiate patterns and manage
pattern-related elements such as calculated measures and predicates. The pro-
totype comprises three components: a ROLAP system, a triple store, and a
web application. A ROLAP system covering business events of the agricultural
domain is used to store the instance data. A triple store is used to persist the
RDF multidimensional model, all patterns, and related RDF data, e.g., pattern
instances, calculated measures, and predicates. The web application covers the
user interface and the pattern engine. The user interface is implemented using the
interaction flow modeling language (IFML)4 and the WebRatio5 platform which
facilitates model driven development of data centric applications. Based on the
pattern to be instantiated, the prototype dynamically generates a user interface.
The relations of the pattern’s formal pattern elements are used to calculate a
corresponding graph. The edges of the graph are derived from the relations of the
formal pattern elements (see Fig. 1) and the vertices represent the formal pattern
elements themselves. The graph further represents the dependencies between the
formal pattern elements, thus allowing to determine a navigation path for the
user interface. Considering these dependencies, a wizard guides the user through
the pattern instantiation process. For each formal pattern element, potential

4 http://www.omg.org/ifml/.
5 http://www.webratio.com.

http://www.omg.org/ifml/
http://www.webratio.com


Semantic OLAP Patterns: Elements of Reusable Business Analytics 333

input values are provided, which are derived from the pattern element’s range
and existing dependencies. The dependencies are represented as SPARQL snip-
pets specifying retrieval of possible input values from the QB and QB4OLAP
model. These snippets can be reused across patterns since dependencies between
specific formal pattern elements are recurring. Yet unknown patterns with not
considered dependencies between specific formal pattern elements can be instan-
tiated with as little effort as defining the missing snippets. If values for all formal
pattern elements are specified then an executable pattern instance is generated
by the pattern engine. Otherwise the result is a non-executable partial pattern
instance. The executable pattern instance is then used by the pattern engine to
generate executable language specific queries, i.e., SQL queries which are used
to query the underlying ROLAP system.

In course of the agriProKnow project, which aims to create a data analysis
platform for precision dairy farming to increase efficiency of dairy production, we
employ semOLAP patterns and the described user interface prototype. Domain
experts, such as (research) veterinarians, employ the user interface for semOLAP
patterns to extract knowledge from dairy farming data. Therefore, predicates
representing agricultural business terms (see Listing 3) and corresponding cal-
culated measures (see Listing 3) are available. Initial experience so far suggests
that semOLAP patterns and the implemented user interface are valuable tools
for domain experts and enable them to compose ad hoc queries without expert
database knowledge. Further studies for evaluation of semOLAP patterns and
the developed user interface are planned for future work.

6 Related Work

Pattern-based approaches to design [1] are found in many domains. In soft-
ware engineering, a framework of object-oriented design patterns [10] facilitates
bottom-up design of software systems. Software design patterns are interrelated
through generalization, specialization, and composition relationships (see [10]).
Design patterns, therefore, act as building blocks that foster reuse and main-
tainability throughout the design process. In statistics, data analysis patterns
have been defined [19] to describe the methodology of exploratory data analy-
sis (EDA). These data analysis patterns aim at guiding users through EDA
tasks, focusing on graphical representation and helpful transformations of the
explored data. The semOLAP patterns, on the other hand, help users to answer
questions which arise in specific analysis situations. Therefore, EDA cannot be
considered a focus of semOLAP patterns: EDA focuses on the exploration of
data without former hypothesis whereas users in a specific analysis situation
already have a question in mind. In conceptual modeling, patterns of conceptual
models relevant across different domains have been identified [9,12]. In order
to uncover the foundations of a modeling problem, modelers invest considerable
effort. By reusing proven concepts, the effort to define conceptual models can be
drastically reduced [9]. Furthermore, standardized modeling fosters readability,
robustness against changes, and maintainability [12, p. 4]. Conceptual patterns
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should be seen as suggestions and not prescriptions acting as starting points
in the modeling process [9, p. 12]. Similar to common patterns in conceptual
modeling [9,12], the semOLAP patterns have emerged from experience gained
in various industrial research projects. Likewise, semOLAP patterns can be seen
as starting point for OLAP, providing analysts with suggestions to follow.

Providing support for query composition is a research area with a broad tra-
dition. Various approaches exist to supporting the composition of multidimen-
sional queries. Frequently, a visual interface is employed for query composition,
sparing the user the intricacies of the underlying multidimensional data model.
For example, the Semantic Data Warehouse Model (SDWM) [3] visualizes the
elements of the multidimensional model as graphical representations by encoding
the semantics using different shapes, colors, contours, and formats. The focus of
SDWM is the representation of measures, following the idea that a potential user
is primarily interested in measures, hence, using them as the starting point of the
analysis. Patterns in the traditional sense [1,10,19] are not identified in SDWM,
which instead classifies measures into atomic and complex measures. Atomic
measures in SDWM can be compared to simple multidimensional aggregations
using restrictions to values, which is captured in our approach by the basic
semOLAP patterns. Complex measures in SDWM are limited to measure ratios
relying on independent sets, subsets and base sets, or further dimension level
conditions. The semOLAP patterns avoid these limitations by supporting arbi-
trary comparisons through abstraction of a measure-centric view to task-related
patterns. Furthermore, the semOLAP patterns consider comparisons between
different fact classes, which is not mentioned in SDWM. Apart from the visu-
alization of query interfaces, recommender systems provide users with suitable
queries for particular analysis situations. Common recommender systems [11,15]
typically suggest queries to a user based on the user’s previous query behavior
(content-based) or based on the behavior of similar users (collaborative). Those
similar users can be determined by comparing the user profiles, the query sit-
uations, or the currently investigated differences [11]. Rather than suggesting
historical queries, recommender systems could be used to suggest the underly-
ing semOLAP pattern beneath those queries and provide pattern-completion by
predicting or suggesting multidimensional objects.

7 Summary and Future Work

We have proposed a pattern-based approach to facilitate ad hoc query composi-
tion from scratch in OLAP systems. The main contribution is a framework cov-
ering the semantic representation of patterns, the translation into a target query
language, and supporting dynamic generation of a user interface. The applica-
bility of the framework is demonstrated by its successful use in the agriProKnow
project. Future work will cover the definition of further pattern expression lan-
guages, e.g., to support translation of semOLAP pattern instances to MDX.
Furthermore, the introduced semOLAP patterns should be extended and distin-
guished according to temporal, spatial, and semantic aspects. The findings will
then be evaluated in a study with casual users across domains.
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ligence for comparative data analysis. In: Zimányi, E. (ed.) eBISS 2013. LNBIP,
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Kacprzyk, J., Zadrożny, S. (eds.) Flexible Query Answering Systems. Advances
in Soft Computing, vol. 7, pp. 128–137. Physica, Heidelberg (2001). doi:10.1007/
978-3-7908-1834-5 12

http://dx.doi.org/10.1007/978-3-642-57491-7_22
http://dx.doi.org/10.1007/3-540-47910-4_21
http://dx.doi.org/10.1007/978-3-319-05461-2_3
http://dx.doi.org/10.1007/978-3-7908-1834-5_12
http://dx.doi.org/10.1007/978-3-7908-1834-5_12


336 C.G. Schuetz et al.

18. Theodoratos, D.: Exploiting hierarchical clustering in evaluating multidimensional
aggregation queries. In: Proceedings of the 6th ACM International Workshop on
Data Warehousing and OLAP, pp. 63–70 (2003)

19. Unwin, A.: Patterns of data analysis. J. Korean Stat. Soc. 30(2), 219–230 (2001)
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Abstract. Provenance metadata describing the source or origin of data is critical
to verify and validate results of scientific experiments. Indeed, reproducibility of
scientific studies is rapidly gaining significant attention in the research commu-
nity, for example biomedical and healthcare research. To address this challenge
in the biomedical research domain, we have developed the Provenance for
Clinical and Healthcare Research (ProvCaRe) using World Wide Web Consor-
tium (W3C) PROV specifications, including the PROV Ontology (PROV-O). In
the ProvCaRe project, we are extending PROV-O to create a formal model of
provenance information that is necessary for scientific reproducibility and
replication in biomedical research. However, there are several challenges asso-
ciated with the development of the ProvCaRe ontology, including: (1) Ontology
engineering: modeling all biomedical provenance-related terms in an ontology
has undefined scope and is not feasible before the release of the ontology;
(2) Redundancy: there are a large number of existing biomedical ontologies that
already model relevant biomedical terms; and (3) Ontology maintenance: adding
or deleting terms from a large ontology is error prone and it will be difficult to
maintain the ontology over time. Therefore, in contrast to modeling all classes
and properties in an ontology before deployment (also called precoordination),
we propose the “ProvCaRe Compositional Grammar Syntax” to model ontology
classes on-demand (also called postcoordination). The compositional grammar
syntax allows us to re-use existing biomedical ontology classes and compose
provenance-specific terms that extend PROV-O classes and properties. We
demonstrate the application of this approach in the ProvCaRe ontology and the
use of the ontology in the development of the ProvCaRe knowledgebase that
consists of more than 38 million provenance triples automatically extracted from
384,802 published research articles using a text processing workflow.
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1 Introduction

Scientific reproducibility is critical for ensuring validation of research results, scientific
fidelity, and enabling the advancement of science through rigorous design of experi-
ments [1, 2]. Therefore, the increasing adoption of data-driven research techniques, for
example use of Big data in biomedical and healthcare research for better understanding
of disease mechanism and drug discovery, has led to greater focus on scientific
reproducibility [3, 4]. Multiple guidelines and best practices have been developed to
ensure transparent reporting of scientific results that can be successfully replicated. For
example, the US National Institutes of Health (NIH) has announced the “Repro-
ducibility and Rigor” guidelines that requires biomedical researchers to provide con-
textual information for transparent reporting of research studies [5]. This contextual
information describing the origin or source of data is called provenance metadata.
Provenance metadata has been extensively studied in computer science for repro-
ducibility in workflow systems and tracing data in relational database systems [6–8].
By leveraging provenance metadata in biomedical and healthcare research, researchers
will have improved ability to collaborate, share data, identify “best practices” for
reproducible scientific research [9]. In addition to scientific reproducibility, provenance
metadata is also essential for evaluating data quality and computing trust value [10, 11].
Due to its application in a variety of domains, provenance has been modeled using
multiple approaches, for example the Open Provenance Model (OPM) represented
causal relationship between different provenance terms [12]. Similarly, the Provenir
ontology used Semantic Web technologies, including the Web Ontology Language
(OWL) [13] to incorporate partonomy, causal, transformation, and other categories of
relationships to accurately represent provenance metadata [14].

The World Wide Web Consortium (W3C) provenance working group used various
properties of these provenance modeling approaches to define the PROV specifications
as a common representation model in 2013 [15]. The W3C PROV specifications
consist of the PROV Data Model (PROV-DM), [15] a formal representation of the data
model using description logic-based Web Ontology Language (OWL2) called PROV
Ontology (PROV-O) [16], and a set of constraints to define “valid” provenance rep-
resentations called PROV Constraints [17]. In particular, the W3C PROV Ontology
was developed as an upper-level reference ontology that can be extended to model
domain-specific provenance terms while ensuring interoperability through the use of a
common set of ontology classes and properties [16]. We have extended the
W3C PROV specifications to define a new provenance framework called Provenance
for Clinical and Healthcare (ProvCaRe) to support scientific reproducibility in
biomedical and healthcare domain. The ProvCaRe framework defines a reference
model consisting of three categories of provenance metadata terms that we have
identified as necessary for scientific reproducibility in biomedical research:
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1. Study Method: The design of the research study in terms of study design, sam-
pling, randomization technique and interventions (in experiments), data collection
approach, and data analysis techniques (e.g., statistical models) are examples of
provenance metadata describing Study Method;

2. Study Tools: The different instruments and their parameter values that are used to
record and analyze data in a research study is the second essential component of the
ProvCaRe framework. For example, the strength of the magnet used in a Magnetic
Resonance Imaging (MRI) instrument is important provenance information that will
allow other researchers to use an equivalent MRI machine to replicate the findings
of the original experiment; and

3. Study Data: The provenance metadata describing the contextual information about
the data elements used in a scientific experiment, for example drug information,
demography information of participants, and timestamp values, are necessary to
allow other researchers to replicate a given experiment.

Given the vast scope of biomedical and healthcare research, we initiated the
development of the ProvCaRe framework using sleep medicine research as an example
domain to identify, extract and analyze provenance information associated with research
studies. We are using data from one of the largest repositories of sleep medicine studies
at the National Sleep Research Resource (NSRR), which is working to release data from
more than 40,000 sleep studies collected from 36,000 participants [18]. The NSRR
project is an example of biomedical Big Data and it aims to allow researchers to validate
results of previous studies using larger datasets from greater number of research studies
and also facilitate the development of data-driven techniques in sleep medicine.
Therefore, the systematic characterization of provenance metadata describing the
research studies that involve analysis of NSRR datasets will not only demonstrate the
role of provenance in scientific reproducibility, but also demonstrate the scalability of
the ProvCaRe framework. Our objective is to model the provenance metadata extracted
from NSRR related research studies using the “subject ! predicate ! ob-
ject” triple model of W3C Resource Description Framework (RDF) [19]. The
provenance terms used to construct the RDF provenance graphs are being modeled in
the ProvCaRe ontology, which extends the W3C PROV Ontology and the resulting
provenance graphs also conform to the PROV specifications [16].

The W3C PROV Ontology consists of three “core” classes, namely prov:
Entity1, prov:Activity, and prov:Agent, with nine “core” object properties,
namely prov:wasGeneratedBy, prov:wasDerivedFrom, prov:wasAt-
tributedTo, prov:startedAtTime, prov:used, prov:wasInformedBy,
prov:endedAtTime, prov:wasAssociatedWith, and prov:actedOnBe-
halfOf [16]. Figure 1 shows the PROV-O schema with an illustrative representation
of provenance metadata in sleep medicine research. The Entity class represents any
physical, digital, or conceptual information resource. The Activity class represents
information resources that occur over a period of time and Agent class represents
information resources that are associated with Activity, Entity or have some
responsibility related to another Agent. The object properties are used to link the

1 prov represents the http://www.w3.org/ns/prov#namespace.

An Extensible Ontology Modeling Approach Using Post Coordinated Expressions 339

http://www.w3.org/ns/prov#namespace


provenance terms, for example blood pressure value (Entity) was generated during
(wasGeneratedBy) a physical exam of the patient (Activity). These “core”
classes and properties together with other PROV Ontology terms (as described in the
PROV-O specifications [16]) are being extended to model biomedical domain-specific
provenance information in the ProvCaRe framework. The use of PROV-O as the
upper-level ontology will facilitate interoperability among provenance applications that
conform to the PROV specifications. However, a key challenge for the ProvCaRe
ontology is ensuring comprehensive coverage of the potentially hundreds of thousands
of biomedical domain-specific terms in a single provenance ontology using precoor-
dinated class expressions. Precoordinated class expressions are ontology constructs that
already “built-in” in an ontology before the ontology is deployed or used (a detailed
description of precoordination is presented in work by Rector et al. in [20]).

The biomedical domain covers a wide range of disciplines, including respiratory
disease, neurology, and cardiovascular research, among others, and therefore it is
almost impossible for a single ontology to model the relevant terms with consistency in
a reasonable amount of time. In addition, there are more than 500 biomedical
ontologies already available from the National Center for Biomedical Ontologies
(NCBO) that represent a variety of biomedical terms at different levels of granularity
and detail [21]. For example, the Human Phenotype Ontology (HPO) models abnormal
phenotypes in human diseases and it covers different aspects of these abnormalities,
including the mechanism for inheritance of these abnormalities, their onset and clinical
course, and different categories of the abnormalities [22]. HPO includes more than
10,000 classes with many of the classes mapped to other biomedical ontologies.
Similarly, the Systematize Nomenclature of Medicine Clinical Terms (SNOMED CT)
is being developed as a comprehensive ontology for diseases and phenotypes with a
large number of clinical terms modeled in the ontology [23]. The US edition of
SNOMED CT 2015 version includes 300,000 concepts with more than 103,000 classes
representing clinical findings. Therefore, it is intuitive to re-use these large numbers of

Fig. 1. (a) The three primary classes and object properties of the W3C PROV Ontology
(PROV-O). (b) An example showing representation of provenance information using RDF
subject, predicate, and object structure.
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existing ontology classes in the ProvCaRe project to model domain-specific termi-
nology instead of re-creating the terms in the ProvCaRe ontology. The re-use of
existing ontology classes also conforms to the ontology engineering best practice and
facilitates interoperability across ontology-driven applications [24].

2 Background and Related Work: Use of Postcoordination
in Biomedical Ontologies

Formal modeling of attributes related to the design and template of clinical and basic
research studies have led to the development of multiple ontologies in biomedical
research. The Ontology for Clinical Research (OCRe) was developed as part of a
comprehensive effort to model protocols used in clinical research studies, including a
classification of study designs, the plan components of the study protocols, and con-
cepts describing statistical data analysis methods [25]. The OCRe project defines
multiple attributes to represent various aspects of a research study, including the
sampling method, number of participant groups, and whether a study is a longitudinal
cohort or cross-sectional study. The OCRe project also developed a data annotation
approach called Eligibility Rule Grammar and Ontology (ERGO), which extracts
structured information regarding eligibility criteria used to identify participants in
research studies [26]. A formal description of eligibility criteria is important metadata
information that can be used by other researchers to replicate a biomedical or healthcare
study. Similar to OCRe, the Ontology for Biomedical Investigations (OBI) models
various attributes of basic sciences experiments, for example in genomics, proteomics,
and parasite research domains [27]. The classes in OBI broadly represent five cate-
gories of entities, including the objects used in experiment called material entity,
activities in experiments such as planned processes, the data related to an experiment
called information entities, different roles of participants in experiments, and instru-
ments. OBI has been used in annotation of multiple biomedical databases, for example
the Eukaryotic Pathogen Database and the Immune Epitope Database.

In contrast to OCRe and OBI, SNOMED CT is a model of clinical terminology
organized into 19 top level concepts, for example clinical findings, procedure, speci-
men, and body structure. These terms are linked to each other using attributes or
properties, for example causative agent, associated morphology, and finding site. To
address the challenging requirement of modeling extremely large variety of concepts
from different biomedical disciplines, SNOMED CT uses two approaches to represent
terms: (1) Precoordinated Expressions, and (2) Postcoordinated Expressions. Preco-
ordinated expressions in SNOMED CT consist of a single class and are modeled in one
of the 19 class hierarchies, for example Sleep disorder (ID: C0851578) is mod-
eled as a subclass in the hierarchy of the top-level concept Clinical finding (ID:
C0037088). However, it is almost impossible to model all possible attributes of a
disease, which may evolve as new biomedical discoveries are made or additional
clinical details that were not considered before and need to be modeled in context of a
specific application. To address this challenge, SNOMED CT uses post coordination
expressions to represent new terms by combining more than one SNOMED CT term
using a set of rules defined in the SNOMED CT compositional grammar specification
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[23]. For example, the post coordinated expression | hip joint | : | laterality
| = | right | represents right hip joint using the classes hip joint and right together
with the property laterality. We propose to use a similar approach to model
provenance information for the biomedical domain through creation of postcoordinated
expressions using classes from the ProvCaRe ontology together with classes from
existing biomedical ontologies. We describe the details of our approach in the next
section.

3 Modeling Provenance Metadata in ProvCaRe Ontology
Using Postcoordinated Expressions

The ProvCaRe framework models the provenance description of a scientific study that
may enhance the ability to replicate the study by researchers in other institutions or
groups. The three objectives of the ProvCaRe framework are: (1) Create a biomedical
domain-specific provenance ontology, (2) Extract provenance metadata from published
biomedical articles and generate provenance graphs for analysis, and (3) Develop a
provenance knowledgebase for users to search and identify research studies that can be
replicated to validate important results or design new experiment studies. The three
components of the ProvCaRe framework, namely Study method, data, and tools, were
developed in close collaboration with a data manager working on the NSRR project.
A data manager is responsible for working with researchers to identify the data needed
to replicate results from previous studies and extract data for new research studies.
Therefore, they are ideally placed to identify provenance information required for
scientific reproducibility.

As described in Sect. 1, the three components of the ProvCaRe framework repre-
sents three essential provenance information types corresponding to the method used to
conduct the research study (Study Method), the data used in the study as well as results
generated from the study (Study Data), and details of the instruments used in the study
(Study Instrument). The provenance information corresponding to these three com-
ponents can be modeled in detail, which is important to accurately capture the con-
textual information necessary for replicating previous studies. For example, the Study
Method term can be further subdivided into three categories of: (a) Study Design,
(b) Study Data Collection Method, and (c) Data Analysis Method. Similarly, the Data
Analysis Method can be further extended to model various categories of statistical data
analysis methods, for example inferential or descriptive statistics. We use sleep med-
icine as an example domain with data from the NSRR project to define the ProvCaRe
postcoordination-based ontology modeling approach and demonstrate the applicability
of the ProvCaRe ontology.

3.1 Provenance Metadata in Sleep Medicine Research

NSRR is the largest repository of publicly available research sleep medicine data and it
includes data from research studies that are representative of a wide variety of topics,
for example cardiovascular diseases, neurocognitive functions, and metabolic disorders
related to sleep disorders. Therefore, it is well suited to develop the ProvCaRe
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framework in terms of scalability and it is representative of the complexity of the
biomedical research domain. Biomedical research studies are often defined in terms of
the well-known Population, Intervention, Comparison, Outcome, and Time (PICO(T))
model to represent different aspects of a research study [28]. Many of the terms are
modeled in SNOMED CT. However, the PICO(T) model does not include many of the
critical provenance terms that are necessary to reproduce results generated from a
scientific study. For example, the PICO(T) model does not represent provenance terms
corresponding to the data analysis method (e.g., statistical model used to derive study
results), instruments used to record data (e.g., type of blood pressure instrument used in
the example research study). To address this issue, we extended the W3C PROV
ontology in the ProvCaRe project to model provenance information corresponding to
the three aspects of a scientific study, namely Study Tools, Method, and Data.

We extended the PROV-O class Entity to model provcare:StudyData, which
includes the provcare:StudyOutcome, provcare:ComparisonData, and
provcare:StudyPopulation corresponding to the PICO(T) components
described earlier. The provcare namespace refers to the http://www.case.edu/ProvCa
Re/provcare. The class StudyDesign represents three categories of biomedical
research studies, namely provcare:FactorialStudy, provcare:Inter-
ventionalStudy, and provcare:ObservationalStudy. The Facto-
rialStudy class is similar to study design class modeled in OBI. The Study
Design class is a subclass of prov:Plan class, which also has StudyCon-
straint as a subclass. The StudyConstraint represents inclusion and exclusion
criteria that are applied to select participants to be recruited into a research study. The
ProvCaRe ontology also models multiple classes related to data analysis method as
subclass of the provcare:StudyMethod class, which is modeled as a subclass of
the prov:Activity class.

The provcare:DataAnalysisMethod class has multiple subclasses,
including provcare:MissingDataProtocol and provcare:Statisti-
calMethod that model different aspects of data analysis in research studies. The
ontology models the two primary categories of statistical analysis methods, namely
descriptive analysis and inferential analysis as subclasses of the Statisti-
calMethod class. The ontology also models additional classes representing specific
types of statistical analysis techniques as subclasses of the descriptive and inferential
analysis classes. The provcare:StudyInstrument class is modeled as subclass
of prov:Agent class and it models instruments used in research studies according to
their function and modality. The StudyInstrument class includes electrophysio-
logical signal recording instruments (e.g., Electrocardiograph and Electroencephalo-
gram), imaging tools (e.g., MRI), and also software tools (e.g., statistical package R or
SAS) as its subclasses. In addition to these ontology classes, the ProvCaRe ontology
also extends the PROV-O properties to link ontology classes with appropriate relations.
For example, we use OWL2 class-level restriction feature to assert that a provcare:
ResearchStudy has different types of data collection methods (provcare:
DataCollectionMethod), such as provcare:BaselineDataCollection
Method representing data collected at start of the study and provcare:Followup
DataCollectionMethod representing data collected at subsequent time intervals,
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using restriction defined on the object property provcare:hadDataCollec-
tionMethod (Fig. 2).

In addition to object properties, the ProvCaRe ontology models additional metadata
information about the ontology classes using the RDF(S) annotation properties, for
example rdfs:label, rdfs:seeAlso, and custom properties such as synonym.
These metadata properties allow provenance applications, such as the ProvCaRe nat-
ural language processing (NLP) tool to effectively use the ProvCaRe ontology for
entity extraction from biomedical literature. Figure 3 illustrates the class hierarchy of
the ProvCaRe ontology. The ProvCaRe ontology provides the required set of preco-
ordinated terms to represent provenance information corresponding to Study Method,
Data, and Tools. However, as we discussed earlier we need a well-defined mechanism
to create new postcoordinated expressions to represent provenance information and we
describe the compositional grammar developed for the ProvCaRe framework in the
next section.

3.2 Compositional Grammar Syntax in the ProvCaRe Ontology

We extend and adapt the postcoordination compositional grammar syntax defined to
create SNOMED CT expressions to the ProvCaRe framework using classes and

Fig. 2. A screenshot of the ProvCaRe ontology class hierarchy showing different components of
the provenance metadata representation framework modeled in the ProvCaRe project
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properties defined in the ProvCaRe ontology and existing biomedical ontologies, for
example ontologies listed in NCBO [21]. A ProvCaRe postcoordinated expression
consists of a single ontology class, which is the “core” provenance concept of the
expression, and a set of properties as well as their values that qualify the core concept.
The properties and the associated values may be defined either in the ProvCaRe
ontology or NCBO listed ontologies (this ensures that the corresponding ontologies are
publicly available) or the values may be RDF literal values (e.g., XML Schema data
type). Figure 4 illustrates the conceptual view of the ProvCaRe postcoordination
expression syntax. Each ProvCaRe postcoordinated expression is a triple structure with
the form “class-property-expression”, where the expression is a recursive structure
consisting of either a single class or another expression and the “|” symbol is used as
start and end delimiters of the terms (similar to the SNOMED CT compositional
grammar syntax). The expression refines the core concept with additional values
defined for properties and the corresponding concept represented by the expression is a
subclass of the core concept.

We use the Augmented Backus-Naur Form (ABNF) [29] to define the ProvCaRe
postcoordination expression syntax, which is described in Table 1.

Four categories of postcoordinated expressions can be composed using the composi-
tional grammar in the ProvCaRe framework:

1. Multi-Concept Expression: Two or more ontology classes can be combined
together using the “+” symbol to form a new concept, which is interpreted to be a

Fig. 3. The conceptual model of the postcoordination expression compositional grammar used
in ProvCaRe and an illustrative example are shown.
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subclass of the two original classes. For example, a data analysis method may
involve both provcare:CorrelationAnalysis and provcare:
CovarianceAnalysis, which can be represented using the expression2: |
CorrelationAnalysis| + |CovarianceAnalysis|.

2. Concept with Constraints Defined Over Properties: A provenance term can be
refined using additional constraints defined over a ProvCaRe or other ontology
property. For example, it is important to record the provenance of blood pressure
values of a research study participant in terms of the procedure. This provenance
information can be modeled using an expression that combines ProvCaRe ontology
and SNOMED CT terms: |Electrocardiograph|: |hadDataCollec-
tionMethod| = |12 lead ECG| (ECG has SNOMED CT ID: C0180600 and 12
lead ECG has SNOMED CT ID: C0430456). A core concept can also include
multiple constraints defined using multiple properties. For example, |Elec-
troencephalogram|: |hadStudyInstrument| = |Scalp electrode
cap|, |hadLocation| = hospital| expressions represent the provenance

Fig. 4. The user interface of the ProvCaRe semantic provenance knowledgebase available at:
https://provcare.case.edu/

2 The namespace for the terms used in the expressions are not repeated for brevity.
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Table 1. The specification of the ProvCaRe postcoordination expression syntax with explana-
tory description.

Syntax expression Description

1. provcareExpression = subexpression A provcare post coordinated
expression consists of
subExpressions

2. subExpression = coreConcept [“:”
constraint]

A subExpression consists of a
core provenance concept, which
is refined through use of
constraints, which may consist of
multiple constraintExpressions.
A subExpression is a subclass of
the coreConcept

3. coreConcept = “|” ontologyClassURI “|” The coreConcept is a provenance
ontology class defined in the
ProvCaRe ontology

4. ontologyClassURI = nonPipe * (*
nonPipe)

The ontology class is listed using
the concept ID or namespace
aware URI. An ontology class
URI may consist of any UTF-8
character except pipe “|” and
conform to the URI specification
as defined in the W3C URI
specifications

5. constraint = (constraintExpression)
*([“,”] constraintExpression)

A constraint consists of one or
more constraint expressions that
are optionally grouped together
into a subunit separated by
comma

6. constraintExpression = [“{“]
propertyURI “=” ontologyclassURI/
”(“constraintExpression “)”[“}”]
*constraintExpression

A constraintExpression consists
of an ontology property with an
ontology class as value or a
constraintExpression as value
(for nested expressions) followed
by additional constraints

7. propertyURI = nonPipe * (*nonPipe) The ontology property is listed
using the concept ID or
namespace aware URI. An
ontology property URI may
consist of any UTF-8 character
except pipe “|” and conform to
the URI specification as defined
in the W3C URI specifications
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information of an EEG in terms of the instrument used to record it and the location
of the recording. The two properties hasStudyInstrument and hadLoca-
tion are ProvCaRe and PROV ontology terms respectively.

3. Concepts with Constraints Defined Over Property Groups: The ProvCaRe
compositional grammar allows grouping of multiple properties into a subunit to
reduce ambiguity regarding the ordering of the constraints using an approach that is
similar to the SNOMED CT compositional grammar. For example, two ECG
recordings may have been conducted at two different locations, which can be
represented using the expression |Electrocardiograph|: {|hadDataCol-
lectionMethod| = |12 lead ECG|, |hadLocation| = |hospital|}, {|
hadDataCollectionMethod| = |12 lead ECG|, |hadLocation| = |
Home|}. The curly braces group two or more properties together to allow humans
and software tools to correctly parse the ordering of the constraints in an expression.
Similar to the SNOMED CT compositional grammar, the comma between the two
subunits is optional.

4. Concepts with Nested Constraints: As discussed earlier, the ProvCaRe postco-
ordinated expressions use a recursive definition, which allows the value in the triple
structure of the expressions to be another expression. For example, a research study
may use two statistical data analysis techniques that can be represented using the
following expression: |ResearchStudy|: |hadDataAnalysisMethod| = (|
CorrelationAnalysis| + |CovarianceAnalysis|). The nested structure
may also be constructed using multiple properties, for example |ResearchS-
tudy|: |hadDataAnalysisMethod| = (|StatisticalMethod|: |hadSta-
tisticalMeasure| = |CentralTendencyMeasure|).

It is important to note that unlike the SNOMED CT compositional grammar, which
allows interpretation of postcoordinated expressions as equivalent or subclass of a
given class, the ProvCaRe postcoordinated expressions are interpreted only as subclass
of the core concept.

4 Results

We describe the two-fold results of the ProvCaRe project: (1) we demonstrate the
practical use of postcoordinated expression in the ProvCaRe ontology using an
example research study published by O’Connor et al. [32]; and (2) we demonstrate the
effectiveness of the ProvCaRe ontology in the extraction of 38 million provenance
triples from 384,802 published articles.

Application of postcoordinated expression: The research study by O’Connor et al.
[32] is classified as an ObservationalStudy (modeled as subclass of Study-
Design in the ProvCaRe ontology). Using the ProvCaRe compositional grammar, we
model the data analysis related provenance information using ontology classes and
properties modeled in the ProvCaRe ontology and existing biomedical ontologies. For
example, the postcoordinated expression |ResearchStudy|: |hadDataAnaly-
sisMethod| = |multivariate regression|, |hadSoftwareTool| = |SAS|,
uses the terms multivariate regression and SAS modeled in the Bilingual

348 J. Valdez et al.



Ontology of Alzheimer’s Disease and Related Diseases (ONTOAD) and Software
Ontology (CWO) (listed in NCBO). Similarly, the population selected for the research
study can be characterized using the following expression: |ResearchStudy|: {|
hadStudyConstraint| = (|StudyExclusionCriterion|: |hadPrescrip-
tion| = |Antihypertensive medication|)}. This expression represents
important provenance metadata describing the constraints used to identify participants
for the research study and is essential for other researchers who aim to replicate this
study. The method used to collect the data in the research study can also be represented
using postcoordinated expression: |ResearchStudy|: {|hadDataCollection
Method| = |BaselineDataCollection|, |hadDataCollectionMethod| =
(|FollowupDataCollection|: |hadTemporalAttribute| = |5 years|)}.

It is important to note that provenance-related postcoordinated expressions need to
be created often by domain experts with little or no experience in ontology engineering
practices. Therefore, development of a visual user interface form can significantly help
domain experts to create valid postcoordinated expression. The ProvCaRe composi-
tional grammar syntax supports the development of a form-based user input template
that uses the property values as “widgets” and the corresponding ontology classes as
“values”. For example, hadDataAnalysisMethod can have a drop-down menu
with list of ontology classes corresponding to DataAnalyisMethod or its sub-
classes. A similar approach is often used in development of ontology-driven user
interface applications. The rules defined in the ProvCaRe compositional grammar
syntax also supports systematic parsing of the postcoordinated expression, which can be
used by provenance applications for validation, querying, and interpretation of research
studies annotated with ProvCaRe postcoordinated expressions. The postcoordination-
based modeling approach is also extensible as the new provenance-specific terms are
modeled in the ProvCaRe ontology, for example detailed representation of how missing
data is handled in research studies, and new biomedical ontologies are released through
NCBO. This is an important feature of the proposed approach as the ProvCaRe project
extracts and analyses provenance metadata information from additional biomedical
domains, such as neurological disorders and lung cancer, as part of our ongoing and
future work.

Creation of the ProvCaRe Semantic Provenance Knowledgebase: The extraction
of structured data from free text is a significant challenge and this has been a focus of
extensive research in computer science using statistical machine learning as well as
rule-based techniques [30]. The use of Semantic Web techniques especially using
ontologies as reference knowledge model has been an effective approach for natural
language processing (NLP) [31]. However, we are not aware of any previous work that
use ontologies for extracting provenance metadata from unstructured text. To extract
and analyze the provenance information from published biomedical research studies, we
have developed a novel Natural Language Processing (NLP) workflow using the
ProvCaRe ontology [9]. Using the ontology-enabled NLP workflow, we have processed
and extracted provenance information from 384,802 published articles describing
biomedical research studies (the articles are available from the National Center for
Biomedical Informatics PubMed resource, https://www.ncbi.nlm.nih.gov/pubmed/).
We extracted more than 38 million provenance triples from these published articles by
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using the ProvCaRe ontology for named entity recognition (NER) and predicate iden-
tification. These provenance triples are available for querying and analysis in the
ProvCaRe semantic provenance knowledgebase, which can be accessed at: https://
provcare.case.edu/ (Fig. 4 shows the details of the ProvCaRe knowledgebase).

As far as we know, the ProvCaRe knowledgebase with 38 million provenance
triples is one of the largest real world dataset of biomedical provenance information
available to the research community for querying and analysis. The knowledgebase
supports querying using two approaches: (1) users can use a “hypothesis-driven” query
approach to search for previous research studies corresponding to a given hypothesis
and view the provenance metadata associated with each of these studies for scientific
reproducibility; and (2) use the provenance information of previous studies to design
new experiments with rigorous protocols for ensuring transparent reporting as well as
supporting reproducibility. As shown in Fig. 5, the provenance triples extracted from
the published articles are classified into one of three categories of provenance metadata
defined in the ProvCaRe S3 model. Table 2 lists the distribution of provenance triples
in each of the three categories.

The distribution of provenance triples in Table 2 demonstrates that provenance

metadata describing the method and data of research experiments is well-described in
published articles, however there is limited provenance metadata describing the
instruments used in research studies. This highlights an important limitation of pub-
lished articles describing research studies as the instruments used in an experiment and
the parameters used to record experiment data are essential for reproducibility of
scientific results. We believe new guidelines and best practices, for example the NIH
Rigor and Reproducibility guidelines can help address these issues in transparent
reporting of new research experiments.

5 Conclusions and Future Work

Our work was motivated by the need to represent provenance metadata information
describing research studies in a variety of biomedical domains for scientific repro-
ducibility. With the known limitations of modeling large number of classes and prop-
erties in a single ontology using precoordinated modeling approach, we extended and
adapted the SNOMED CT compositional grammar syntax to create ProvCaRe postco-
ordinated expressions. The ProvCaRe postcoordinated expressions use

Table 2. The number and distribution of provenance triples in the ProvCaRe knowledgebase
according to the S3 model

Distribution of Provenance Triples
(total: 38.47 million provenance triples)
Study methods Study data Study instruments

Total number of triples 12,212,129 15,361,311 10,905,018
Percent distribution of triples 32% 40% 28%
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provenance-specific classes and properties defined in the ProvCaRe ontology and
re-uses terms from existing biomedical ontologies to represent provenance metadata.
The ProvCaRe ontology extends the W3C PROV ontology to represent three core
provenance terms: Study Method, Data, and Tools. We define the ProvCaRe compo-
sitional grammar syntax using ABNF notation and define four categories of postcoor-
dinated expressions that can be created to represent provenance information. We
demonstrate the application of the ProvCaRe postcoordinated expressions in modeling
the provenance information associated with a research study and the use of the Prov-
CaRe ontology in the creation of one of the largest semantic provenance knowledgebase
with more than 38 million provenance triples.
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Abstract. The tourism industry has a significant impact on the world’s
economy, contributes 10.2% of the world’s gross domestic product in
2016. It becomes a very competitive industry, where having a strong
online presence is an essential aspect for business success. To achieve this
goal, the proper usage of latest Web technologies, particularly schema.org
annotations is crucial. In this paper, we present our effort to improve the
online visibility of touristic service providers in the region of Tyrol, Aus-
tria, by creating and deploying a substantial amount of semantic anno-
tations according to schema.org, a widely used vocabulary for struc-
tured data on the Web. We started our work from Tourismusverband
(TVB) Mayrhofen-Hippach and all touristic service providers in the
Mayrhofen-Hippach region and applied the same approach to other TVBs
and regions, as well as other use cases. The rationale for doing this is
straightforward. Having schema.org annotations enables search engines
to understand the content better, and provide better results for end users,
as well as enables various intelligent applications to utilize them. As a
direct consequence, the region of Tyrol and its touristic service increase
their online visibility and decrease the dependency on intermediaries, i.e.
Online Travel Agency (OTA).

Keywords: Semantic annotations · Schema.org · Touristic service
providers

1 Introduction

The tourism and leisure industry contributes significantly to the economic devel-
opment of the region of Tyrol, Austria. With around 60,000 employees (25% of
the full-time workplaces in the region were created in this industry), it generates
sales approximately 8.4 billion Euros. In the tourism year 2015/2016, 11.5 mil-
lion guests were arrived, generated 47.6 million overnight stays. The direct value

Completeness is something that can never be achieved. Therefore we think it is a
proper goal to target our ambitions.
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added of the industry to the region is 17.5%, higher than other regions such as
Upper Austria (3.1%), Vienna (1.6%), or national level (5.3%)1.

The TVB Mayrhofen-Hippach2 is the tourism board of the Mayrhofen-
Hippach region situated in Zillertal, Tyrol, Austria. It is the organization respon-
sible for the marketing of the entire Mayrhofen-Hippach region and its members.
As with all touristic service providers, it faces the challenge of achieving the
highest visibility possible in search engines, and at the same time, they need
to be present in various communication channels which are constantly growing.
Website, for example, bridges the tourism organizations and tourists directly and
plays roles at different stages of tourists decision making process [13]. Information
quality, responsiveness, visual appearance, personalization are a few example of
key factors for influencing website effectiveness. Specifically for the Alps region,
the regional tourism boards have been enhanced their websites qualities signifi-
cantly in various dimensions, not only information quality but also the adoption
of new technologies including a few web standards and interactive maps [19].

But it is still challenging for the tourism sector, especially in the region of
Tyrol, to provide useful content that could help potential guests to make a reser-
vation decision directly as well as to be accessible by machine, i.e. semantically
annotated [14]. In Austria national scope, most of the touristic service providers
have not or minimally use the semantic annotations technology [20]. And most
of the existing annotations of touristic service providers, especially hotels, were
performed incorrectly [15]. This situation is critical for the industry because the
use of semantic annotation such as schema.org3 could increase a typical hotel
website visibility by 20% [10]. More than just for increasing online visibility on
search engines, a semantically annotated content of touristic service providers
within a region could contribute to the tourism information system of the region.
For example, enabling data query from distributed sources, topical or location-
based data integration, matching of service providers and requesters, as well
as transactional web services for tourists [18]. And we believe that the seam-
less interoperability among organizations which is still an issue in the tourism
industry [21] can be solved by semantic web technologies including semantic
annotations.

A substantial amount of semantically annotated content (possibly as com-
plete as possible from every touristic service providers and touristic related
information sources) could support every intelligent, machine processing deci-
sion making for the industry. Search engines such as Google consume annotated
content and present it in a more interesting way visually such as stars for ratings
instead of text, a structured layout for events, carousels for recipes4. With those
richer search results, content annotation approach outperforms the conventional

1 Tirol Werbung, 2016, “Der Tiroler Tourismus Zahlen, Daten und Fakten 2016”,
http://www.tirolwerbung.at/tiroler-tourismus/zahlen-und-fakten-zum-tiroler-
tourismus/.

2 http://www.mayrhofen.at.
3 http://schema.org.
4 https://developers.google.com/search/docs/guides/search-features.

http://www.tirolwerbung.at/tiroler-tourismus/zahlen-und-fakten-zum-tiroler-tourismus/
http://www.tirolwerbung.at/tiroler-tourismus/zahlen-und-fakten-zum-tiroler-tourismus/
http://www.mayrhofen.at
http://schema.org
https://developers.google.com/search/docs/guides/search-features
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search engine optimization techniques. Annotated content also could help orga-
nizations to semi-automatically disseminate content to multiple online commu-
nication channels [2], reducing human efforts to manually collecting, curating
content from different sources before distributing them to multiple channels.
Most recently, semantically annotated content will be consumed by intelligent
applications such as chatbot and personal digital assistant to automatically pro-
vide users with precise and personalized information.

This paper describes our systematic approach on annotating tourism informa-
tion available on the region of Tyrol, Austria, started with the TVB Mayrhofen-
Hippach website using semantic annotations, more precisely schema.org. The
main goal of our cooperation, therefore, is to improve the online visibility of
the region by enriching their content with machine processable data. Comparing
to our similar efforts before, where we have been annotating various individual
service providers such as hotel [10], this is by far the biggest effort regarding
covered information sources, the number of produced annotation, types of anno-
tations as well as how often an update need to be performed. More precisely
the contributions of this paper are as follows: (1) an approach to automati-
cally generate semantic annotations of dynamic data based on data APIs,
as well as manually generate semantic annotations for the static data5 (2) a
method to link the semantic annotations with the content and (3) a reg-
ularly updated schema.org annotations6 generated using a mixed approach
i.e. automatically as well as manually. The rest of this paper is organized as
follows. Section 2 describes related approaches that aim to address the creation
of semantic annotations at large scale. Section 3 describes our methodology for
identifying information that needs to be annotated and what types of annota-
tions will be provided. Section 4 shows our implementation on annotating the
tourist board Mayrhofen-Hippach website with schema.org, including its cur-
rent results. Section 6 outlines our ongoing work on intelligently utilizing the
obtained annotations, and finally, Sect. 7 concludes our paper and describes our
future work.

2 Motivation and Related Work

The development in the mobile computing and artificial intelligence is lead-
ing the way to the development of a new layer on top of the web, so-called
“headless web”7, where the presentation of the web pages loses significance and
publishing semantically described structured data becomes more important than
ever. Among many vocabularies for embedding semantic data into the webpages,
schema.org comes to the fore as a de-facto standard. Schema.org offers set of
vocabularies that facilitate the publication of structured data on the web and it

5 Dynamic data change rather frequently e.g. hotel offers and events, while static data
change very rarely, e.g. contact information of a hotel.

6 Per March 29, 2017, we have generated 1,6 Million (1,567,254 to be precise) triples
of annotations for TVB Mayrhofen-Hippach.

7 https://paul.kinlan.me/the-headless-web/.

https://paul.kinlan.me/the-headless-web/
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has been evolved rapidly since its introduction in 2011. The success of schema.org
can be measured by its adoption rate. The results of the Web Data Commons
crawl in October 2016 shows that the web pages with triples are 39% of the over-
all crawled web pages which is 8% higher than the previous year8. The increased
support from Content Management Systems (CMS) for schema.org as well as the
support from other third-party software for tasks like event management have a
great impact on this wide adoption [12].

When it comes to the tourism sector, the scene is quite different. Although the
amount of schema.org annotations increase among the touristic service providers,
the annotations usually come not directly from the lodging business’ website (e.g.
a hotel website), but from an entity like an online travel agency. Moreover, the
annotations are usually incorrect or incomplete (e.g. missing values for important
properties such as address) [15]. Even though CMS helps to publish a significant
amount of structured content on the web, especially for the tourism sector, there
is still a lot of data stored in the databases of proprietary software and served
with an API. The publication of such data (e.g. events, offers from a hotel)
described with schema.org carries a great importance in terms of online visibility
and e-commerce in the headless web. Additionally, it will also contribute to their
visibility on the search engines through features like Rich Snippets [11].

Given the results of the aforementioned analysis, this endeavor is challenging
for two reasons: (a) there is a big development effort required from various par-
ties to generate and publish structured data based on the existing internal data,
(b) the lack of know-how of the touristic service providers and software produc-
ers in tourism field in terms of mapping internal metadata to correct schema.org
types and properties. To tackle this challenge, we provide a solution that requires
minimal development effort and know-how for the touristic service providers.

From a syntactic point of view, there are various ways to include schema.org
into web pages, namely Microdata, RDFa, and JSON-LD. Microdata and RDFa
have been around for many years and gained widespread usage [6]. Unlike Micro-
data and RDFa, JSON-LD does not require the annotations to be directly
embedded in HTML markup blocks where the content reside, but it can be
placed anywhere in the source of the web page in script tags. This is one of
the main reasons we adopt JSON-LD for our implementation since it brings an
advantage for dynamic injection of the semantic annotation to the web pages.
The annotations can be prepared and hosted externally and be embedded on
demand straightforwardly. There is a major effort from the semantic web and
linked data community for generating semantic annotations based on unstruc-
tured text. These efforts are mainly focused on creating annotations in RDFa
or Microdata format via editor interface. The approaches they adopt vary in
terms of automation (e.g. usage of NLP techniques for named entity recognition
and entity linking until some level). A comprehensive survey of semantic content
authoring approaches and tools can be found in [17].

The generation of semantic annotation based on dynamic data served in a
structured way (e.g. relational databases, web APIs) is critical considering the

8 For detailed statistics: http://webdatacommons.org/structureddata/.

http://webdatacommons.org/structureddata/
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volume of the data. This publication method mainly requires mappings from
the metadata of the data source to a vocabulary such as schema.org. Triplify [4]
uses an SQL-based lightweight mapping approach to create RDF out of relational
data. D2RQ [5] operates with a declarative mapping language and creates virtual
RDF graphs on top of relational databases. RML [8] provides a mapping language
and a processor for mapping data from various sources including but not limited
to XML files, web APIs, relational databases and CSV files to RDF. All of the
aforementioned techniques can be used for creating JSON-LD since it is an RDF
serialization format.

Our main contributions are a holistic methodology and a proof of concept
for analyzing and mapping static and dynamic data to schema.org and create
semantic annotations to enrich touristic service providers’ content on the web.
For the static data, we create the annotations manually, to ensure high accuracy
and domain coverage. For the dynamic data, we create mappings based on the
domain analysis and generate automated annotations externally, which makes
the deployment to the web pages feasible, since it does not require a major
software development effort on the touristic service providers’ side.

3 Methodology

In this section, we describe our methodology to annotate the TVB Mayrhofen-
Hippach website, the starting point of our effort to annotate touristic service
providers in the region of Tyrol, Austria completely. Our methodology comprises
three essential activities: (i) data sources and format analysis, (ii) information
modeling, and (iii) domain specification definition.

3.1 Data Sources and Format Analysis

Information available on the TVB Mayrhofen-Hippach website are originating
from external and internal sources, where the external data came mostly from
Feratel9.

Feratel. Feratel offers a destination management system10 for services related
to tourism and travel industry. The system provides information about accom-
modation, packages, events, etc., including a real-time service to check room
availability as well as to perform booking action. The system is widely used by
service providers such as hotels to manage their booking system, as well as by
TVBs to market a region. The system can be accessed through a web API so-
called Deskline Standard Interface (DSI) [9] which serves data in an Extensible
Markup Language (XML) format11.

9 http://www.feratel.at/.
10 http://www.feratel.at/en/solutions/feratel-destination/.
11 https://en.wikipedia.org/wiki/XML.

http://www.feratel.at/
http://www.feratel.at/en/solutions/feratel-destination/
https://en.wikipedia.org/wiki/XML
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TVB Itself. The website also contains information which was created internally
by the TVB itself by using a CMS. At the moment this study was performed,
the TVB uses TYPO312 to manage their self-created content, where information
will be entered in the backend and will be presented in a semi-structured format.
In this case, TVB has full access to the CMS, so they can manage and define
their content structure including installing extensions.

3.2 Information Modeling

After identifying the data sources and their formats as explained in the previous
section, we start our next task to determine important concepts from every data
source. For data originating from Feratel, we consulted the APIs documentation,
XML responses, as well as how the data were presented in the relevant webpages.
For self-created data, we visited each relevant webpage and performed analysis
on it.

We started the information modeling by identifying the types of web pages
and what kind of information are presented there. We went through of each
webpage and analyzed what kind of data can be annotated. For example, the
webpage Die Region13 contains the information about the Mayrhofen-Hippach
Holiday Region, its villages, and the latest news and events from the region.
The webpage of the Mayrhofen region14 contains the name of the region, url,
location, information about the region, picture of it. This data are presented as
text, image object, url. Another example is Globeseekers yoga event15. The web
page contains the name of the event, its location, dates and time, description,
information on prices, organizer, contact information and image.

Further, we defined what primary categories and subcategories could be
chosen from the menu, submenu and web content. We made the list of cat-
egories and subcategories and selected the most important. We selected seven
main categories: TVB Mayrhofen, Mayrhofen Hippach region, Ski Areas, Accom-
modations, Infrastructure, Events, Articles. For example, Mayrhofen Hippach
region is the category, which includes the subcategories with the information of
Mayrhofen, Ramsau, Schwendau, Brandberg, Ginzling, Hippach regions. Event
is the category for different types of events and activities in TVB Mayrhofen
Hippach, such as concerts, lectures, conferences, festivals, etc.

3.3 Domain Specification Definition

From the information modeling activities explained above, we obtained a list of
identified information concepts (such as Place, News, Article, Event) including
their attributes (such as name, location, start date, contact information). The
next step will be to create a domain specification for every identified concept.

12 https://en.wikipedia.org/wiki/TYPO3.
13 http://www.mayrhofen.at/die-region/.
14 http://www.mayrhofen.at/die-region/mayrhofen/.
15 http://www.mayrhofen.at/en/events/detail/events/globeseekers-yoga/.

https://en.wikipedia.org/wiki/TYPO3
http://www.mayrhofen.at/die-region/
http://www.mayrhofen.at/die-region/mayrhofen/
http://www.mayrhofen.at/en/events/detail/events/globeseekers-yoga/
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In this step, we selected the right class from schema.org which most ade-
quately describes a concept. We searched for suitable schema.org classes for
every concept, defined a selection of these properties, selected the range types
and recursively repeated this process when structured types appear as ranges.
For example, according to our domain analysis for the type Hotel, we selected the
following properties: name, description, telephone, faxNumber, email, url, cur-
renciesAccepted, address, aggregateRating, geo, makesOffer, and image. Each
property has its range, e.g. Text, Url, DateTime, QuantitativeValue. Some ele-
ments can have external properties, and we considered them too. Address in
schema.org has the range PostalAddress, where PostalAddress is defined by
addressCountry, addressLocality, addressRegion, postalCode and streetAddress.
Property makesOffer has the range Offer with the following properties: name,
availability, itemOffered, priceSpecification. A subset of our domain specification
is shown in Table 1.

Table 1. A subset of our domain specification

No. Type Property Range type

1 Hotel address PostalAddress

aggregateRating AggregateRating

currencyAccepted Text

description Text

geo GeoCoordinates

image ImageObject

makesOffer Offer

name Text

paymentAccepted Text

url URL

3 PostalAddress addressCountry Text

addressRegion Text

postalCode Text

...

3 AggregateRating ratingValue Number

reviewCount Number

4 GeoCoordinates latitude Number

longitude Number

3.4 Discussion

We would like to outline a few important things we encountered during our analy-
sis, information modeling, and defining domain specification. First, we worked
with two different types of data: the static data and dynamic data. Static data
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refers to rarely changed information, meaning that once created then the infor-
mation will stay as the original. Fall into this category are the information about
the region and TVB itself, ski areas, press releases, and articles. On the other
hand, dynamic data are changed regularly, for example, the price of an offer
for an accommodation room could frequently be changed, and therefore the
annotation should be updated regularly as well. Second, when selecting a class
in schema.org, we tried to be as specific as possible. For example, information
about concert should be annotated with MusicEvent (more specific type) instead
of Event (generic type). And therefore, in our domain specification, we also con-
sider the super and subclasses relationships between types.

4 Implementation

In this section, we explain our implementation on how to annotate content of
the TVB Mayrhofen-Hippach website. Our implementation consists of a series of
activities, starting from defining a mapping between data schema to classes and
properties from the selected vocabulary. Next, we use the mapping to perform
annotation automatically or manually, and finally, we attach annotations to the
target website.

4.1 Automatic Annotation of Content

A significant part of the web content available on the TVB Mayrhofen-Hippach
website is generated based on data made available by Feratel. Feratel provides
information about events, accommodations, offers, and infrastructure for multi-
ple regions in Austria including the Mayrhofen-Hippach region. We developed a
software solution that automatically annotates events, accommodations, offers,
and infrastructure in Mayrhofen-Hippach according to schema.org. Feratel data
can be accessed through the DSI by accepting requests from a client, processes
the request and produces responses, all in the format of XML according to
a particular structure. To annotate every event, accommodations, offer, and
infrastructure item coming from Feratel we take the following approach:

1. Define a mapping between the Feratel data types to the specification produced
in the domain specification definition explained in the previous section.

2. Develop a software wrapper to communicate with the DSI, and consumes the
mapping to produce annotations in a JavaScript Object Notation for Linked
Data (JSON-LD)16 format.

Table 2 shows the statistics of the data types mapping, where not all types
available in Feratel can be mapped into schema.org. For example, for infrastruc-
ture, we were able to identify 67 types available in schema.org from 212 types
provided by Feratel. There are various causes for the mapping deficits, such
as: language differences, different conceptions and orientation for data types

16 https://en.wikipedia.org/wiki/JSON-LD.

https://en.wikipedia.org/wiki/JSON-LD
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Table 2. Statistics of data types mapping

No Description Mapped data types

Feratel Schema.org

1 Accommodation 19 6

2 Event 29 11

3 Infrastructure 212 67

providing by Feratel and schema.org. In German language there exist a lot
of names which represent the same type of object, for example Gasthof, Pen-
sion, Aparthotel, Berghotel, Berggasthof are hotels based on their character-
istics and features. Feratel, as mentioned, offers data related to the tourism
and travel industry. They categorized data based on types of objects in Aus-
tria. This classification is on the one hand too general (e.g. the type of
events Theater/Show/Tanz/Film/Kleinkunst), and on another hand too detailed
(e.g. the types Fahrrad-Transport, Fahrrad-Werksttte, Fahrrad-Verleih, E-Bike).
Schema.org provides the most common terms to annotate a great variety of enti-
ties on the web. But it is relatively young vocabulary and can’t cover all content.
That’s why we had difficulty mapping some types from Feratel. For example, type
SportsActivityLocation in schema.org contains only 9 subtypes, whereas in Fer-
atel more than 40 are presented. Therefore for many types from Feratel we chose
more generic classes from schema.org, such as: SportsActivityLocation, Local-
Bussiness, TouristAtraction, Store, Event, CivicStructure and LodgingBusiness.

Fig. 1. Architecture of content annotation approach
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Also, it is worth mentioning that in some cases, a data instance might inherit
properties from multiples types, known as a multi-types entity.

Figure 1 shows the architecture of our approach for content annotations. For
automatic annotation, the domain specifications will be aligned with the Feratel
API specification to produce a mapping to be consumed by the wrapper. When
defining the mapping, we started with our previous work [3], where we tried to
map each XML element and attribute of Feratel data to class and property in the
specifications. A plugin installed in the website server loads annotation in JSON-
LD format from a repository and embeds it into the associated webpage identified
by a mapping (detail explanation in Sect. 4.3). The wrapper runs on a daily basis,
producing incremental updates. From about 1,6 million triples we produced per
March 29, 2017, mostly dominated by information related to accommodation,
as shown in Fig. 2. A full update needs to be performed whenever something
changed in the domain specification, mapping, or wrapper implementation, e.g.
when we supported multilingual annotation on 17.03.2017.

Fig. 2. The cumulative number of produced triples from automatic annotations

4.2 Manual Annotation of Content

Content not coming from content sources providing APIs, needs to be annotated
manually. This is the case with ski areas, information about the Mayrhofen-
Hippach region, press release articles, the TVB Mayrhofen-Hippach description
and a few infrastructures which are not available in Feratel.

A conceptual analysis was performed before creating manually the annota-
tions. For infrastructure for example, as its content is more complex in structure
as all the other types of content available on Mayrhofen website, a large set
of concepts and properties had to be considered. The conceptual analysis task
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enabled us to identify all the relevant information available in the Mayrhofen-
Hippach holiday region and then clearly define the structure [1]. As shown in
Fig. 3, we were able to produce around 8 thousand triples for this manually
produced annotations, mostly for infrastructures and press release articles.

Fig. 3. Number of produced triples from manual annotations

We did not use any Natural Language Processing (NLP) technique for pro-
ducing manual annotations due to time limitation. Finding the correct tuning
parameters for an NLP algorithm requires data training which we do not have.
Creating annotations manually was the best option, where an editor was used
to guarantee annotations correctness and validity.

4.3 Linking of Content with Annotation

Once the annotations are created as described in the previous sections, what
remains is to deploy them or in other words to link the annotations to the
content which are available on TVB Mayrhofen website. This section describes
our solution to achieve this goal. An important aspect is that the annotations
and the content are available on different systems and are brought together via a
deployment described in the rest of this section. Two core requirements needed
to be fulfilled by our solution:

1. How to connect the content (which is in HTML) residing on the website with
its annotation (JSON files) available on another server

2. How to embed the annotation (JSON files) into the content (HTML)

To fulfill the requirements, we designed our solution to separate the annota-
tion process and embedding annotation to content process such that each process
can be maintained without interfere with the other. In Fig. 1, the interlinking
is done in the website server separately from the annotations processes. The
separated processes will be performed as follows:

1. Annotation process produces all required annotations from Feratel API
through automatic annotations (Sect. 4.1) as well as from manually generated
annotations (Sect. 4.2). All annotations in JSON-LD format will be stored in
a repository.
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2. Embedder process which is installed as part of Content Management System
(CMS) of the website loads a JSON-LD file from a local repository, where
both repositories will be synchronized regularly. To identify which file should
be loaded and embedded to a page, the Embedder reads a mapping between
content and its associated annotation.

Table 3. An example of content to annotation mapping

Key Value

0000 0a2346a9-3b05-4dc4-a056-1f32ccf05fe8.json

1111 0a19990c-b879-42ff-acc1-886d1ea59365.json

/meta/impressum impressum.json

/service/kontackt contact.json

As shown in Fig. 1, a plugin for Embedder will reside in the website (in this
case in the CMS of TVB Mayrhofen website). When a request is received from a
client, the plugin consults its mapping database, if a matching is found, then it
will load the file from the local JSON-LD files repository and embed its content
into the HTML response to the client. Items of the mapping database in the for-
mat of <key, value>, represent an association between a webpage and its anno-
tation. In the current implementation, we have two types of association map-
ping: we use <Page-ID, Feratel-ID.json> and <Page-URL, Filename.json>
for the data coming from Feratel and manually annotated respectively. “Page-
ID” and “Page-URL” were obtained from the CMS and “Feratel-ID” from the
Feratel API. A small fragment of the mapping is shown in Table 3, where an
annotation will be identified either with an identification number for Feratel
data and an URL for annotation generated from information on the website.

5 Result and Evaluation

In this section, we list and discuss the results of our work. After that, we explain
the results of our qualitative and quantitative evaluations.

5.1 Results

As results, we were able to annotate numerous topics of information from the
TVB Mayrhofen-Hippach website:

1. Accommodation, information related to accommodation including offered
places such as a room that can be rented to stay for a given period.

2. Event, information about events that are happening at a particular time and
location.

3. Infrastructure, information which is related to physical businesses or organi-
zation, including places that someone may find interesting (point of interest).
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4. Organization, information which is related to the TVB itself, for example,
its address and contact point, opening hours, etc.

5. Press-release, information which is related to news article or report includ-
ing blog posting.

6. Region, information which is related to the region of Mayrhofen Hippach,
for example, content about Mayrhofen and its villages, family holiday guides,
winter guides, etc.

7. Ski-area, information which is related to ski-area such as ski-resort, ski-lift
or slope which currently receives a minimal support in schema.org.

5.2 Evaluation

For qualitative evaluations, we monitored Google’s search engine results espe-
cially the appearances of rich results. As shown in Fig. 4, Google Search was
able to show events in a more structured way where the date of an event, as well
as its location, will be additionally included in the search results. Google also
produces richer and structured information for a hotel as shown in Fig. 5, where
the rating and location for the hotel will be included in a rich card.

Fig. 4. Google Search rich-snippet for an event

Fig. 5. Google rich-card preview for a hotel
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Fig. 6. Google search console for structured data of MusicEvent

For quantitative evaluations, we use the Google’s Search Console17 to mea-
sure a few aspects: (i) how long was required to detect the annotated pages, (ii)
how often the annotated pages were crawled, (iii) how many errors were detected.
As an example, we took the statistics of structured data of “MusicEvent” as
shown in Fig. 6. From more than 300 detected items, 2 days were required for
collecting about 220 items (status on 7/13/2017, compared to the status on
7/11/2017). Further, we used the “Last.Checked” history of Google’s search con-
sole to measure how often the annotated pages were crawled. From all detected
structured data of “LodgingBusiness”, which were crawled for more than 50
times (status on 7/17/2017), the average of crawled frequency was 2 days. And
lastly, there was no error detected.

6 Ongoing Work and Outlook

Besides the work described in this paper, we consider several more directions to
continue and extend this topic. On the way to provide a holistic armamentarium
for a semantic web contribution for touristic service providers, our ongoing and
future work comprises of the tasks and ideas described below.

6.1 Schema.org 3.1 and Actions

Since May 2015 schema.org offers a new extension mechanism that facilitates the
creation of specialized and/or deeper vocabularies based on the core vocabulary
of schema.org. We have submitted an accommodation extension to schema.org
that became an integrated part of schema.org 3.1 [16]. As future work we will
update the set of annotations produced so far to be fully aligned and complete
regarding with schema.org 3.1, particularly the hotel extension. Once accommo-
dation offers and booking data are machine readable, a system that makes use
of these data to enable automatic direct booking of offers can be established.
The overall approach includes three main steps: (1) annotation of booking data,
including data about room, offers, etc. This kind of data needs to be annotated

17 https://www.google.com/webmasters/tools/.

https://www.google.com/webmasters/tools/
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with schema.org including the schema.org hotels extension as part of schema.org
3.1, (2) annotation of booking engines, meaning booking engines need to be
annotated with schema.org in order to be found and understood and (3) imple-
mentation of an automated direct booking agent. As part of this last step a
booking agent connects the booking data with the booking engine, crawls the
booking data and the booking engines/endpoints and performs heuristic reason-
ing due to the fact that the booking data is usually not complete, approximately,
and partially inaccurate. Our work so far has focused on the first step. As part
of the current and future work we are tackling step 2 and 3 providing semantic
annotations using schema.org actions and then designing and implementing an
automated direct booking agent.

6.2 Chat Bots and Intelligent Personal Assistants (IPAs)

Since the introduction of chat bots on Facebook’s F8 conference in April 2016,
the topic has attracted a lot of attention from small and large companies alike.
Big names in the software industry, including Amazon, Apple, Facebook, Google
and Microsoft are developing their own solutions and are opening their APIs pro-
viding support for developers to build chat bots and personal assistants for their
platforms. Tourism is a domain where chatbots and intelligent assistants have
an immediate applicability from finding touristic service providers, their services
and offers to booking/buying these items using new conversational, intuitive
interfaces. As current work we are developing a chatbot for Mayrhofen-Hippach
region. The bot is named as “Mayley”, available as a Facebook Messenger bot
as well inside a web widget deployable target website18. Mayley uses directly
the Mayrhofen-Hippach region semantic annotations to create the appropriate
answers given tourists natural language requests. Combined with user profile
information and rules, Mayley delivers personalized content to its users. We are
also working on using semantic annotations to update the set of entities and
intents the chatbot understands.

6.3 Schema.org Annotation Generation Platform

The generation of schema.org annotations for web content is, especially for
people with no background in programming languages or semantic technolo-
gies, not trivial. But often these are the people who should actually make use
of schema.org annotations: content creators for enterprises or touristic service
providers, event promoters or blog editors. Various different factors keep them
from annotating their content on the web, broken down, three main challenges
emerge: (1) what vocabulary to use, (2) how to create JSON-LD files and (3)
how to import annotation files into websites. To tackle those three challenges
we are working on a web platform which offers assistance in the whole annota-
tion creation process. This platform should remove a big obstacle between the
“normal” web content creator and the semantic web.

18 https://www.facebook.com/MayleyMayrhofen.

https://www.facebook.com/MayleyMayrhofen
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6.4 Validation of Schema.org Annotated Data

A study about the use of schema.org in the hotel domain [15] showed, that a lot
of content creators, enterprises and touristic service providers on the web want to
use semantic annotations on their website, but are not able to do it in a correct
way. So besides providing a solution to create and publish semantic annotations
(mentioned in Sect. 6.3) we also work an a means to validate existing seman-
tic annotations. There are several validators around on the web, with Google’s
Structured Data Testing Tool19 leading the way, but those validators either only
validate for syntactical correctness or do only very limited or biased semantic
validation. The solution we work on is based on two different fundamentals. First
of all the recommended or required vocabulary is defined. The second foundation
is a set of rules to define correlation between schema.org properties and their
ranges as well as the correlation between different properties. More information
about the work on that idea can be found in [7]. This tool allows content creators
on the web to not only generate some mandatory “meta-tags” but valid, high
quality annotations which lead to reusable, high quality web content.

6.5 Touristic Knowledge Graph

With the idea of a touristic knowledge graph, we want to support tourists as
well as touristic service providers and also provide a means for analyzing touris-
tic developments over time. The knowledge graph comprises information about
touristic services, the infrastructure of a region, points of interests but also infor-
mation about arrivals of guests, events, weather data and other factors influenc-
ing tourism. This idea is in a very early phase and will be followed in the futures.

7 Conclusion

In this paper, we presented the work done to provide better online visibility for
touristic service providers by using semantic technologies, particularly semantic
annotations using schema.org. We used Mayrhofen-Hippach region as a pilot, cre-
ated and deployed for the touristic services providers in this region a substantial
amount of annotations. The annotations covered a wide variety of information
topics including events, accommodations and accommodation offers, ski areas,
the region, press release articles, the organization itself and a large variety of
infrastructure information. Moreover, most of the annotations need to be regu-
larly updated on a daily basis due to the dynamic changes in the data sources,
for example, the price of an accommodation offer. The annotations were cre-
ated in a mixed manner, automatically and manually, where the software tools
for generating annotations automatically as well as tools to support the human
users to create annotations are currently deployed for internal use only. After a
few improvements, including integration with latest recent mapping languages

19 https://search.google.com/structured-data/testing-tool.
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such as RML, we will offer them as services to be used not only by TVBs but
also by any organization that willing to annotate their webpages.

The same approach has been successfully applied to other TVBs, namely
Seefeld20 and Fügen21 among others. We also applied the approach to some
other use cases in the tourism industry, including ski schools, ski resorts, golf
places. And currently, we are working to annotate an interactive map provided
by General Solutions22. The map contains rich geo-related information such as
hiking or biking routes, entry points for a route as well as point of interests along
a route. Our ultimate goal is to be able to annotate all tourism relevant infor-
mation in the region of Tyrol, Austria, not only to increase the online visibility
of the region but also to enable intelligent applications to run on top of them.
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Abstract. Link discovery is an active field of research to support data
integration in the Web of Data. Due to the huge size and number of
available data sources, efficient and effective link discovery is a very chal-
lenging task. Common pairwise link discovery approaches do not scale
to many sources with very large entity sets. We propose a distributed
holistic approach to link many data sources based on a clustering of enti-
ties that represent the same real-world object. Our approach provides a
compact and fused representation of entities, and can identify errors in
existing links as well as many new links. We support distributed exe-
cution, show scalability for large real-world data sets and evaluate our
methods with respect to effectiveness and efficiency for two domains.

1 Introduction

Linking entities from various sources and domains is one of the crucial steps to
support data integration in the Web of Data. A manual generation of links is very
time-consuming and nearly infeasible for the large number of existing entities and
data sources. As a consequence, there has been much research effort to develop
link discovery (LD) frameworks [10] for automatic link generation. Platforms
like datahub.io and sameas.org or repositories such as LinkLion [11] collect
and provide large sets of links between numerous different knowledge sources.
They can be reused to avoid an expensive re-determination of the links. It is
particularly complex to ensure high link quality, i.e., the generation of correct
and complete link sets. Existing link repositories cover only a small number of
inter-source mappings and automatically generated links can be erroneous in
many cases [2]. Despite the huge number of sources to be linked, most LD tools
focus on a pairwise (binary) linking of sources. However, LD approaches need to
scale for n-ary linking tasks as well as for an increasing number of entities and
sources that are added to the Web of Data over time [13].

To address these shortcomings we recently proposed an approach to cluster
linked data entities from multiple data sources into a holistic representation with
unified properties [8]. The method combines entities that refer to the same real
world object in one compact cluster instead of maintaining a high number of
binary links for k sources. The approach is based on existing owl:sameAs links
and can deal with entities of different semantic types as they occur in many
sources (e. g., for geographical datasets, countries, cities, lakes). Input links are
c© Springer International Publishing AG 2017
H. Panetto et al. (Eds.): OTM 2017 Conferences, Part II, LNCS 10574, pp. 371–382, 2017.
https://doi.org/10.1007/978-3-319-69459-7_25
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checked for consistency and new links (e. g., for previously unconnected sources)
are identified.

Considering the huge size and number of sources to be linked, scalability
becomes a major issue. Linking and clustering approaches usually comprise com-
plex operations such as similarity computations to identify similar entities or
clusters. These complex work steps can often be parallelized in a distributed
environment in order to reduce execution time significantly. Big Data frameworks
like Apache Spark or Apache Flink [1] provide execution engines to process very
large datasets in a distributed environment. With regard to the ever increasing
amount of data that needs to be linked and integrated in typical big data process-
ing workflows, it is essential to develop scalable solutions for link discovery and
holistic entity clustering.

Herein we study a distributed holistic clustering approach. In contrast to the
previous work, we support blocking strategies to reduce unnecessary comparisons
and present a comprehensive evaluation for quality and efficiency on real-world
data for different domains. An extended version with more details on Flink
implementation and creation of a reference dataset can be found in [9]. We make
the following contributions:

– We present a distributed holistic clustering approach for linked data to enable
an effective and efficient clustering of large entity sets from many data sources.

– We evaluate the efficiency and effectiveness of the distributed holistic clus-
tering for very large datasets with millions of entities from two domains.

We present the implementation of the distributed holistic clustering in Sect. 2.
Then, we show evaluation results in Sect. 3. Finally, we discuss related work in
Sect. 4 and conclude in Sect. 5.

2 Distributed Holistic Clustering Approach

In this section we outline the workflow and implementation for our distributed
holistic clustering approach based on the big data stream and batch processing
system Apache Flink [1]. Starting with a introduction to Apache Flink (Sect. 2.1),
we present the transformation and adaptation of the holistic clustering approach
towards a distributed processing workflow (Sect. 2.2).

2.1 Apache Flink and Gelly API

Apache Flink’s batch processing provides the DataSet API and well-known
dataset transformations like filter, join, union, group-by or aggregations (rela-
tional databases) and map, flat-map and reduce (MapReduce paradigm). Special
in-memory, distributed data structures called DataSets store data within Flink
programs. DataSets can be manipulated based on so called transformations that
return a new DataSet. Some transformation operations make use of user-defined
functions (UDFs) and allow for customized definitions how DataSet values need
to be changed. We make use of the graph processing library (Gelly) in our



Distributed Holistic Clustering on Linked Data 373

Fig. 1. Example clustering workflow.

holistic clustering workflow. In particular, we employ Gelly graphs containing a
DataSet<Vertex<K, VV>> vertices and a DataSet<Edge<K, EV>> edges.

The complex data types Vertex and Edge are inherited from the Flink Tuple
classes Tuple2<K,VV> (type K as vertex id, VV as vertex value), Tuple3<K,K,EV>
(source vertex id, target vertex id (each type K) and EV as edge value), respec-
tively. Operators like join, filter or group-by rely on tuple positions (starting
from 0), e. g.,

vertices.join(edges).where(0).equalTo(1)

.with((vertex, edge) -> new Tuple1<>(edge.getSimilarity))

.filter(tuple -> tuple.f0 >= 0.9);

will join all edges with the vertices where the vertex id (position 0 in
vertices) equals the target id of the edge (position 1 in edges) and returns
the similarity value if the accompanied filter function is evaluated and returns
true.

Besides the used graph data model we benefit from Flink’s and Gelly’s
abstract graph processing operators like graph neighborhood aggregations or
abstracted models for iterative computations. In particular, we will make use
of the Flink delta iteration in different variations as discussed in the following
sections.

2.2 Distributed Holistic Clustering

In this section, we will discuss the transformation and adaptation of the holistic
clustering workflow towards a distributed processing workflow in Apache Flink.
From a high-level perspective, we read input entities and links into a Gelly graph
G with vertices V and edges E and apply a set of transformation operators to
generate entity clusters C. We illustrate the workflow steps using the running
example in Fig. 1. There are six input edges E having optional similarity values
and seven input vertices V further described by a label (l1, l2, . . . ), the originating
data source S and colored dependent on their semantic type (t1, t2 or no type).
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Fig. 2. Sub-workflows with operators for type-based grouping (a) and similarity-based
refinement (b).

Preprocessing. During preprocessing we apply several user-defined functions
on the input graph, e. g., to harmonize semantic type information, remove incon-
sistent edges and vertices and normalize the label property value. First, we com-
pute similarities only for given input edges based on vertex property values. For
each vertex, we carry out a consistency validation using grouping on adjacent
vertices and associated edges, and remove neighbors with equal data sources
(details in [8]). We omit the preprocessing in the example (Fig. 1) and directly
start with the preprocessed input graph G.

Initial Clustering. To determine initial clusters, we determine the connected
components (CC) within G and assign a cluster id to each vertex. In the exam-
ple, vertices 1-4 obtain cluster ids cid1 and vertices 5-7 cid5. Intra-cluster edges
are then generated within each cluster accompanied by a similarity computa-
tion based on properties such as a linguistic similarity on labels or normalized
geographical distance.

Cluster Decomposition. Type-based grouping is the first part of the decom-
position to split clusters into sub-components dependent on the compatibility
of semantic types. Figure 2a shows the sequence of applied transformations and
short descriptions. Within clusters, a ReduceGroup function assigns new clus-
ter ids based on semantic types, e. g., in the example vertex 3 and 4 are sep-
arated from vertex 2. Vertices without type (like vertex 1) require a special
handling. We apply GroupReduceOnNeighbors (a Gelly CoGroup function to
handle neighboring vertices and edges) to produce tuples for vertices with miss-
ing semantic type, e. g., vertex 1 creates a (id,sim,type,cid) for each outgoing
edge ((1, 2), (1, 3), (1, 4)), namely (1, 1.0, t 1,cid1) for edge (1, 2) and (1,
0.8, t 2, cid2) for edge (1, 3) and (1, 4). Grouping on the vertex id executes
an aggregation function for each group to return the tuple with the highest simi-
larity per vertex, which is (1, 1.0, t 1, cid1) for vertex 1, processed vertices
update their cluster id accordingly (e. g., vertex 1 → cid1). The result of the
type-based grouping is a set of clusters with intra-cluster edges.

Similarity-based Refinement. We further decompose clusters by removing non-
similar entities from their cluster. We use a Gelly vertex-centric iteration using
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Fig. 3. Sequence of transformations for the cluster merge using Flink DeltaIteration

the core idea to iterate between a custom MessagingFunction and a VertexUp-
dateFunction (see Fig. 2b for details). In the first round, all vertices are active
and send messages to all their neighbors. Messages are tuples containing the
originating id, the edge similarity and an average edge similarity asim over all
incoming messages (0 in the first iteration). Starting with the second iteration,
we illustrate the sent messages for vertex 7 in cluster cid5 in our example: vertex
5 sends (5, 0.4, 0.65) to 7, vertex 6 sends (6, 0.3, 0.6) to 7 and vertex 7
sends messages to 5 and 6, resulting in asim = (0.4+0.3)/2 = 0.35 for vertex 7.
Now in each cluster the vertex with the lowest asim will be deactivated (and is
therefore excluded from the cluster) given that this asim is below a certain sim-
ilarity threshold. In Fig. 1, vertex 7 will be deactivated and isolated into cluster
cid7. Vertices send only messages if they are updated and deactivated vertices
never send messages again, therefore, iteration termination is guaranteed.

Finally, we create a unified Cluster Representative for each cluster based
on contained entities. Aggregation of property values is used for covered data
sources and semantic types as well as selection of best label or geographic coor-
dinates, see Fig. 1.

Cluster Merge. The main operators for the merge phase are sketched in Fig. 3.
The implemented DeltaIterate function iteratively combines highly similar clus-
ters into larger ones. To avoid the quadratic complexity comparing all clusters,
we employ blocking strategies to avoid unnecessary comparisons, e. g., standard
blocking on properties like label, not comparing representatives with incompat-
ible semantic type and check for already covered data sources. In our example
in Fig. 1 three blocks are created by applying blocking strategies. Only rcid1 and
rcid5 need to be compared, such that a triplet (rcid1, 0.9, rcid5) is created as a
merge candidate.

The delta iteration starts with an initial solution set containing the previously
determined clusters and an initial workset (merge candidates) as seen in Fig. 3.
Each iteration updates the workset applying a custom step function to generate
changes for the solution set. In detail, for each block the merge candidate with
the highest similarity is selected using a custom Reduce function. For our running
example, (rcid1, 0.9, rcid5) is the best candidate and is merged using a custom
FlatMap function. The new cluster rcid1 contains combined values for properties
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S, T and l (see Fig. 1). This will directly affect the cluster representatives in
the solution set, and the already merged cluster rcid5 will be deactivated in the
solution set. Merge candidates in the workset are adapted based on changed
clusters within the iteration step (see Fig. 3 solution set). Again, triplets are
discarded if the data sources for the participating clusters overlap or exceed the
maximum possible number of covered sources.

The delta iteration ends when the workset is empty (true for our running
example after the first iteration). Note that parts of the dataset will converge
faster to a solution, when clusters can not be merged anymore. These parts will
not be recomputed in following iterations, such that only smaller parts of the
data will be handled.

3 Evaluation

In the following we evaluate our distributed holistic clustering approach w.r.t.
effectiveness and efficiency for datasets from the geographic and music domains.
We first describe details of the used datasets (Sect. 3.1). We then evaluate the
effectiveness and efficiency of our approach (Sect. 3.2).

3.1 Datasets

We use five datasets of different sources from the music and geographic domains
(Table 1). Datasets DS1 and DS3 are used to evaluate the quality of entity clus-
ters generated by the distributed holistic clustering while DS2, DS4 and DS5 are
used to analyze the efficiency and scalability (see Sect. 3.2).

We use two datasets (DS1, DS2) from the Geographic Domain, covering enti-
ties from the data sources DBpedia, GeoNames, NY Times, Freebase for DS1
and additionally LinkedGeoData for DS2. Entities for both datasets have been
enriched with properties like entity label, semantic type and geographic coor-
dinates by using SPARQL endpoints or REST APIs. DS1 is based on a subset
of existing links provided by the OAEI 2011 Instance Matching Benchmark1.
For DS1, clusters and links have been manually checked and create a novel ref-
erence dataset for multi-source clustering [9]. We provide this dataset covering

Table 1. Overview of evaluation datasets. Number of resulting clusters and deduced
correct links are given for reference datasets.

Domain Entity properties Dataset #entities #sources #correct links #clusters

Geography label, semantic type DS1 3,054 4 4,391 820

longitude, latitude DS2 1,537,243 5 - -

Music artist, title, album DS3 19,375 5 16,250 10,000

year, length, language DS4 1,937,500 5 1,624,503 1,000,000

number DS5 19,375,000 5 16,242,849 10,000,000

1 http://oaei.ontologymatching.org/2011/instance/.

http://oaei.ontologymatching.org/2011/instance/
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Fig. 4. Dataset structure for DS1 (a), DS2 (b) and DS3 (c) with number of entities and
links.

the input dataset and the perfect cluster result as JSON files2. Dataset DS2
(Fig. 4b) originates from the link repository LinkLion [11]. We reuse about 1
Mio existing owl:sameAs links from LinkLion as input for the holistic cluster-
ing. However, there is no reference dataset available to evaluate the quality of
created clusters for dataset DS2. We use DS2 to evaluate the scalability of our
approach for very large entity sets.

For the Music Domain, we use the publicly available Musicbrainz dataset
covering artificially adapted entities to represent entities from five different data
sources [4]. Every entry in the input dataset represents an audio recording and
has properties like title, artist, album, year, language and length. The property
values have been partially modified and omitted to generate a certain degree of
unclean data and duplicate entities that need to be identified. Beside a set of
artificially created duplicates, each dataset covers cluster ids from which links
between entities, that refer to the same object, can be easily derived. DS3 will be
used for quality evaluation, while DS4 and DS5 are used to analyze the scalability
of the distributed holistic clustering.

3.2 Experimental Results

We now present evaluation results w.r.t. the quality of the determined clusters
as well as the scalability of the distributed holistic clustering for the five datasets
DS1-DS5.

Setup and Configurations. The experiments are carried out on a cluster
with 16 workers (Intel Xeon E5-2430 6x 2.5GHz, 48GB RAM) operating on
OpenSUSE 13.2 using Hadoop 2.6.0 and Flink 1.1.2. All experiments are carried
out three times to determine the average execution time.

We created input links for DS1 using three different configurations (confs) -
computing similarities based on JaroWinkler on the entity label; confs 2 and 3
additionally compute a normalized geographic distance similarity below a max-
imum distance of 1358 km. Conf 1 applies a minimal similarity threshold of 0.9
for labels while confs 2 and 3 apply threshold 0.85 and 0.9 for the average label
and geographic similarity, respectively.

2 https://dbs.uni-leipzig.de/research/projects/linkdiscovery.

https://dbs.uni-leipzig.de/research/projects/linkdiscovery
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Table 2. Evaluation of cluster quality for geography dataset DS1 w.r.t. precision (P),
recall (R) and F-measure (F1).

Config 1 Config 2 Config 3

P R F1 P R F1 P R F1

Input links 0.933 0.806 0.865 0.964 0.938 0.951 0.981 0.799 0.881

Best (star1, star2) 0.863 0.844 0.853 0.963 0.941 0.952 0.951 0.838 0.891

Holistic 0.903 0.824 0.862 0.913 0.919 0.916 0.968 0.836 0.897

For the music dataset DS3 we created input links using a soft TF/IDF imple-
mentation weighted on title (0.6), artist (0.3) and album (0.1) with a threshold
of 0.35. DS4 and DS5 are used to show scalability, we simply create edges based
on the cluster id from the perfect result by linking the first entity of each cluster
with all its neighbors.

Quality. We analyze the achieved cluster quality for all datasets based on pre-
cision, recall and F-measure. The input links DS1 (see Fig. 4 a) are manually
curated, therefore, they achieve a precision of 100%. However, missing links
between lead to a recall of only 50%, resp. F-measure of 66.7%. With the holis-
tic clustering approach, we achieve very good results w.r.t. recall (97.1%) while
preserving a good precision (99.8%) resulting in the F-measure of 98.5%. This
shows that we produce high-quality clusters based on existing input links thereby
finding many new links.

However, as input mappings are not perfect in real-world situations, we used
automatically generated input links ations (config 1-3) as described above. To
evaluate the cluster quality, we further compare our results with the best con-
figurations recently published results in [14]. Star clustering creates overlapping
clusters, thus clusters may contain duplicates. Besides, star clustering does not
create a compact cluster representation. Table 2 shows results w.r.t. the cluster
quality for the computed input links, the best result of [14] and our approach.
The distributed holistic clustering nearly retains the input link quality for con-
fig 1, while best(star1, star2) achieves slightly worst results. For config 2, the
star2 implementation achieves a slightly better F-measure compared to the input
mapping. For config 3 the holistic clustering improves the quality of the input
mapping by 1.6% w.r.t. F-measure.

For the music domain, we evaluate the cluster quality for DS3 using a set of
computed input links (see setup in Sect. 3.2). Overall, the quality of the input
links is lower than for DS1. Due to strongly corrupted entities and more proper-
ties, DS3 is more difficult to handle. Applying the holistic clustering, we identify
a quality improvement for both precision (89.0%) and recall (86.1%), resulting
in a significant increase of F-measure by approx. 7% to 87.6% showing that our
approach is able to handle such unclean data.
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#workers pre dec merge total

DS2 1 312 668 351 1331
2 164 367 268 799
4 79 231 207 518
8 45 130 186 361
16 23 42 162 227

DS4 1 423 419 608 1450
2 224 236 417 876
4 121 123 301 545
8 62 73 238 372
16 40 35 237 312
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Fig. 5. DS2 and DS4 execution times (left) in seconds and speedup (DS2 top right,
DS4 bottom right) for the single workflow phases and total workflow.

Overall, the holistic approach achieves competitive results although the DS1
dataset facilitates achieving relatively good input mappings making it difficult
for any clustering approach to find additional or incorrect links.

Scalability. To evaluate the distributed holistic clustering w.r.t. efficiency and
scalability, we determine the absolute execution times as well as the speedup
for the very large geographic (DS2) and music datasets (DS4, DS5). To show
scalability, we vary the number of Flink workers and use a parallelism equal to
the number of workers.

Figure 5 show the achieved execution times for DS2 and DS4 for different
phases of the clustering workflow and the overall workflow execution time. For
each phase, an increased number of workers leads to improved execution times.
The best improvement can be achieved for the preprocessing (pre) and decom-
position (dec). The merge phase is by far more complex. While preprocessing
and decomposition operate within connected components and clusters, the merge
phase attempts to combine similar clusters based on the assignment in the block-
ing step and therefore can suffer from data skew problems for some blocks. These
effects become also clear in Fig. 5 showing the speedup results compared to the
linear optimum. Preprocessing and decomposition achieve nearly linear speedup,
while the merge phase shows decreased speedup values. In total, we achieve a
good speedup of 5.86 for the large geographic dataset DS2 and 4.65 for the large
music dataset DS4. For the largest dataset DS5, we could determine results for
two configurations: 8 workers could finish the complex task in 43,589 seconds,
16 workers finished after 24,722 seconds (reduced by factor ≈1.8).

Overall, the distributed holistic clustering achieves good execution times and
moderate scalability results for very large entity sets. The approach is scalable
for different data sources and employs a multi-source clustering instead of basic
binary linking of two sources. The distributed implementation further allows to
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scale for a growing number of entities and data sources and is very useful for
complex data integration scenarios in big data processing workflows.

4 Related Work

Link discovery (LD) has been widely investigated and there are many approaches
and prototypes available as surveyed in [10]. Typical LD approaches apply binary
linking methods for matching two data sources but lack efficient and effective
methods for integrating entities from k different data sources to provide a holistic
view for linked data. Some approaches enable distributed link discovery or for
matching two data sources, e. g., Silk [6] and Limes [5] realized LD approaches
based on MapReduce before distributed data processing frameworks like Spark
or Flink became state of the art, therefore they are suffering from limitations
of MapReduce like repeated data materialization and lack of iterations. They
further focus on pairwise matching and do not support reuse of existing links
sets.

While LD is driven by pairwise linking of data sources, support for multiple
data sources can be found in related research areas. In [3] ontology concepts
from multiple data sources are clustered based on topic forests for extracted
keywords from concepts and their descriptions to determine matching concepts
within groups of similar topics. In [7] a maximum-weighted graph matching and
structural similarity computations are applied to concepts of multiple ontolo-
gies to find high quality alignments. However, these holistic ontology matching
approaches do not focus on clustering and have limitations w.r.t. scalability for
LD.

There are few LD approaches for linked data on multiple sources. Thalham-
mer et al. [15] present a pipeline for web data fusion using multiple data sources
applying hierarchical clustering. The unsupervised LD approach Colibri [12] con-
siders error detection for LD in multiple knowledge bases based on the transi-
tivity, while clustering of entities is not the main focus. Both approaches do not
realize distributed execution and have not been evaluated w.r.t. scalability. The
work in [14] considers the implementation of existing clustering algorithms on
top of Apache Flink for entity resolution of several data sources. The approach
does not handle incorrect links or semantic type information and does not create
a compact cluster representation.

5 Conclusion

We presented a distributed holistic clustering workflow for linked data using
the distributed data processing framework Apache Flink using dataset transfor-
mations and user-specific Flink operators. Our approach is based on the reuse
of existing links and is able to handle entities from various data sources. We
presented comprehensive evaluation results for datasets from two domains with
up to 20 million entities showing that the proposed approach can achieve a very
high cluster quality. In particular, we were able to find many new correct links
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and could remove wrong links. The distributed execution in a parallel cluster
environment resulted in very good execution times for the considered dataset
sizes and good overall scalability results.

For future work, we plan to further improve the scalability of our approach,
e. g., by realizing sophisticated blocking and load balancing methods for the
complex cluster merge phase. We further plan the development and combination
with an incremental clustering to support the addition of new entities and data
sources, particularly to address the ongoing growth of the Web of Data.
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Abstract. Smart contracts gain rapid exposure since the inception of block-
chain technology. Yet there is no unified ontology for smart contracts. Being
categorized as coded contracts or substitutes of conventional legal contracts,
there is a need to reduce the conceptual ambiguity of smart contracts. We
applied enterprise ontology and model driven architectures to abstract smart
contracts at the essential, infological and datalogical level to explain the system
behind computation and platform independent smart contracts rather than its
functional behavior. This conceptual paper introduces commitment-based smart
contracts, in which a contract is viewed as a business exchange consisting of a
set of reciprocal commitments. A smart contract ensures the automated execu-
tion of most of these commitments.

Keywords: Blockchain � Commitments � Commitment-Based smart contracts �
Enterprise ontology � Model driven architecture

1 Introduction

Blockchain technology emerged as an alternative approach to payments, by using
cryptographic methods to provide an alternative trust mechanism between two or more
transacting parties. Blockchain is considered to be an unprecedented innovation in
computer science as it enables a network of distributed nodes to reach consensus
without having to resort to any form of central authority [1]. Blockchain also differs
from traditional transaction systems with respect to how it irreversibly stores transac-
tion data and executable contract code in a distributed ledger. In recent years, attention
has increasingly shifted towards the core elements of blockchain itself and how its
nature as a distributed ledger for transactions could be further leveraged, leading to the
emergence of ‘second-generation’ blockchain platforms (e.g. Ethereum, Couterparty
and Tendermint). These platforms extend blockchain’s initial design to transfer value
between actors by offering features for writing and executing so called smart contracts
on the blockchain [2]. Smart contracts are coded contracts on the blockchain that
automatically move digital assets according to arbitrary pre-specified rules [3],
allowing parties that do not trust each other to transact safely within the context of a
contract, without intermediation by third parties. In the event of contractual breaches or
aborts, the blockchain automatically ensures that honest parties obtain commensurate
compensation [4]. Objectives and principles for the design of smart contracts on the
blockchain are derived from legal principles, economic theory and theories of reliable
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and secure protocols [5]. The concept of smart contracts already emerged in the 1990s,
but only gained exposure since the inception of blockchain technology. Today’s smart
contracts are coded using imperative programming languages, in mainstream pro-
gramming languages (e.g. Javascript and Go for Tendermint) and non-mainstream
procedural languages (e.g. Solidity for Ethereum). Representing contractual terms in
code rather than natural language, could bring clarity and predictability to agreements,
as a smart contract could then be tested against a set of material facts, allowing legal
professionals on either side to know precisely how the contract would execute in every
computationally-possible outcome [6].

Smart contracts receive plenty of exposure from the professional and research
community. There has been an explosion of interdisciplinary research and experi-
mentation, bundling legal, social, economic, cryptographic and even philosophical
concerns into tokenized intellect. Yet there still seems to be a lack of a unified ontology
for smart contracts [7], and the term “smart contract” still lacks a formal and settled
definition. Smart contracts are occasionally defined as “autonomous machines”, “au-
tomated contracts between parties stored on a blockchain”, “any computation that takes
place on a blockchain” or “algorithmic, self-executing and self-enforcing computer
programs” [8]. Various debates about the nature of smart contracts are considered as
contests between competing terminology. The different definitions can be categorized
as follows: as a specific technology – code that is stored, verified and executed on a
blockchain as smart contract code, or as a specific application of that technology as a
complement or substitute for legal contracts called smart legal contracts [9]. If we
accept the advantages for smart contracts, it is important to understand the ontology
behind this technical and legal categorization. On the one hand, the ontology must be
aligned with the conceptualization of business users, and on the other hand it should
have a transparent operationalization. If the operationalization is not transparent, results
become unpredictable.

Ontologies have been used to reduce conceptual ambiguities and inconsistencies in
the blockchain domain [10]. Since most smart contract implementations focus on
transactions with- or between enterprises, we apply enterprise ontology to leverage the
collection of terms and natural language definitions relevant to these enterprise adop-
ters. We use DEMO to model the ontologies at the essential (business), infological and
datalogical perspective as DEMO has been proven to be a helpful methodology to
formalize systems that are ambiguous, inconsistent or incomplete [11].

In line with Enterprise Ontology [11] and Business Ontologies like REA [12], we
model smart contracts as a bundle of interrelated commitments among those parties
who have signed it. According to [13], commitments come into being when an indi-
vidual, links extraneous interests with a consistent line of activity by making a side bet.
Side bets are often a consequence of the person’s participation in social interactions.
Commitments determine the robustness of a contract. For example, robustness is
enhanced when a commitment to provide a service occurs with a commitment to
resolve problems in cases where that service could not be delivered. A commit-
ment-based approach to smart contracts is therefore considered as an interesting
alternative for (deontic) logic-based smart contracts, that primarily build upon existing
contract- and legal practice [14]. Our claim is that a commitment-based approach is not
only aligned with business ontologies but also allows for a transparent implementation.
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Due to the relative immaturity of the blockchain technology, the number of current
real-world applications is still very limited. The evolution of digital platforms requires
an approach with a combination of technological, economic and legal perspectives [8].
Our research objective is to make a theoretical contribution to scientific body of smart
contract technology from a knowledge engineering perspective. Hereby we design
smart contract ontologies abstracted at the essential, infological and datalogical layer
conforming to the principles of enterprise ontology. These ontologies should help
professionals involved in drafting and managing contracts to functionally design a
platform independent commitment-based smart contract that eventually can be
implemented on specific blockchain platform. We use a pragmatic approach in the
sense that aim to describe the smart contract in its lifecycle and effects. Although we
present an introduction to platform specific operationalizations of smart contracts, the
actual automatic implementation is out of scope for this paper, as a conversion lan-
guage for commitment-based smart contracts, required for defining infological to
datalogical mapping rules, is set as a near future deliverable. For readability purposes,
we use a running example to facilitate the explanation of the concept. The example
consists of bed and breakfast platform AirBNB and a customer. The basic idea is that
AirBNB (party) and the customer (counterparty) engage in a smart contract with each
other, whereby AirBNB commits to provide a room upon payment and the customer
commits to pay the room fee upon confirmation that a room is provided on payment.

This paper is structured as follows. Section 2 explores the concept of smart con-
tracts, followed by the concept of commitment-based smart contracts in Sect. 3. The
essential, infological and datalogical ontologies are presented and explained in Sect. 3,
followed by a discussion and conclusion in Sects. 4 and 5.

2 Contract Robustness

A contract is a legally binding or valid agreement between two or more parties. The
main objective of a contract is to fulfill a certain goal and to safeguard against unde-
sirable outcomes, together referred to as contract robustness [6]. Contracts that are not
robust may lead to transaction costs, expensive conflict resolution, or even a collapse of
a transaction as a whole. Since the age of the internet, contracts in a business context
have been rapidly digitalized. These electronic contracts are defined by law as contracts
formed in the course of e-commerce by the interaction of two or more individuals using
electronic means, such as e-mail, the interaction of an individual with an electronic
agent, such as a computer program, or the interaction of at least two electronic agents
that are programmed to recognize the existence of a contract. The Uniform Computer
Information Transactions Act [15] provides rules regarding the formation, governance,
and basic terms of an e-contract. Recently, smart contracts took over the spotlight,
utilizing blockchain technology to exchange money, property, shares, or anything of
value in a transparent, conflict-free way, while avoiding the services of a middleman
[16]. Although smart contracts can theoretically exist without the blockchain, smart
contracts are more powerful once stored on the blockchain due to its enhanced trace-
ability and trust. A smart contract requires material- and formalizable inputs that can be
measured and exchanged [15], like the delivery of a product or service. Transactions that
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are concerned with arbitrary inputs (e.g. emotions, opinions) or lack a social context
(e.g. transactions that consist of only one actor) exist on their own merits and do not
qualify as a smart contract from a business-level or social perspective. Once another
actor gets involved (for example, as the requester of the transaction), this transaction
could qualify as a smart contract.

Idelberger et al. [14] describes the contract lifecycle, which is considered to be the
defacto standard for the mentioned contract types and has proven to be a powerful tool
to decompose the process to draft and managing a contract. It consists of several
phases, starting with the formation and negotiation (1) of the contract goals. To succeed
this process, all participants have to coordinate and formalize both the content and
process of the contract [15]. With regard to content, both the party and counterparty
must have similar understanding of the contract by means of shared information or
common ground, like mutual knowledge, mutual beliefs or mutual assumptions. [16]
stated that such common ground cannot be properly updated without a process called
grounding. Grounding requires purpose, what the parties try to accomplish, and a
certain medium to fulfil this purpose, like a face-to-face conversation, a phone call, or
as hypothesized in this paper; a smart contract. Once a contract is drafted, it is Nota-
rized by a Notary or by using consensus technology and subsequently stored (2) in a
physical vault or on a blockchain. Once stored, the contract is monitored and enforced
(3) upon. Conventional contracts require more active monitoring due to the fact that
actions related to the contract are not enforced automatically. For example, when
tenants breach their commitment to pay for their room, they may still occupy the space
as the action to remove them requires the decision and action by the landlord (e.g. to
call the police), which is time consuming. Well-designed smart contracts have actions
and consequences (like imposing a penalty) predefined as part of the contract forma-
tion, which automatically enforce and execute on either compliance or breach (e.g.
using blockchain transactions connected to Internet of Things devices). A smart con-
tract may not automate everything, as more analysis is needed to determine possible
repercussions. Conventional contracts are potentially more vulnerable than smart
contracts as they are non-enforceable and their free text form complicates analyzing
their content in any automated way [6]. Since contract monitoring and enforcement are
not directly aligned, traditional contracts are said to serve a mere ceremonial purpose
[17]. The contract lifecycle is concluded by dispute resolution (4). [6] identified two
types of dispute resolution for both traditional- and smart contracts: (A) adjudicative
resolution, such as litigation or arbitration, where a judge, jury or arbitrator determines
the outcome, and (B) consensual resolution, such as collaborative law, mediation,
conciliation, or negotiation, where the parties attempt to reach agreement. There is
insufficient jurisprudence to confirm whether or not the adjudicative dispute resolution
clauses that are coded into a smart contract are legally valid and do not require being
verified and decided upon in court. In these occasions, smart contracts will lead to
consensual dispute resolution to re-evaluate common practice, as lawyers and clients
discover what types of agreements and terms are best suited to code and which should
be left to natural language and how to combine each to achieve the best of both worlds
[18]. The uncertainty of the legal validity of smart contracts may impact the robustness
of contracts [6, 14]. Smart contracts are therefore considered to be efficient and dis-
ruptive, but maybe not as a full replacement of conventional contracts (Table 1).
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As part of the enterprise ontology, [19] introduced the transaction layer model that
can be related to the contract lifecycle. In this model, the success layer models the
“happy path” of the transaction, consisting of initialization (where the parties agree on
the commitment), execution, and evaluation (where the parties agree on the fulfilment
of the commitments). This layer abstracts from all exceptions. When something goes
wrong, e.g. a party wants to negotiate or cancel the transaction, the process switches to
the contingency handling layer. When the normative framework in which the trans-
action takes place is challenged, the process switches to the discourse layer.

Table 2 shows that the contract lifecycle and the transaction model of Enterprise
Ontology are closely aligned. Only the notarization and storage has no direct coun-
terpart as Enterprise Ontology puts storage on a different ontological level.

In theory, the entire contract lifecycle could be automated by the blockchain.
Nevertheless, there is a lack of factual evidence on the effectuation of such a scenario.
Therefore, this paper will focus on the two steps of the smart contract lifecycle that are
actually automated on the blockchain: Notarization and Storage, Monitoring and
Enforcement and Adjudicative Dispute Resolution (from now on Contingency
Handling).

Table 1. Contract lifecycle automation between traditional- and smart contracts

Contract lifecycle Traditional contract Smart contract

Formation and
negotiation

Via traditional media Via traditional media or a
smart contract

Notarization and
storage

Manually notarized and stored
in a vault

Notarized and stored on the
blockchain

Monitoring and
enforcement

Manual Automated by the smart
contract

Adjudicative dispute
resolution

Manual Automated by the smart
contract

Consensual dispute
resolution

Manual Manual

Table 2. Contract lifecycle comparison

Contract lifecycle Van Reijswoud & Dietz

Formation and negotiation Initialization (success layer)
Notarization and storage (datalogical)
Monitoring and enforcement Fulfilment
Adjudicative dispute resolution Contingency handling

(dispute layer)
Consensual dispute resolution Norm formation (discourse

layer)
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3 Designing a Smart Contract Ontology

We propose to adopt the distinction axiom of Enterprise Ontology as ontological basis
for the separation of conceptual model and implementation of smart contracts.

The distinction axiom of enterprise ontology distinguishes three basic human abil-
ities: performa, informa, and forma [11]. The performa ability concerns the bringing
about of new, original things, directly or indirectly by communication. Communicative
acts at the performa level are about evoking or evaluating commitment; these com-
municative acts are realized at the informa level by means of messages with some
propositional content. The informa ability concerns the content aspects of communi-
cation and information. Production acts at the forma level are infological in nature,
meaning that they reproduce, deduce, reason, compute, etc. information, abstracting
from the form aspect. The forma ability concerns the form aspects of communication
and information. Production acts at the forma level are datalogical in nature: they store,
transmit, copy, destroy, etc. data.

The distinction axiom is highly relevant for the smart contracts. Following the three
abilities, we distinguish three ontological layers (Table 3). We start with the description
of the economic meaning of the essential smart contract transactions using the essential
layer. This is the preferred level of initial specification for a smart contract as it
abstracts from the implementation choices. We use the infological layer to describe the
formal logic of smart contracts as effectuating an (immutable) open ledger system. This
layer aims to abstract from the various implementations that exist today or in the future.
Finally, we describe the datalogical layer that describes smart contract transactions at
the technical level in terms of blocks and code.

We combine enterprise ontology with Model Driven Architecture (MDA), as MDA
is a framework based on UML and other industry standards for visualizing, storing, and
exchanging software designs and models. Whereas DEMO emphasizes modeling
capabilities, MDA is capable of (automatically) of mapping business models to models
that can (automatically) be converted into formal models for implementation. MDA
defines a system specification approach that separates the specification of business
models (Computation Independent Model or CIMs), system functionality (Platform
Independent Models or PIMs) from the specification of the implementation of that
functionality on a specific technology platform (Platform Specific Models or PSMs).
This approach offers multiple advantages: (1) CIMs represent an informal specification
of the business functionality provided by a certain system [20], (2) PIMs provide
formal specifications of the structure and functions of the system that abstract away
technical details, (2) implementation on several platforms can be done from one PIM,

Table 3. Layers of DEMO versus MDA

Enterprise ontology Model driven architecture

Essential layer Computation independent model
Infological layer Platform independent models
Datalogical layer Platform specific models
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(3) system integration and interoperability can be anticipated and planned in the PIM
but postpone to the PSMs, and (4) it is easier to validate the correctness of models [21].

In MDA, one of the key features is the notion of mapping. A mapping is a set of
rules and techniques used to modify one model in order to get another model. Mapping
is established through transformation rules [20]. Since all ontologies in our model are
modeled using UML class diagrams, mapping is established between classes or groups
of classes. An initial CIM to PIM mapping between the essential and infological layer
is provided, as well as PIM to PSM mapping between the infological and datalogical
layer. By combining DEMO with MDA, we aim to leverage on both the modeling
strengths of DEMO and operationalization capabilities of MDA.

3.1 Essential Layer

The essential or business level is concerned with what is created directly or indirectly
by communication. In the Language/Action Perspective [11], the key notion in com-
munication is commitment as a social relationship based on shared understanding of
what is right and what is true. Communicative acts typically establish or evaluate
commitments. In a narrower sense, a commitment (promise, commissive) is about what
an actor is bound to do (so what is right in a future situation). Such a commitment being
agreed upon by two parties, formalized by a smart contract, is a one change in the
social reality, as is the agreed upon fulfillment of that commitment.

An infological smart contract transaction, moving some value from one account to
another represents a change in the social reality, e.g. transfer of ownership. Such a
change is what we identify as the essential smart contract transaction. It might be
objected that commitments represent the positive actions to be performed by the actors
only. What about prohibitions? For instance, a music customer is not allowed to copy
the music he can download. In some cases, like the music copying, there may be
technical means to make the prohibited action impossible, but there are also actions of
agents that are not under control. In these cases, what the parties should commit to, is to
take the consequences (e.g. paying a penalty). Hereby, the prohibition – don’t do A – is
reformulated as a contingency commitment – IF <A> THEN <consequence>, where a
transformation is described between deontic logic and dynamic logic [22]. In the
example, the customer commits himself to be a penalty when he has made an illegal
copy. Our claim is that all contract clauses can be similarly represented as commit-
ments (validation of this claim is out of the scope of this paper).

Enterprise Ontology is not specific about the content of the change. In terms of
MDA, the essential layer is similar to CIM as it does not present the details or structure
of a system. In order to shape the business model for smart contracts, we combine
Enterprise Ontology with the Business Ontology of REA. The REA model developed
by Bill McCarthy [12] can be viewed as a domain ontology for accounting. REA
intends to be the basis for integrated accounting information systems focused on
representing increases and decreases of value within an organization or beyond. REA
atomic constituents of processes are called economic events. Economic events are
carried out by agents and affect a certain resource, like a (crypto) currency or physical
good. The duality axiom says that provides and receives are always in balance. For
instance, in an exchange process, some resources are transferred to or from an external
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agent in return for a monetary payment. In our smart contract ontology, we will use the
term “transaction” to represent a transfer of some resource, and a process consists of
two or more transactions in duality. In a commitment-based smart contract context,
these transaction events are informally described as increment- and decrement com-
mitments, whereby a commitment is labeled a future transaction instead of a transaction
itself. A transaction is only triggered upon internal (e.g. by another commitment within
the smart contract) or external events (Internet of Things trigger) in the future. These
events may or may not happen. The actual event is represented by a transaction that is
the result of a commitment being called into action. For example, a smart contract may
contain reciprocal commitment by AirBNB and customer regarding check-in times.
Non-compliance to these commitments result in a 10% penalty for the customer. This
future event may never be called in cases where the customer complies to the agreed
check-in times.

In the process to design an essential ontology for commitment based smart con-
tracts, commitments are informally described in natural language and should also not
have any technology-specific implementation information, in order to capture maxi-
mum business value. This model does not have to be exhaustive, as the mapping of
concept to machine readable code occurs at the infological level. Table 4 shows an
overview of the classes, depicted in the essential ontology in and Fig. 1.

Commitment-based smart contracts are owned by multiple actors and are created
through a transaction by an actor. Actors provide and receive transactions in order to
interact with the smart contract through commitments that either increment or

Table 4. Essential ontology classes

Class Explanation

Agent An agent is individual or organization that controls resources and can
initiate a transaction or commitment

Transaction A (business) transaction is a change in the economic reality consisting of
increment and decrement stock-flow events

Smart contract A contract is an agreement between agents consisting of mutual
commitments. A smart contract is a contract in which the commitment
fulfillment is completely or partially performed automatically

Commitments Commitments contain future events that are fulfilled with the execution
of transactions

Increment
commitment

An Increment Commitment is an event that increments the resources of
an actor as part of the duality axioms

Decrement
commitment

An Decrement Commitment is an event that decrements the resources of
an actor as part of the duality axioms

Exchange process An economic exchange is a process that changes the economic reality by
means of exchange and consists of two or more transactions

Conversion
process

An economic conversion is a process that changes the economic reality
by means of conversion and consists of two or more transactions.

Resource A resource is an asset with a certain economic value controlled by an
agent
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decrement a certain promise. For example, an AirBNB customer may transact with the
smart contract by paying for a certain room. Since the increment and decrement
commitments are in duality, the customer’s payment triggers an event by the smart
contract itself to reciprocate that commitment. Hereby a transaction is created to reserve
a room for the paying customer.

3.2 Infological Layer

In the 1970s, Langefors was the first to make the important distinction between
information (as knowledge) and data (as representation) [23]. When blockchain is
described in the current literature as a “distributed ledger” [3, 26], this is an infological
characterization that abstracts from transactions at the essential level. A transaction, in
this ledger system, is not just a fulfillment of a reciprocal commitment, but a transfer of
some value object (e.g. Bitcoin) that impact the state of the smart contract on the
blockchain. A ledger consists of accounts (e.g. debit account), and this concept is
indeed generic across the majority of blockchain providers that are part of this analysis.
Accounts are not limited to have a (crypto) currency- balance or quantity, but may also
refer to other types like stocks or a claim as mainchains other than Bitcoin (not taking
sidechains into account) allow to register custom account types. Commitments at the
infological layer are programmable functions that reflect promises made between the
contract participants. They can also be represented by accounts. This implies that an
essential transaction typically corresponds to multiple infological transactions, just like
it corresponds in current general ledgers to multiple bookings (and not only the bank
account or inventory account) (Table 5).

A commitment-based approach also represents a proposed business exchange: the
party and counterparty include the considerations of the creditor and debtor. The
robustness of their smart contract depends on how its commitments relate to the goals

Fig. 1. Essential ontology
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of the contract parties [6]. This definition implies that a commitment-based smart
contract should at least contain (1) goals, (2) commitments, (3) conditions and (4) ac-
tions. We have added (5) timing in order to force actions to actually execute. The
purpose of a contract is to define the parties’ responsibilities with respect to a desired
scenario outcome to the level of detail necessary to make all parties comfortable with
respect to the social relationship. Hereby, contract (1) goals, also known as ‘articles’ in
conventional contracts [29], safeguard the value proposition that both parties rely on
for business success. According to [28], a value proposition consists of first- order
value objects (what is offered), but also second-order value objects (how it is offered).
Second-order value objects are mostly intangible in nature and define the quality of the
value transfer, like convenience or speed. This way it is possible to distinguish between
the failure to deliver and the failure to meet a second-order value, e.g. when an
e-commerce product is delivered but two days too late. In this case, one commitment is
fulfilled, the other not. Once a commitment of any order is not met, contingency
handling procedures may trigger other commitments (e.g. payment of a penalty) in
order to reciprocate the other party. As a result, the goal is essentially the total outcome
of a bundle of reciprocal commitments. (2) Commitments are commonly defined in the
formation and negotiation phase of the contract lifecycle. As each contract goal consists
of reciprocal commitments, for every commitment by one party, there should be a
balancing commitment by the counterparty that is part of the smart contract transaction.
It should be noted that not only the fulfillment of the commitments is an economic
event (transaction) that transfers some value, but also providing a commitment that
transfers some value (although it is potential). The negotiation/initialization phase is
regarded to be a reciprocal exchange of commitments and each transfer as a blockchain
transaction. (3) A condition determines whether or not an action related to a com-
mitment is executed. Conditions verify the context or scope of the contract (for
example: approved data sources for input, like the blockchain, internet, websites or
only certain data providers.) and to determine if an actor lived by a commitment as part
a contract. Conditions should only process automatically verifiable input. (4) Actions
are events that are executed when a condition is true [29]. An action can be both
internal (e.g. a blockchain transaction), or external (e.g. an IoT device trigger) and may
be automated (transfer value) or manual (going to court). Actions depend on (5) timing,
in order to allow for complex events that depend on timing constraints (e.g. only
perform an action after 8 PM).

The infological ontology (Table 6 and Fig. 2) extends the infological blockchain
ontology by [10] by including the elements that constitute to commitment-based smart
contracts.

Table 5. Mapping between the essential and infological layer

Essential transaction Infological transaction

An essential transaction represents a change
in the social reality, e.g. transfer of ownership

An infological transaction represents an
infological transfer of some value object
between accounts
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In the context of our running example, infological transactions may either be a
simple value transfers or may include smart contract code that contains the defaults and
clause functions between AirBNB and the customer, explained as rules of engagement.

From an operational perspective, the infological ontology in Fig. 2 hints at a smart
contract structure that could be applied through any opinionated blockchain platform
(e.g. Ethereum). Like in conventional practices, contracts consist of finite sets of
clauses. There are two types of these clauses: (1) definitional clauses, which define
relevant concepts occurring in the contract, and (2) normative clauses, which regulate
the actions of the parties for contract performance [29]. Commitment-based smart
contracts represent definitive clauses and values as defaults, which are set by the
constructor upon initialization, after the smart contract has been stored on the block-
chain. Since commitment-based smart contracts require as many owners as participants
(likely represented by a single public key), a required default is the public key of the
owner of the smart contract, and may set other default values that outweighs values
inside normative clauses. Normative clauses consist of commitments, that contain
actions that may trigger other transactions based on conditions and time constraints.

Table 6. Infological ontology classes

Class Explanation

Ledger A ledger maintains a continuously growing list of transaction records
called blocks. Each block contains a timestamp and a link to a previous
block

Account An account sends and receives value to and from a transaction
Object An object type is a custom stock or a claim (type) traded by an account via

a transaction
Ledger A ledger maintains a continuously growing list of transaction records

called blocks. Each block contains a timestamp and a link to a previous
block

State A state refers to a variable that belongs to a smart contract and is stored on
the blockchain

Transaction A transaction represents the atomic inputs and outputs between accounts
Journal A journal is list of transactions
Rules of
engagement

Rules of engagement refer to the explicit rules to which a transaction
should behave as specified in a smart contract

Default A default is a definitional clause, which defines relevant concepts
occurring in the contract

Clause Clauses regulate the actions of the parties for contract performance
Goal A goal safeguards the value proposition that both parties rely on for

business success
Commitment Commitments are explained as acts of binding oneself to a course of

action
Condition A condition determines whether or not an action related to a commitment

is executed
Action An action is an event that is executed when a condition is true
Timing Timing enables actions to execute based on certain time constraints
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Finally, a delete function should provide insight in the legal provisions to terminate the
commitment-based smart contract.

3.3 Datalogical Layer

Smart contracts are frequently explained in the context of technology as smart contract
code that is executed on the blockchain. This technological context is positioned at the
datalogical level, the level where smart contracts are created, mined or validated and
stored in a blockchain. The datalogical level is the level where conceptual requirements
from the infological level are translated into engineering means through a PIM to PSM
transformation.

The construction of a datalogical ontology for smart contract uses the blockchain
domain ontology as presented by [10], which provides a logical overview of the
technique behind blockchain transactions, including smart contract transactions.

Fig. 2. Infological ontology
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This datalogical system presented in Fig. 3, from initiation to transaction storage on the
blockchain, is the datalogical characterization of an infological transaction.

Central to the datalogical domain ontology (Fig. 3) are the wallet, the transaction
and the node. Each blockchain concept relies on these concepts, whereby a transaction
can be either simple or contain smart contract code. We focus on the latter in this paper.
Whenever AirBNB and a customer engage in a smart contract to transact, a datalogical
transaction is initiated by a multi-owner wallet (owned by AirBNB and the customer)
and presented to the network of nodes. This transaction consists of logic, which is the
smart contract code that constitutes the infological contract goals, commitments,
conditions, action and timing functions. Once mined and verified, the smart contract is
stored on the blockchain. Interactions with this smart contract, through new transac-
tions or queries, from inside or outside the blockchain ecosystem, occur through the

Fig. 3. Datalogical domain ontology (based on [10])
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nodes via runtimes or middleware, by means of API’s and sockets, or via sidechains
directly, which is our next research focus.

4 Discussion

This paper introduced commitment-based smart contracts and applied the concept of
abstraction through enterprise ontology. The outcomes of this approach should increase
the understandability of smart contracts by reducing conceptual ambiguity and
increasing insight in how to design a smart contract from a business model all the way
to an implementation.

The main idea behind commitment-based smart contracts is that it enhances the
robustness of a proposed business exchange between a party and counterparty. The
robustness of their smart contract depends on the extent to which its commitments
relate to the goals of the smart contract. Robustness is important to safeguard a contract
against the negative consequences (e.g. transaction costs, expensive conflict resolution
and a collapse of a transaction as a whole) of contracts that are not robust. We have
used a running example in this paper to elaborate the practical value of this approach.

In our search for an initial process to design and deploy a commitment-based smart
contract, we combined DEMO’s modeling capabilities with MDA in order to better
translate functional requirements into commitment-based smart contracts implemen-
tations. The mapping between the ontological layers is summarized next (Table 7).

The main concept of this paper is that smart contracts are best informally described
at the essential level. Hereby, all contract goals should contain sets of reciprocal
commitments in order to capture maximum business value and robustness. This model
is then mapped (CIM to PIM) to an infological smart contract design (UML class
mapping) that has the capability to be machine readable and platform independent. The
infological design subsequently formalizes the essential commitments into a smart
contract structure and code in the form of default and normative clause functions. The
infological model can be mapped to a datalogical implementation (PIM to PSM).
Although out of scope of this paper, the infological model should be eventually be
convertible into executable code using formal transformation rules, given some
implementation platform. This would also enable end-to-end validation of the quality
and value of the presented ontologies.

Table 7. Mapping between the ontological layers

Layer UML class Explanation

Essential Transaction An essential transaction represents a change in the social
reality, e.g. transfer of ownership

Infological Transaction An infological transaction represents an infological transfer of
some value object between accounts

Datalogical Transaction A datalogical transaction represents the entire workflow from
initialization until fulfillment of a smart contract transaction on
the blockchain
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5 Conclusion

This paper introduces commitment-based smart contracts at the essential, infological
and datalogical layer. The ontologies and mapping between the layers should provide a
better understanding into designing smart contracts. It also can be used to support
application development, as it suggests to specify a blockchain application on the
business level first. At best, the ontologies help to generate a smart contract imple-
mentation automatically for any blockchain platform, with some design parameters to
be set.

This paper aimed to provide a basic yet fundamental ontology for smart contracts.
Besides plotting the running example to our model, we have not been able to do an
extensive formal validation of the ontology yet, so the proposed model should be seen
as an initial one. Validation is pivotal to test and improve the capability of the ontology
to design smart contracts for any platform specific implementation without dogmatism.

The ontologies presented in this paper do not stop the need for further research on
smart contracts, which are still relatively immature. In contrast, the current model may
serve as a foundation for specific and formal smart contract syntax and semantics that
translate the proposed smart contract structure into executable code.
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Abstract. Data analysis in rich spaces of heterogeneous data sources
is an increasingly common activity. Examples include exploratory data
analysis and personal information management. Mapping specification
is one of the key issues in this data management setting that answer to
the need of a unified search over the full spectrum of relevant knowl-
edge. Indeed, while users in data analytics are engaged in an open-ended
interaction between data discovery and data orchestration, most of the
solutions for mapping specification available so far are intended for expert
users.

This paper proposes a general framework for a novel paradigm for
user-driven mapping discovery where mapping specification is interac-
tively driven by the information seeking activities of users and the exclu-
sive role of mappings is to contribute to users satisfaction. The underly-
ing key idea is that data semantics is in the eye of the consumers. Thus,
we start from user queries which we try to satisfy in the dataspace. In
this process of satisfaction, we often need to discover new mappings, to
expose the user to the data thereby discovered for their feedback, and
possibly continued towards user satisfaction.

The framework is made up of (a) a theoretical foundation where we
formally introduce the notion of candidate mapping sets for a user query,
and (b) an interactive and incremental algorithm that, given a user query,
finds a candidate mapping set that satisfies the user. The algorithm incre-
mentally builds the candidate mapping set by searching in the dataspace
data samples and deriving mapping lattices that are explored to deliver
mappings for user feedback. With the aim of fitting the user information
need in a limited number of interactions, the algorithm provides for a
multi-criteria selection strategy for candidate mapping sets. Finally, a
proof of the correctness of the algorithm is provided in the paper.
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1 Introduction

In the last few years, we are witnessing to the proliferation of data sources
because of the ease of publishing data on the Web, the availability of data shar-
ing services, and the diffusion of open data access policies. As a consequence,
in many contemporary data analysis scenarios, users are faced with large collec-
tions of independent heterogeneous data sources with which they initially have
limited understanding of the structure and semantics. Some example use cases
of this scenario are: querying the web of linked data [8], Personal Information
Management (PIM) systems [1], and exploratory data analysis [5].

The technical solutions for data sharing in this data management setting are
by now quite mature, what remains fundamentally in querying over such rich
spaces of data sources are issues of orchestrating the sources for querying, that is,
aligning and exchanging data between sources, towards resolving an information
seeking task. One of the key issues in this context is mapping specification.
Mappings are declarative specifications that are used in information integration
to spell out the relationship between a target data instance and possibly more
than one source data instance [6].

Up to now, mapping specification has been almost exclusively considered
from a data-centric perspective, often based on the availability of schemas,
and primarily geared towards expert users [2,15]. Recently, some pay-as-you-
go approaches for mapping specification have been proposed [3,9] that aims to
reduce the up-front cost required to set up mappings among loosely connected
data sources by involving end users in the mapping refinement and validation
tasks.

In contrast to this view, analytics in the dataspace scenarios discussed above
is often iterative and dynamic, where new query results inform and guide further
analysis, in an open-ended interaction between discovery and data orchestration.
At the center of this process lies ordinary users with their information needs.
Therefore, as also evidenced in [4], mapping specification for such classes of users
is even more compelling. At the same time, it is an arduous task, because of the
complexity of the semantics mappings can express.

In this light, in this paper we propose a novel paradigm for mapping discovery
where mapping specification is interactively driven by the information seeking
activities of end users and the exclusive role of mappings is to contribute to
users satisfaction. The underlying key idea is that data semantics is in the eye of
consumers. Hence, we start from their primary visible expressions, the queries,
which we try to satisfy in the dataspace. In this process of satisfaction, we often
need to discover new mappings, to expose the user to the data thereby discovered
for their feedback, and, possibly, continued reformulation of their queries.

For instance, when a data enthusiasts, such as a journalist, interact with
an exploratory data analysis tool to achieve new and essential knowledge of
the domain of interest, the satisfaction process can be initially supported by
the discovery of mappings over jargon-free data objects that would bring easily
understandable answers. Then, it will move toward more specialized data sources
that could help the user to gain a deeper understanding of the domain of interest.
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In this way, each user will have his/her own view of the dataspace that will evolve
over time according to his/her level of knowledge and topics of interest. Similarly,
in a PIM context the discovered mappings can reflect the personal interpretation
of the issued queries. In our running example presented in Sect. 2, for instance,
the user asks a dataspace made up of a social network and two knowledge graphs
for the countries related to the movies his/her friends like. The delivered answers
depend on what the user means by country, e.g. country of the movie producer or
country of the filming locations, that yields to different mapping specifications.

The literature presents some approaches for data-driven mapping discovery
intended for expert users (e.g. [2,14]) while [4] is the only mapping specification
approach that bootstraps with exemplar tuples provided by non-expert users. As
to our knowledge, this is the first paper that addresses the problem of mapping
discovery for non-expert users and proposes a solution that starts from their
information needs. This paper lays the basis for this novel mapping specification
paradigm by putting forth a general framework made up of: (1) a theoretical
foundation for the dataspace model, the query answering model, and the notion
of candidate mapping set, i.e. a set of mappings that can be used to answer a
given query; (2) an interactive and incremental algorithm for user-driven map-
ping discovery that delivers a candidate mapping set that fits the user informa-
tion need expressed by the issued query. For ease of presentation, we assume that
the user selects a data source to issue a query. The algorithm starts from the
partial answers that can be computed over the data source and incrementally
build such candidate mapping set by searching in the dataspace data samples
and deriving mapping lattices that are explored to deliver mappings for user
feedback. At each step, the user is challenged to retain the mappings that fits
his/her information need. The algorithm provides for a multi-criteria selection
strategy for candidate mapping sets that aims at a rapid convergence towards
user satisfaction by taking into account key features of possible candidate map-
ping sets, user requirements and context, and user feedback. The paper also
includes a proof of algorithm correctness.

Thanks to this result, we perform an important step towards realizing the
vision of a fully fledged pay-as-you-go information integration approach for ana-
lytics on dataspaces. The impact of this work to the state of the art is twofold.
From an effectiveness point of view, mapping specifications meet the informa-
tion needs of the actual mapping consumers, i.e. end users, that can evolve over
time and can be influenced by the context. From an efficiency point of view,
Pareto’s principle tells us that (1) there are many widely shared commonali-
ties in information needs, thereby increasing the chances of mapping reuse, and
(2) information needs are almost always highly focused and topical, not requiring
mapping discovery at the level of traditional data integration systems.

The rest of the paper is organized as follows: Sect. 2 formalizes the frame-
work; Sect. 3 introduces the notion of candidate mapping set; Sect. 4 presents
the overall algorithm whose details are provided in Sects. 5 and 6; in Sect. 7 we
prove algorithm correctness; Sect. 8 discusses the state of the art and presents
concluding remarks.
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2 The Dataspace and Query Answering Model

In this Section, we formally introduce the models underlying the user-driven
mapping discovery approach.

2.1 The Dataspace Model

The data modeling abstraction we adopt to represent a dataspace is as light-
weight as possible, for the goals of our study. To this end, it is (a) fully decen-
tralized ; (b) schema-flexible, in the sense that data sources can be schemaless
and users do not need to know the complete and exact structure of the data to
query it; (c) based on data exchange, in that when answering user queries the
data source includes data objects that reflects a given set of mappings between
the data source and the dataspace [7].

Let C, V, and N be infinite pairwise disjoint sets of constants (i.e., atomic
data objects), variables, and marked null values, resp.

Definition 1. A data source is a finite set of statements modeled as triples
(s, p, o), for s, p, o ∈ C ∪ N.

Given a set of statements G, in the following constants(G) and nulls(G) denote
the sets of all constant and null values, respectively, appearing in the triples of
G, and adom(G) = constants(G) ∪ nulls(G).

A dataspace is a collection of autonomous data sources locally connected
through semantic mappings used to answer past user requests. For ease of pre-
sentation, we assume that data sources are aligned in their objects.

Definition 2. A dataspace is a finite set of data sources, each labeled with a
distinct identifier in I: D = {i1 : G1, . . . , in : Gn}. If the statement (s, p, o)
belongs to Gi then it is univocally identified as i : (s, p, o).

We introduce a query language where queries have a conjunctive pattern
matching form, closed to our data model.

Definition 3. A statement pattern is a triple (x, y, z), where x, y, z ∈ C ∪ V.
Given a set S of statement patterns, vars(S) denotes the set of all variables
occurring in S.

The query language is used to define both queries on dataspaces and map-
pings between data sources in a dataspace.

Definition 4. A query is a pair (H,B) where H and B are finite sets of state-
ment patterns such that vars(H) ⊆ vars(B).

Let D be a dataspace and Gj ∈ D a data source. A mapping ϕ from D to Gj

is a pair (H,B) where H and B are finite sets of statement patterns, denoted as
destination and source, respectively, and the statement patterns in B are possibly
prefixed by a data source identifier in D. In the following, H ← B will be used
to denote (H,B).
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Example 1. Figure 1a depicts our very simple running example in a PIM scenario
consisting of a dataspace D = {G1, G2, G3} and a query Q. G1 is a portion
of a social graphs containing information about what user’s friends like, G2

contains information about movies (e.g. IMDB), and G3 is a knowledge graph like
DBPedia. The user query Q is issued over G1 and asks for the countries related
to the movies friends like. G1 has not enough information to resolve Q. This
is the triggering condition for the proposed approach for user-driven mapping
specification that aims at discovering mappings that resolve Q and the delivered
answers satisfy the user.

It is worth noting that mappings are a special type of the so-called source-
to-target tuple-generating dependencies (s-t tgds) [7]. As such, they have the
potential to introduce labeled-null values when there are one or more variables
in the head of the mapping which do not appear in its body. The semantics of ϕ
on D, denoted as ϕ(D), is D extended with the statements of the unique (up to
isomorphism) core universal solution for D w.r.t. ϕ[7]. Informally speaking, the
core is the best solution to be materialized for the data exchange problem. This
notion can be easily extended to a set of mappings M and will be denoted as
M(D).

In this paper, we are interested in reasoning about query-driven mapping
discovery in dataspaces. For ease of presentation, we assume that (some of) the
existing mappings are already resolved. Hence, we consider query evaluation on
a single fixed data source, potentially already “extended” with triples.

2.2 Query Semantics

The query semantics relies on the notion of homomorphism and, unlike standard
query evaluation semantics, permits “partial” evaluation of user queries.

Definition 5. Let G be a data source and B be a finite set of statement patterns.
A V-homomorphism from B to G is a function h : (C ∪ V) → (C ∪ N) such that
h is the identity on C and h(B) ⊆ G.1

Definition 6. Let G be a data source, Q = (H,B) be a query on G, and B′ ⊆ B.
We say that the V-homomorphism h from B′ to G is maximal on B′ in G if h

cannot be extended to a V-homomorphism from B′∪{b} to G for any b ∈ B−B′.
We denote as H(B′) the set of all V-homomorphism h to G that are maximal

on B′ and maxG(B) the set of all subsets B′ of B in G for which H(B′) �= ∅.
For given query Q = (H,B), we say that Q is total on G if B ∈ maxG(B);

Q is partial on G, otherwise.
The embedding-set semantics of Q on G is represented by the set

Qe(G) =
⋃

B′∈maxG(B)

H(B′).

1 h(B) means the point-wise application of h to the variables and constants in B.
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G1 = {(John, likes, The name of the rose), (John, likes, Sagrada familia),

(Sagrada familia, country, Spain), (likes, type, vote), . . .}
G2 = {(The name of the rose, type, Movie), (The name of the rose, country, Italy),

(The name of the rose, country, West German), (The name of the rose, location, Campo Imperatore), . . .}
G3 = {(Campo Imperatore, province, L

′
Aquila), (L

′
Aquila, country, Italy), . . .}

Q = (?y, movie place, ?z) ← (?x, likes, ?y), (?y, type, Movie), (?y, country, ?z)

(a) The dataspace and the query of the reference example.

ϕ1 = (?a, country, ?b) ← 2 : (?a, country, ?b)

ϕ2 = (?a, type, Movie) ← 2 : (?a, type, Movie)

ϕ
′
1 = (?a, country, ?d) ← 2 : (?a, location, ?b), 3 : (?b, province, ?c), 3 : (?c, country, ?d)

ϕ3 = (The name of the rose, country, ?z) ← 2 : (The name of the rose, location, ?w), 3 : (?w, province, ?z)

ϕ4 = (Sliding doors, country, ?z) ← 2 : (Sliding doors, location, ?z)

(b) Some candidate mappings.

Fig. 1. The running example

Example 2. Following the running example, we recall G1 has not enough infor-
mation to resolve Q. In other words, the body of Q is not maximal in G1. Indeed,
the two V-homomorphism for the body of Q, h1 = {?x 	→ John, ?y 	→ nor2}
and h2 = {?x 	→ John, ?y 	→ Sagrada familia, ?z 	→ Spain}, are maximal on
body1 = {(?x, likes, ?y)} and body2 = {(?x, likes, ?y), (?y, country, ?z)}, respec-
tively. Therefore, maxG(B) = {body1, body2} and Qe(G) = {h, h′}.

3 On the Notion of Candidate Mapping Sets

This section introduces the notion of candidate mappings set. Given a user query
that is partial on the queried data source, a candidate mapping set is a set of
mappings that can be used to resolve the query, that is that makes the body of
the query total. We first exemplify this notion through simple examples then we
introduce the formal definition.

Example 3. Following Example 2, let us consider the maximal subset body1 and
the corresponding V-homomorphism H(body1) = {h1}.

The missing statement pattern set {(?y, country, ?z), (?y, type,Movie)} in Q
is explicit in the dataspace. Hence, what we need are the two mappings ϕ1 and
ϕ2 of Fig. 1b which moves the necessary information from G2 to G1. Specifically,
ϕ1 and ϕ2 add the tuples (nor, country, Italy), (nor, country,West German),
and (nor, type,Movie) to G1 and Q becomes total.

The answer set is {(nor,movie place, Italy), (nor,movie place,West
German)}. The set {ϕ1, ϕ2} is therefore a candidate mapping set.

Next, suppose that the user is not satisfied with the query result. The user
has in mind the country of the filming location. One mapping that can be

2 For compactness reasons, in the following The name of the rose will be abbreviated
in the text with nor.
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defined to this purpose is the mapping ϕ′
1 of Fig. 1b. The set {ϕ′

1, ϕ2} is there-
fore another candidate mapping set and the query answer this time will be
{(nor,movie place, Italy)}.

The definition of candidate mapping set we are going to introduce aims at char-
acterizing mappings from a structural point of view. No assumption is made on
the mapping meaningfulness.

Definition 7. Let Q = (Hq, Bq) be a query on a datasource G of a data space
D such that Q is partial on G. A set of s-t tgds M is a candidate mapping set
for Q on G if:

1. M is the core [7] in the sense that the canonical solution for M on D, M(D),
coincide with the core of M on D. In the following M(D)|G denotes the update
of G in M(D);

2. there exists at least one V-homomorphism h from Bq to M(D)|G, i.e. Q is
total on M(D)|G;

3. each h extends at least one homomorphism in the embedded-set semantics of
Q on G, Qe(G);

4. for every mapping ϕ = (H,B) ∈ M , H and B are “connected” in the sense
that their join graphs has one connected component.

It is worth noting that the last condition capture the notion of “useful” schema
mapping. Indeed, if H is not connected then ϕ can be split into two mappings
while B is usually one connected component in schema-mapping languages [6].

4 A General Algorithm for User-Driven Mapping
Discovery

The goal of user-driven mapping discovery can be formulated as: given
a query Q = (H,B), a dataspace D and a datasource G ∈ D such that Q is
partial on G, find a candidate mapping set M such that the user is satisfied with
M , that is that brings answers that satisfy the user information need expressed
through Q.

This goal raises two challenging issues: how to discover candidate mapping
sets M for Q and how to deliver the candidate mapping set M that best fit the
user information need in a limited number of interactions.

As to the first issue, we observe that the definition of Qe(G) is such that we
are given a set of matches on G for the subsets of the body in maxG(B). Each
match is “partial” by virtue of missing data in G. Therefore, the algorithm for
mapping discovery targets the missing data by relying on two elements that can
be derived from each body subset B′ ∈ maxG(B). As we aim at a non-empty
answer, it uses the V-homomorphism images (i.e., the values of the bounded
query variables) in H(B′) to extract examples from the dataspace. Moreover, it
uses the missing predicate set in B − B′ to generate the target of the missing
mappings.
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Example 4. Continuing from Example 2, let us consider body1 and H(body1) =
{h1}. Then, the missing statement pattern set is {(?y, country, ?z), (?x, type,
Movie)} and the answer is not empty for Q if we discover some mappings that
extends G1 with statements matching the above pattern set.

For instance, let us consider the statement pattern (?y, country, ?z). We do
not know the statement patterns involved in the missing mappings but we know
the value that must be searched in the dataspace in order to extend h to ?z:
h(?y) = nor. More precisely, we search for one possible mapping in the dataspace
that adds to G1 statements of the form (nor, country, o) where o is a data value
in C∪N that will be associated with ?z. This is the case, for instance, of mappings
ϕ1 and ϕ′

1 defined in Fig. 1b.

As to the second issue, the algorithm provides for a multi-criteria selection strat-
egy for candidate mapping sets that aims at a rapid convergence towards user
satisfaction by taking into account key features of possible candidate mapping
sets, user requirements and context, and user feedback.

4.1 The Algorithm

Algorithm 1 shows the pseudo-code of the general algorithm that recursively
discovers mappings in Depth First Search (DFS) fashion. Fixed a subset B̂ of
the query body B that belongs to maxG(B), the algorithm incrementally builds
a candidate mapping set M for the missing statement patterns in B − B̂ that
meets the user information need. In other words, M extends the queried graph
source G with data that can be used to resolve the query Q and the delivered
answers satisfy the user.

The algorithm starts with the empty mapping set, i.e. M = ∅, and incre-
mentally extends some of the V-homomorphisms in H(B̂) to B. At each call,
it selects a maximum connected component b of B − B̂ (step 2)3. Then, it
explores the space of the sets of mappings Mb over D that make some of the
V-homomorphisms in H(B̂) maximal on B̂ ∪ {b} (steps 4–11). The search space
is scanned in sequential order according to a multi-criteria exploration strategy
that aims at rapidly converging towards mapping set Mb the user is satisfied
with (steps 5 and 7).

Each selected set of mappings Mb is submitted to user feedback (steps 8–9):
(a) the queried data source is virtually extended with the statements from Mb,
Mb(D), (b) the partial answers to Q that can be computed from Mb(D) |G are
shown to the user, (c) user feedback is collected and instantiated in F . This
paper does not address the problem of feedback collection and analysis. Among
the possible feedback variables, we assume that flags F.CONTINUE M and
F.CONTINUE S can be instantiated stating whether to continue to explore
the search space or not. If the user is satisfied with the obtained answers (i.e.
F.CONTINUE M and F.CONTINUE S have FALSE value) then the algo-
rithm is recursively called (step 12), otherwise the user feedback is exploited

3 This is always possible since we assume that B is connected for all queries.
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Algorithm 1. Query-driven mapping discovery
Input: D: dataspace, G: queried data source, Q = (H,B): query, ̂B, M
Output: A sequence of candidate mapping set M for Q and D
1: if B − ̂B �= ∅ then
2: Let b ⊆ B − ̂B be the next maximum connected component of B − ̂B such that

b shares at least one variable with ̂B
3: V = vars(b) ∩ vars( ̂B)
4: repeat
5: Samp ← SelectDataSample(V,H( ̂B), D)
6: repeat
7: Mb ← SelectMappingSet(Samp)
8: Show Q(Mb(D) |G)
9: F ← collectFeedback()

10: until F.CONTINUE M
11: until F.CONTINUE S
12: mapping-discovery(Mb(D), ̂B ∪ {b},Q,M ∪ Mb)
13: else
14: output M
15: end if

together with the other criteria to select the next set Mb. While the discovery
process can obviously led to termination with failure, for the sake of simplicity,
the algorithm assumes that a satisfactory mapping can be always found.

The recursive call at step 12 relies on Mb(D), the updated subset B̂ ∪ {b}
of B and the mapping set that extends M with Mb. When all the connected
components of B have been explored, the algorithm outputs the discovered set
M of candidate mappings (step 14).

Example 5. Let us consider Example 1 extended with the tuples:

(John, likes, Sliding doors) ∈ G1

(Sliding doors, type,Movie) ∈ G2

(Sliding doors, country, UK)(Sliding doors, location, London) ∈ G2

Thus, h3 = {?x 	→ John, ?y 	→ Sliding doors} is added to H(body1).
Given B̂ = body1 there are two connected components, i.e. (?y, country, ?z)

and (?x, type,Movie).
When b = {(?y, country, ?z)} is selected at step 2, some solutions that can

be delivered at step 11 are Mb = {ϕ1} and Mb = {ϕ′
1}, but also Mb = {ϕ3, ϕ4}

(see Fig. 1b). Each of these solutions extend the V-homomorphisms in H(body1)
to variable ?z. Let us assume that the user is satisfied with the last one. Then,
the algorithm will focus on b = {(?y, type,Movie)} and will be able to discover
Mb = {ϕ2} that satisfies the user. Then {ϕ2, ϕ3, ϕ4} is the candidate mapping
set delivered at step 14.

The core steps of the algorithm are steps 5 and 7 where a set of data samples is
selected and the semi-lattices of the mappings derivable from the data sample
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set is explored to select Mb. For instance, one data sample for the reference
example is (nor, country, Italy) and (?y, country, ?z) ← 2 : (?y, country, ?z) is
one mapping derivable from this data sample. In the following, we introduce the
key notions of data sample and data witness that are at the basis of these two
steps. Details about the two steps are given in the next sections.

4.2 Data Samples

A data sample is a connected component in D that can be exploited to specify
the mappings for b, i.e. Mb. Mb must extend the queried graph source G ∈ D with
tuples that make some of the V-homomorphisms in H(B̂) maximal on B̂ ∪ {b}.
Therefore, data samples must contain the values in the image of the variables in
V = vars(b) ∩ vars(B̂) under the V-homomorphism H(B̂).

More precisely, given a V-homomorphism h ∈ H(B̂) and the dataspace D,
a data sample for h and V in D is a connected component of statements in D
that contains the values in h(V ).

Each data sample s of length i, s = {(p0, p1, p2), . . . , (p3i−3, p3i−2, p3i−1)},
is associated with a (V, i)-assignment function poss : V → 2[0,3i−1] − {∅} that
records the positions where h(V ) occur in ds, i.e. for each v ∈ V , for each
k ∈ poss(v): pk = h(v).

Example 6. Following Example 5, when b = {(?y, country, ?z)} is selected at
step 2, V = vars(b) ∩ vars(̂body1) = {?y}. The following three statement sets
are data samples for h1 ∈ H(body1) and V in D because they are connected
components in D containing h1(?y) = nor:

s1 : {2 : (nor, type,Movie)}
s2 : {2 : (nor, country, Italy)}
s3 : {2 : (nor, location,Campo Imperatore),

3 : (Campo Imperatore, province, L′Aquila)}
s1 and s2 have length 1 and share the same (V, 1)-assignment function: ?y 	→
0. Whereas s2 has length 2 and its (V, 2)-assignment function has the same
signature as above.

The set of all data samples for h and V in D is denoted as S(h, V,D), the set
of all data samples for h and V in D having the same length i and sharing the
same (V, i)-assignment function pos is denoted as S(h, V,D, i, pos). Therefore,
S(h, V,D) =

⋃
S(H,V,D, i, pos).

4.3 Data Witnesses

A data witness is a baseline schema mapping the algorithm derives from a data
sample s and a maximum connected component b.

For instance, the straightforward data witness for the data sample s2 of
Example 6 and b = {(?y, country, ?z)} is the mapping

(nor, country, ?z) ← 2 : (nor, country, Italy)



A Framework for User-Driven Mapping Discovery 409

where s2 is the source and the V-homomorphism h1 is applied to b in the destina-
tion. As this mapping extends the queried data source with tuples matching b, it
can be easily shown that h1 becomes maximal on B̂ ∪ b. The following definition
introduces this kind of data witnesses.

Definition 8. Let s ∈ S(h, V,D) be a data sample for the V-homomorphism
h and b a maximum connected component. The mapping ϕs,h,b = (h(b), s) is a
data witness for s.

When h(b) contains free variables, as in the case above, we obtain a data witness
(h(b), B) that essentially introduces novel values on the target, i.e. values that
are not related to the source. Beside this data witness, we want to derive the
s-t tgds that bound the free variables in h(b) to the source of the mapping in
order to specify, for instance, the following mapping: (nor, country, ?z) ← 2 :
(nor, country, ?z). To this end, the following definition introduces the second
kind of data witnesses.

Definition 9. Let ϕ = (h(b), s) be a data witness for s ∈ S(h, V,D, i, pos) and b,
where s = {(p0, p1, p3), . . . , (p3i−3, p3i−2, p3i−1)}.

The mapping (h(b), s′) where s′ = {(p′
0, p

′
1, p

′
3), . . . , (p

′
3i−3, p

′
3i−2, p

′
3i−1)} is a

data witness that extends ϕ if

– p′
k = pk, for all k ∈ pos(V );

– (vars(s′) �= ∅) ⊆ vars(h(b));
– there exists a homomorphism h from adom(s′)∪ vars(s′) to adom(s) such that

h is the identity on constants(s′).

The set of data witnesses that extends ϕ is denoted as ext(ϕ).

5 The Space of Data Sample Sets and Selection Strategies

In this section, we define the space of data sample sets that is explored in step 5
and the multi-criteria selection strategy that is used for exploration.

We recall that a data sample set is used to derive the set of mappings to
submit to user. At each iteration, one of the aims of the algorithm is to try to
extend to b as many V-homomorphism in H(B̂) as possible. Therefore, a data
sample set should contain data samples from all the V-homomorphism in H(B̂).

Definition 10. A data sample set Samp for V , H(B̂) and D selected at step 4,
is defined as the union of one data sample set for each h ∈ H(B̂):

Samp =
⋃

h∈H( ̂B)

S(h, V,D, Samp)

where S(h, V,D, Samp) ⊆ S(h, V,D, ih, posh) ⊆ S(h, V,D).
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Example 7. Following Example 6, we now consider the two V-homomorphism in
H(body1) = {h1, h3}, and the data sample sets:4

S(h1, {?y},D, 1, {?y 	→ 0}) = {{2 : (nor, type,Movie)},

{2 : (nor, country, Italy)},

{2 : (nor, country,West German),
{2 : (nor, location,Campo Imperatore)}}

S(h3, {?y},D, 1, {?y 	→ 0}) = {2 : (sd, type,Movie)
2 : (sd, country, UK)
2 : (sd, location, London)}

Then S(h1, {?y},D, 1, {?y 	→ 0}) ∪ S(h3, {?y},D, 1, {?y 	→ 0}) is an example of
data sample set for H(body1).

The space of data sample sets is therefore derivable from the data sample sets
of the V-homomorphism in H(B̂) and can be very large. At each call, the
SelectDataSample function at step 5 selects a data sample set Samp to deliver.
To this end, different selection criteria are considered to rapidly converge towards
mappings that satisfy the user information needs.
SelectDataSample follows two phases:

1. Samp′ ← BuildDataSample(V,H(B̂),D);
2. Samp ← SubsetSelect(Samp′).

In the first phase, it builds the next data sample set Samp′ to be explored by
relying on the whole data sample sets S(h, V,D, i, pos) for each V-homomorphism
h ∈ H(B̂) and according to a mapping quality criteria, namely, mapping com-
pactness. In the second phase, it selects at each call the next subset Samp of
Samp′ that best meets the user information need according to finer-grain selec-
tion criteria defined for single data samples.

5.1 Mapping Compactness for the Generation of Data Sample Sets

In the first phase, BuildDataSample relies on the whole data sample sets
S(h, V,D, i, pos). This means that the space of data sample sets to be explored
is made up of sets of the following form:

Samp′ =
⋃

h∈H( ̂B)

S(h, V,D, ih, posh), where S(h, V,D, ih, posh) ⊆ S(h, V,D).

The exploration is driven by a total ordering of the data sample sets in the
space that founds on a key feature of the mappings derivable from each data
sample set, namely, mapping compactness. The main idea is that more compact

4 For compactness reasons, in the following Sliding doors will be abbreviated in the
text with sd4, .
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mappings, i.e. mappings with less statement patterns on the source side, are
preferable to less compact ones. When more than one variable are involved, for
instance, this means that the corresponding values are close together rather than
sparse in distant statement patterns.

The value of mapping sparsity (the opposite of compactness) of any data
sample set S(h, V,D, ih, posh) is essentially ih, that is the length of the data
samples. Indeed, mappings are derived from data witnesses and, as shown in
Definition 8, the length of the source side of each data witness is the length of
the data sample. Thus, the value of sparsity of any data sample set Samp′ can
be straightforwardly computed by summing up all the ih values and the space
of all the data sample sets Samp′ can be totally ordered at increasing sparsity
values.

In this way, starting from the top, function BuildDataSample delivers at
each call the next data sample set Samp of the ordering. In this context, it
is worth noting that it is not necessary to generate the whole search space for
ordering. Indeed, data sample sets can be generated at increasing sparsity values
when needed. At the first call, the starting value for i is 1 and the function tries
to generate S(h, V,D, 1, posh), for each h ∈ H(B̂). When the computation fails
or all alternatives have been delivered, the next value for i is considered.

Example 8. Following Example 7, BuildDataSample will first deliver the data
sample set S(h1, {?y},D, 1, {?y 	→ 0}) ∪ S(h3, {?y},D, 1, {?y 	→ 0}) (the total
sparsity score is 2), then S(h1, {?y},D, 2, {?y 	→ 0})∪S(h3, {?y},D, 1, {?y 	→ 0})
(the total sparsity score is 3), and so forth.

Notice that mapping ϕ′
1 derives from the data samples for h1 of length

3, S(h1, {?y},D, 3, {?y 	→ 0}); ϕ3 from S(h1, {?y},D, 2, {?y 	→ 0}); ϕ4 from
S(h3, {?y},D, 1, {?y 	→ 0}); ϕ1 and ϕ2 from S(h1, {?y},D, 1, {?y 	→ 0})∪
S(h3, {?y},D, 1, {?y 	→ 0}). In the following, we will show how ϕ1 can be derived.
All the other mappings can be discovered in the same way.

5.2 A Multi-criteria Selection Strategy for Data Sample Set
Refinement

In the second phase, SelectSubset receives in input a data sample set Samp′ and
sequentially selects Samp′ subsets according to a multi-criteria selection strategy
that assess the relevance of data samples with respect to the user information
needs.

As in [13], this selection problem is modeled as a multi-objective optimiza-
tion problem. Let MT be the set of metrics under consideration and Bm(·) be
an oracle computing the user benefit with respect to the metric m ∈ MT of any
subset of Samp′. The total user benefit is computed as a weighted linear combi-
nation of the individual benefit of each metric, i.e. B(·) =

∑
m∈MT wm · Bm(·).

Therefore, a total ordering of the subsets of Samp′ is possible and SelectSubset
sequentially scans this ordered set to deliver, at each step, the next best subset
of Samp′.
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As to the metrics, our main aim is to rapidly converge towards the set of
mappings Mb that meet the user information needs expressed through Q when
the partial query body B̂ ∪ {b} is considered. To this end, we propose two kinds
of metrics: mapping meaningfulness and data source metrics.

Mapping meaningfulness is another key feature of the mappings that can be
derived from each data sample set. Essentially, any discovered mapping can be
interpreted a solution to the problem of approximating a query over a data
source by using the data available in dataspace [11]. In this light, some map-
pings, and the data samples that originate them, are more meaningful than
others. For instance when b = {(?y, country, ?z)} is considered, the data sam-
ple 2 : (nor, country, Italy) is certainly more meaningful than the data sample
2 : (nor, type,Movie). Various relatedness functions have been proposed in the
literature and can be used to compare the literals in b with those in the data
samples. When the metric m ∈ MT is the mapping meaningfulness metric,
Bm(Samp), with Samp ⊆ Samp′, is an aggregation function that receive in
input the relatedness score between each data sample in Samp and b.

Data source metrics are metrics that concern the quality of data sources. Their
definitions depends on the application scenario and the user task and, as also
evidenced in [13], it is more natural, useful, and accurate to talk about the
quality of a source with respect to some specific context. For instance, in the
application scenario introduced in Sect. 1 where a data enthusiast interacts with
an exploratory data analysis tool, possible metrics of interest are accuracy, fresh-
ness, and the level of detail. All these metrics can be measured for the topics
of interests, such as sports, medicine, and politics, and used in accordance with
the user context and background. For instance, depending on the level of user
knowledge on a specific topic, jargon-free sources will be preferred to specialized
sources or vice-versa, and, the kind of query and the involved topics could suggest
if up-to-date sources are better than stable sources. In dynamic scenarios like, for
instance, the case of a mobile user that issues requests related to his/her current
position, the context will explicitly include the user position and other metrics
of interest could be related to the source position. In this paper, we present a
general algorithm for user-driven mapping discovery and data source metrics
are intentionally left unspecified. Any instantiation of the algorithm in a specific
application scenario will detail them according to the application requirements.
As to the application of data source metrics to data samples, each statement in
a data sample inherits the metric scores of the source it belongs to and the data
sample score can be computed by aggregating the scores of all the statements in
the data sample.

Finally, this phase can also benefit from user feedback. For instance, when
the user confirms a portion of a query answer, this means that the data samples
that originate it must belong to any data sample set delivered in the following
steps. On the contrary, if a query answer does not meet the user information
need, the data samples that originate it must be excluded.
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Example 9. Following Example 8, given S(h1, {?y},D, 1, {?y 	→ 0}) ∪ S(h2,
{?y},D, 1, {?y 	→ 0}), function BuildDataSample according to mapping mean-
ingfulness could deliver at the first call the data sample set Samp1 = {2 : (nor,
country, Italy), 2 : (nor, country,West German), 2 : (sd, country, UK)}. Then,
let us assume that the user is not satisfied with the delivered answers that essen-
tially interpret the movie place as the production country, then another possible
set that can be delivered is Samp2 = {2 : (nor, location,Campo Imperatore), 2 :
(sd, location, London)}.

6 Mapping Set Selection

Once a data sample set Samp has been selected, the algorithm in steps 6–10
iteratively deliver the sets of mapping specifications Mb that can be derived
from such data samples.

To this end, it starts from the data witnesses that originates from Samp.
In the following DW (Samp) will denote the set of data witnesses that can
be computed from the data samples in Samp according to Definition 8 and
EDW (Samp) the set of data witnesses that extend the data witnesses in Samp
according to Definition 9, i.e. EDW (Samp) =

⋃
ϕ∈DW (Samp) ext(ϕ).

6.1 The Mapping Semilattice

Notice that each data witness can be used as a seed to derive other mappings.
The partial order covering relationship is introduced to this purpose.

Definition 11. Let ϕ1 = (H1, B1) and ϕ2 = (H2, B2) be s-t tgds. We say ϕ1

covers ϕ2, denoted ϕ2 ⊆ϕ1, if:

– ϕ1 does not add existential variables w.r.t. ϕ2, i.e. vars(H1) \ vars(B1) =
vars(H2) \ vars(B2);

– there exists a homomorphism h from constants(ϕ1) ∪ vars(ϕ1) to
constants(ϕ2) ∪ vars(ϕ2) such that h is the identity on constants(B1).

For instance the mapping (?y, country, ?z) ← 2 : (?y, country, ?z) covers the
mapping (nor, country, ?z) ← 2 : (nor, country, ?z).

Given a set of data witnesses DW , we denote as cov(DW ) the set of mappings
that cover DW , i.e. cov(DW ) = {ϕ′ | ϕ⊆ ϕ′ and ϕ ∈ DW}.

(cov(DW (Samp)),⊆) and (cov(EDW (Samp)),⊆) are therefore semi-lattices
the algorithm explores to deliver alternative mapping sets Mb for the maximum
connected component b. For example, Fig. 2 shows a small portion of semi-lattices
in (cov(EDW (Samp1)),⊆) that can be derived from Samp1 of Example 9.

6.2 Lattice Exploration for the Delivery of Solutions Mb

Each mapping set Mb delivered at step 7 is a set of mappings selected from the
semilattices (cov(DW (Samp)),⊆) and (cov(EDW (Samp)),⊆) that satisfies the
two properties shown in the following definition.
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m1 = (The name of the rose, country, ?z) 2 : (The name of the rose, country, ?z)

m3 = (?y, country, ?z) 2 : (?y, country, ?z)

m3 = (Sliding doors, country, ?z) 2 : (Sliding doors, country, ?z)

m5 = (Sliding doors, country, ?z) 2 : (Sliding doors, ?z, UK)m4 = (The name of the rose, country, ?z) 2 : (The name of the rose, ?z, Italy)

m6 = (?x, country, ?z) 2 : (?x, ?z, Italy) m7 = (?x, country, ?z) 2 : (?x, ?z, UK)

m8 = (?x, country, ?z) 2 : (?x, ?z, ?w)

Fig. 2. A small portion of the DAG derivable from the running example.

Definition 12. Given (cov(DW (Samp)),⊆) and (cov(EDW (Samp)),⊆), a
solution for b is a set of mappings Mb such that

– Mb ⊆ (cov(DW (Samp)),⊆) ∪ (cov(EDW (Samp)),⊆);
– each mapping ϕ ∈ Mb is not covered by any other mapping in Mb, i.e. it is

⊆-maximal in Mb;
– each V-homomorphism h ∈ H(B̂) can be “covered” either in (cov(DW

(Samp)),⊆) or in (cov(EDW (Samp)),⊆) but not in both, i.e., all mappings
ϕ ∈ Mb that covers data witnesses originating from data samples in S(h, V,D)
either belong to (cov(DW (Samp)),⊆) or to (cov(EDW (Samp)),⊆).

Example 10. Let us consider the lattices shown in Fig. 2. According to Defini-
tion 12 {m1,m3} is not a solution because m3 covers m1 while {m1} and {m3}
are solutions.

Function SelectMappingSet at step 7 iteratively explores the lattices
in(cov(DW (Samp)),⊆) and (cov(EDW (Samp)),⊆) to deliver alternative solu-
tions Mb. As Samp has been selected with the aim of fitting the user information
need, lattice exploration aims at rapidly understanding if the mappings that can
be derived from Samp are actually of interest for the user.

In this paper, we only give an intuition of how this could be performed. Dif-
ferent exploration strategies will be tested in our future work. First, it is worth
noting that existential variables introduces null values and are thus less infor-
mative than universal variables [12]. Then, the process can start by exploring
(cov(EDW (Samp)),⊆) only. Moreover, the notion of mapping meaningfulness
introduced in Subsect. 5.2 can be exploited in this context too. For instance,
with reference to Fig. 2, mapping m1 is preferred to m4. Generally speaking, the
function can start by selecting some meaningful data witnesses and deliver them
as Mb. At steps 8–9, the algorithm shows to the user the answers that can be
obtained from Mb(D) |G. In this phase, as in [4], the user can be challenged with
simple questions to understanding if it is interested in exploring the available
semi-lattices or not. For instance, if (s)he says that (s)he is interested in solu-
tions like (nor,movie place, Italy) that stems from m1, then in the next step
SelectMappingSet can select the mapping that covers m1, i.e. m3. Otherwise,
all mappings that cover m1 can be safely excluded from further exploration.
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7 Proof of Algorithm Correctness

In this section we prove that the algorithm is correct, that is that M is a can-
didate mapping set. Before enunciating the main theorem, we introduce the
following proposition. Proofs can be found in the full version of the paper.

Proposition 1. Let Mb be a solution delivered at step 7. Then each h ∈ H(B̂)
that is covered in Mb can be extended to a V-homomorphism from B̂ ∪ b to
Mb(D)|G.
The proof explicitly defines the image of the V-homomorphism that extend h.

Theorem 1. Given a query Q = (Hq, Bq) on a data source G of a dataspace
D, then the set of mappings M delivered at step 14 is a candidate mapping set.

The proof shows that M satisfies all the conditions stated in Definition 7.

8 Related Works and Concluding Remarks

Up to now, the discovery of mappings has been addressed by leveraging on
data examples (see e.g. [2,4,14]). Among the state-of-the-art approaches, the
approaches that are closest to our proposal are [2,4], the former intended for
expert users while the latter for end users. In [2], the mapping designer provides
universal data samples that represent a partial specification of the semantics of
the desired schema mapping. Actually, the data witnesses the algorithm discovers
can be interpreted as data samples and the top mappings in the semi-lattices
are the canonical mappings of the covered data examples in [2]. In [4], they
lift the universality assumption arguing that universal data examples are hard
to be produced by non-expert users. The contexts that originate the examples
in our approach and, consequently, the algorithms are completely different. In
particular, the query-driven mapping discovery algorithm we propose is able
to deliver candidate mapping sets, i.e. sets of mappings that can be used to
solve the user query. Moreover, our approach supports a multi-criteria selection
strategy that aims at rapidly converging towards the mappings that best fit the
user information need.

The interaction with end users is the distinctive element of some pay-as-
you-go approaches for dataspace systems. User feedback has been exploited to
annotate, select, and refine schema mappings [3] and to confirm matches [9].
As to our knowledge, this is the first paper that proposes an algorithm for the
discovery of mappings starting from user information needs.

Our user-driven mapping discovery algorithm can be interpreted as an algo-
rithm for graph-based query approximation (see e.g. [11,16]). Indeed, in both
cases, the input to the algorithm is a user query that cannot be solved over
the queried data source. However, in graph-based query approximation, map-
pings are given and exploited to solve the query. In our case, instead, the partial
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answers that can be computed over the data source are the input to the process
of mapping discovery that aims at introducing new mapping specifications.

Finally, the problem of queries that cannot be rewritten as such due to insuf-
ficient mappings has been addressed also in [10]. However, the proposed solution
is completely different as they remove parts from the original query to create a
query approximation and try to rewrite the latter with possible success.

This paper addresses the problem of mapping specification for non-expert
users in data analysis contexts and lays the basis for a novel paradigm that
interacts with the information seeking activities of users. Much work is left to
be done. As a fist step, we will focus our research efforts in implementing the
algorithm in a reference application scenario. This step will lead to the study
and experimental evaluation of different approaches for the exploration of the
space of data sample sets and the mapping lattices.
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Abstract. In this paper, we study the impact of the human-readable docu-
mentation of Web ontologies on the ability of human users to agree on the
membership of instances according to a given ontology. We first introduce a
model of the problem and then present a user study, in which we measured the
impact of documentation features in schema.org on the quality of annotations
with n = 73 study participants. The paper concludes with a discussion of
implications for ontology design in the context of the Semantic Web.
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factors � Ontology documentation � Web ontologies

1 Introduction

Ontologies in computer science are conceptual models that are shared by a community
and which are specified using one or more modalities, namely human-readable docu-
mentation and formal axioms [1–4]. They aim at a shared specification of conceptual
elements, like classes, properties, or enumerations, i.e. types, for data interoperability
and other purposes. Historically, the design decisions of such ontologies have been
mostly based on (1) the usefulness of the conceptual distinctions for the consumption
and processing of respective data and knowledge bases by computers [cf. 5, 6], and by
(2) the consistency and normalization of the representation [cf. 7].

In recent years, there is a growing understanding that cognitive aspects at the
interface between human users and ontologies are an important variable in ontology
engineering [8–16]. The conceptual modeling community has discussed similar issues
since the 1990 s, for an overview, see e.g. [17].

These advances, however, have so far limited influence on the design and docu-
mentation of actual Web ontologies. This is unfortunate, because the amount and data
quality of the growing body of structured data available from the Web will critically
depend on the ability of, and effort for, humans to publish data according to the con-
ceptual elements specified in the ontologies. This will depend on at least two tasks that

© Springer International Publishing AG 2017
H. Panetto et al. (Eds.): OTM 2017 Conferences, Part II, LNCS 10574, pp. 418–426, 2017.
https://doi.org/10.1007/978-3-319-69459-7_28



include human cognition, namely (1) how well human users can grasp the intended
meaning of the ontology elements (‘‘ontology perspicuity’’, [18]), and (2) how well they
are able to decide whether a given entity instance or relationship instance is a member of
an entity type (class) or relationship type (property), i.e. the user’s performance in the
classification task. Our working assumption is that cognitive barriers between the cre-
ators of ontologies and the other stakeholders in the entire lifecycle of an ontology are
significant sources of data quality problems for the Web of Linked Data.

In this paper, we introduce a model of the problem and present a user study, in
which we measured the impact of documentation features in schema.org1 on the quality
of annotations with n = 73 study participants. We then discuss implications for the
design and presentation of Web ontologies.

1.1 Problem Statement and Relevance

Ontologies are artifacts that aim at establishing and maintaining type systems in data
interchange operations so that the overlap of the extension (i.e. the set of individual
phenomena, like entities, relationships, or attributes) of a type between (1) the data
source (e.g. the creator of markup or data related to an ontology) and (2) the consuming
application or human is maximized. An ideal ontology will have a perfect match of
type agreement between all parties and systems involved. For the sake of simplicity, we
hereby do not distinguish entity types (“classes”) from relationship types (“proper-
ties”), albeit there might be relevant differences in the general case.

When the owner of data wants to publish it in a form suitable for consumption by
Semantic Web applications, he or she has to master the following tasks that include
cognitive challenges:

1. Ontology search, i.e. finding a suitable ontology for the data, based on domain
coverage and support by relevant target applications (e.g. Web search engines), and

2. Typing of entities and relationships, i.e. finding the most suitable ontology ele-
ment (like class or property) for entities and relationships in the data, and deciding
whether a particular entity or relationship falls within the intension of the ontology
element.

The second task can occur either at the level of individuals, i.e. the owner of data
has to decide on the basis of instance data, or at the level of conceptual data models,
like database schemas. The latter is typical for database-driven Web applications. In
theory, owners of data might also have to import and extend existing ontologies or
align two or more ontologies. We do not further consider these cases in this paper,
because they are not relevant for mainstream consumers of data like Web search
engines, since those would typically not understand data based on user-specific
extensions of the official ontology.

Both tasks have already been studied in the context of tool development for
ontology search, like e.g. LOV [19] and Watson [20]. We argue, however, that the
cognitive challenges should be considered independently of possible tool support,

1 http://schema.org
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because they are influenced by multiple aspects [cf. 15, 21]: (1) conceptual modeling
decisions (some modeling patters are more easily understood than others), (2) mental
models of the human users (how does the model fit to existing conceptualizations in the
users’ minds), (3) naming and terminology, (4) presentation of the ontology, namely
features of the ontology documentation, like textual descriptions, examples,
counter-examples, concept hierarchy, list of applicable properties, etc.

1.2 Organization of the Paper

In Sect. 2, we define our research design and method. In Sect. 3, we present the
findings from the online experiment in the context of schema.org. In Sect. 4, we
evaluate and discuss the results, and identify threats to validity. Section 5 concludes the
work and points to future research.

2 Research Design

In this section, we describe our research questions, method, and data.

2.1 Research Questions

In our study, we want to analyze how the richness of the presentation of an ontology
influences the ability of human users to apply the ontology correctly. This leads to the
following research questions:

RQ 1: How does the number of features in the presentation of an ontology influence
the ability of human users to apply the ontology correctly?
RQ 2: Which types of features are more effective than others?
RQ 3: Are the effects of the number and types of features uniform across different
types in the ontology or do the effects differ very much by the type?
RQ 4: Are the effects of features different for experts vs. less experienced users?
RQ 5: Are users able to assess their degree of understanding correctly?

2.2 Method and Data

We first drew a random sample of n = 12 classes from the most popular classes in
schema.org. As a metric for popularity, we chose the information provided in the
Github source code of schema.org2. We manually reviewed the sample and removed
one class (SearchAction), because it was not suited for the structure of our experiment.
The resulting 11 classes are WebSite, WebPage, Product, PostalAddress,
Person, Organization, Offer, ImageObject, BlogPosting, Blog,
and Article.

We then manually created a set of n = 88 objects that were a mix of (1) clear
members, (2) borderline members, (3) borderline non-members, and (4) clear

2 https://github.com/schemaorg/schemaorg/blob/sdo-callisto/data/2015-04-vocab_counts.txt
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non-members for a given type. The exemplars are either textual descriptions or images,
and were created with a single of the types from the sample in mind and assigned for
testing to one single type. For each object, we added a gold standard assessment based
on multiple rounds of discussions among experts.

Next, we populated the following features for the classes from schema.org if
available:

1. Hierarchy position (e.g. “Thing ->Intangible ->Offer”)
2. Example as text
3. Counter example as text
4. Textual description of pitfalls and subtleties (“Watch out”)
5. More specific types (Subclasses)
6. Position in the hierarchy (Superclasses)
7. Description as text

The human-readable name of the type was our baseline feature. We manually added
those features of a given class that are not currently supported by schema.org, or were
empty for the particular type.

The data was then used to conduct an online experiment in which users were shown
a type with a randomly selected set of documentation features. They were then asked to
assess whether a given exemplar was a member of that type. In addition, we asked for a
difficulty rating on a 4-point Likert scale. The set of features shown remained the same
for the same user and the same type in order to avoid memorization effects (if a user
had seen a feature for the same type before, the effects of the features would be
blurred). Each participant had to make judgments for all n = 11 types and n = 4
exemplars per type, totaling to 44 judgments per participant.

The final survey was then completed by n = 73 participants from varying
backgrounds.

3 Results

In the following, we summarize the findings from the experiment. Due to space con-
straints in this paper and because some of them are less useful in a greyscale version,
we do not include the visualizations here. They are available from the companion
website http://www.heppnetz.de/publications/cognition-odbase2017.

3.1 Raw Impact of Features

We first defined eight different categories of outcomes by the Cartesian product of

and plotted bar charts of the respective data. Note that at this level, we are aggregating
over all types and all groups of users and just considered the number of features but not
their kind. We observed that there is no uniform effect of the number of features on task
performance if we look at the aggregate over all types and all users. This could be
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explained by the fact that differences among types are stronger than differences
between the features, or the fact that very intuitive type names are sufficient to activate
existing, intersubjectively consistent notions of category.

We then compared task perfomance with the data from the self-assessment of task
difficulty. Compatible with our intuition, a higher confidence usually correlates with a
better task performance. In our case, this observation at least holds true for (objectively)
easy examples where the ratio of correct judgments was highest for examples con-
sidered the most easy ones, and vice versa. For (objectively) more difficult examples,
correct judgements were higher for those examples assessed more difficult, whereas
incorrect judgments were still lower for examples deemed easier.

3.2 Heatmaps

We then created heatmaps that break down the effect of ontology features by individual
schema.org types and individual features rather than the number of features. The colors
in the respective visualizations indicate the type performance, defined as the ratio of
correct assessments as compared to the gold standard. We observe that the absolute
task performance varies much stronger across types than is the influence of the features.
We can also see that features can indeed reduce the user’s understanding of the
intension of a type.

The task performance (averaged for each participant) varies more clearly between
types than between types of features. For example, the task performance for article and
organization is much better than for blog or blog posting. Without any additional
information (no ontology documentation features given), participants face greater
difficulties categorizing products. Conversely, for blog, postal address, offer and per-
son, they do better.

There are more correct rejections for blog and organization if no features are shown
than if features were present. Similarly, we see most true positives for WebSite if no
features were given, while ImageObject, WebPage and Offer benefit from the avail-
ability of features. What is striking is that more misses and false alarms were produced
in general when more features became available, only for Article it was the opposite.
This might indicate information overload, or that users are more hesitant to assume
class membership for more types that are more fully specified. This effect could be
tested in future work by augmenting type descriptions by redundant information. This
would reveal whether such causes a bias.

By comparison of the means of the response ratings, an independent-samples t-test
between the modalities “text” and “image” was not significant. Grouping the dataset by
types, there are some cases where the null hypothesis of equal means can be rejected.
For BlogPosting, images lead to significantly higher confidence on average than text.
Interestingly, for ImageObject, text causes a significantly higher confidence on average
than images. For Person, text also leads to significantly higher response ratings on
average than images.
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4 Evaluation and Discussion

We have presented a research design for measuring the effects of ontology docu-
mentation features on the task performance of human ontology users of classifying
given exemplars according to the types of an ontology. While we have focused on
testing entity types, the same design can also be used for relationship types and
equivalence of enumerated values.

4.1 Comparison with Research Questions

Contrasting our findings with the original research questions, we come to the following
assessment:

RQ 1: How does the number of features in the presentation of an ontology influence
the ability of human users to apply the ontology correctly

There is a complex interplay between the types themselves and the effects of
features in ontology documentation. The pure number of features is not correlated with
task performance and we observe several cases where more features actually reduce
task performance. We have to keep in mind that the types are (1) the most popular ones
from (2) the most widely used ontology on the entire Semantic Web. From that pop-
ularity, we can assume that none of the 11 types is entirely novel for any of the
participant, and that there are existing associations with the names of the type alone in
the minds of the participants. In fact, we can see that the differences across types are
more substantial than the effects of the features alone. This can be an indication that we
have to pay more attention to existing conceptualizations in the target users’ minds, i.e.
the category systems in the minds of typical users, and the terminology that will
activate those when engineering Web ontologies.

We also analyzed the increase of categorization sensitivity as an effect of the
amount of information available from the ontology documentation and could find a
significant correlation between doc gain and criterion shift, as well as a large variability
of those metrics by type. The types in our sample that benefit from more features (like
Organization) also suffer from making users more conservative to accept type
membership.

RQ 2: Which types of features are more effective than others?

We can see that there is a huge variation by the type. For instance, the feature
“position in the hierarchy” has a positive impact on five of the 11 types, and a negative
impact on the other six. Thus, we can infer that the same documentation feature has
very different effects for different types. This could partly be explained by variation in
quality of the content of the feature, but more likely indicates the need to customize the
selection of features by type and user group. In the concrete context of schema.org in
clearly indicates that the features of the documentation must be revisited, since several
of the features of 11 of the most popular types actually reduce the task performance.

RQ 3: Are the effects of the number and types of features uniform across different
types in the ontology or do the effects differ very much by the type?
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As we have already seen, the types show a much greater variation than the features.
For us, it indicates that drawing upon types and names for types that activate estab-
lished, shared conceptualizations should be an important requirement for ontology
engineering. We have to build ontologies that cling to the category systems in the
minds of the user community much more than align them with the computational
processing of resulting instance data. We may have to rethink our understanding of
how much power the ontology engineer actually has when it comes to shaping the
intension of the conceptual elements.

RQ 4: Are the effects of features different for experts vs. less experienced users?

The differences between the two clusters are much smaller than the differences
inside the clusters caused by the different types.

RQ 5: Are users able to assess their degree of understanding correctly?

In general, task performance and self-reported confidence do not correlate. One
may find additional insight when looking into individual effects within the different
types, but we did not do this in our current analysis.

4.2 Threats to Validity

Our work is based on popular types in a popular Web ontology, i.e. schema.org. While
this increases the practical relevance of the data, it introduces a several potential threats
to validity:

1. Users might have been exposed to the full documentation at schema.org before, and
have memorized features or shaped their understanding of the type from previous
experiences. In our future work, we will repeat our experiments with artificial types
from a domain unknown to the participants (e.g. categories from science fiction or
specific branches from biology or the arts and sciences). We would argue, however,
that since we use only very popular types from schema.org, the effect should be
similar for all types.

2. Since schema.org itself suffers from quality issues, the actual of the content of the
features could be a source of error. However, we can see that even features that are
pretty objective (like the position in the hierarchy) show the same effects as we
observe for other features.

5 Conclusion and Outlook

We have shown that features in the presentation of ontologies to human users play an
important role in establishing shared type systems for data interoperability in the form
of ontologies. Typical features in Web ontologies have very different effects on dif-
ferent types, and can actually negatively influence the performance of users of the
ontology. We have traced this back to the interplay of the sensitivity gain and the
criterion change, both due to more information available in the documentation.

424 F. Zarl et al.



References

1. Gruber, T.R.: A translation approach to portable ontology specifications. Knowl. Acquis. 5,
199–220 (1993)

2. Gruber, T.: Every ontology is a treaty - a social agreement - among people with some
common motive in sharing. AIS SIGSEMIS Bull. 1, 4–8 (2005)

3. Guarino, N., Giaretta, P.: Ontologies and knowledge bases: towards a terminological
clarification. In: Mars, N. (ed.) Towards Very Large Knowledge Bases: Knowledge Building
and Knowledge Sharing, pp. 25–32. IOS Press, Amsterdam (1995)

4. Hepp, M.: Ontologies: state of the art, business potential, and grand challenges. In: Hepp,
M., de Leenheer, P., de Moor, A., Sure, Y. (eds.) Ontology Management: Semantic Web,
Semantic Web Services, and Business Applications, pp. 3–22. Springer, Boston (2007).
doi:10.1007/978-0-387-69900-4_1

5. Uschold, M., Grüninger, M.: Ontologies: principles, methods, and applications. Knowl. Eng.
Rev. 11, 93–155 (1996)

6. Gómez-Pérez, A., Fernández-López, M., Corcho, O.: Ontological Engineering. Springer,
London (2004)

7. Guarino, N., Welty, C.A.: Evaluating ontological decisions with ontoclean. Commun. ACM
45, 61–65 (2002)

8. Stark, J., Esswein, W.: Rules from Cognition for Conceptual Modelling. In: Atzeni, P.,
Cheung, D., Ram, S. (eds.) ER 2012. LNCS, vol. 7532, pp. 78–87. Springer, Heidelberg
(2012). doi:10.1007/978-3-642-34002-4_6

9. Chiew, V., Wang, Y.: From cognitive psychology to cognitive informatics. In: Proceedings
of the 2nd IEEE International Conference on Cognitive Informatics, p. 114. IEEE Computer
Society (2003)

10. Kotis, K., Vouros, A.: Human-centered ontology engineering: the HCOME methodology.
Knowl. Inf. Syst. 10, 109–131 (2006)

11. Warren, P., Mulholland, P., Collins, T., Motta, E.: The Usability of Description Logics. In:
Presutti, V., d’Amato, C., Gandon, F., d’Aquin, M., Staab, S., Tordai, A. (eds.) ESWC 2014.
LNCS, vol. 8465, pp. 550–564. Springer, Cham (2014). doi:10.1007/978-3-319-07443-6_37

12. Wilmont, I., Hengeveld, S., Barendsen, E., Hoppenbrouwers, S.: Cognitive Mechanisms of
Conceptual Modelling. In: Ng, W., Storey, Veda C., Trujillo, Juan C. (eds.) ER 2013. LNCS,
vol. 8217, pp. 74–87. Springer, Heidelberg (2013). doi:10.1007/978-3-642-41924-9_7

13. Peroni, S., Motta, E., d’Aquin, M.: Identifying Key Concepts in an Ontology, through the
Integration of Cognitive Principles with Statistical and Topological Measures. In: Domingue,
J., Anutariya, C. (eds.) ASWC 2008. LNCS, vol. 5367, pp. 242–256. Springer, Heidelberg
(2008). doi:10.1007/978-3-540-89704-0_17

14. Ernst, N.A., Storey, M.-A., Allen, P.: Cognitive support for ontology modeling. Int. J. Hum
Comput Stud. 62, 553–577 (2005)

15. Engelbrecht, P.C., Dror, I.E.: How psychology and cognition can inform the creation of
ontologies in semantic technologies. In: Proceedings of the 2009 conference on Information
Modelling and Knowledge Bases XX, pp. 340–347. IOS Press (2009)

16. Evermann, J., Fang, J.: Evaluating ontologies: towards a cognitive measure of quality. Inf.
Syst. 35, 391–403 (2010)

17. Ramesh, V., Parsons, J., Browne, Glenn J.: What Is the Role of Cognition in Conceptual
Modeling? A Report on the First Workshop on Cognition and Conceptual Modeling. In:
Goos, G., Hartmanis, J., van Leeuwen, J., Chen, Peter P., Akoka, J., Kangassalu, H.,
Thalheim, B. (eds.) Conceptual Modeling: Current Issues and Future Directions. LNCS, vol.
1565, pp. 272–280. Springer, Heidelberg (1999). doi:10.1007/3-540-48854-5_21

Ontologies and Human Users 425

http://dx.doi.org/10.1007/978-0-387-69900-4_1
http://dx.doi.org/10.1007/978-3-642-34002-4_6
http://dx.doi.org/10.1007/978-3-319-07443-6_37
http://dx.doi.org/10.1007/978-3-642-41924-9_7
http://dx.doi.org/10.1007/978-3-540-89704-0_17
http://dx.doi.org/10.1007/3-540-48854-5_21


18. Fox, M.S., Gruninger, M.: On ontologies and enterprise modelling. In: Kosanke, K., Nell,
J.G. (eds.) International Conference on Enterprise Integration Modelling Technology,
pp. 190–200. Springer, Heidelberg (1997). doi:10.1007/978-3-642-60889-6_22

19. Baker, T., Vandenbussche, P.-Y., Vatant, B.: Requirements for vocabulary preservation and
governance. Libr. Hi Tech 31, 657–668 (2013)

20. d’Aquin, M., Motta, E.: Watson, more than a Semantic Web search engine. Semant.
Web J. 2, 55–63 (2011)

21. Ehrlich, K.: The essential role of mental models in HCI: Card, Moran and Newell. In:
Erikson, T., Mc.Donald, D.W. (eds.) HCI Remixed: Reflections on Works That Have
Influenced the HCI Community, pp. 281–284. MIT Press (2008)

22. Macmillan, N.A., Creelman, C.D.: Detection Theory: A User’s Guide. Lawrence Erlbaum
Associates, Mahwah (2005)

426 F. Zarl et al.

http://dx.doi.org/10.1007/978-3-642-60889-6_22


DLUBM: A Benchmark for Distributed Linked
Data Knowledge Base Systems

Felix Leif Keppmann(B), Maria Maleshkova, and Andreas Harth

Karlsruhe Institute of Technology, Karlsruhe, Germany
{felix.leif.keppmann,maria.maleshkova,andreas.harth}@kit.edu

Abstract. Linked Data is becoming a stable technology alternative and
is no longer only an innovation trend. More and more companies are look-
ing into adapting Linked Data as part of the new data economy. Driven
by the growing availability of data sources, solutions are constantly being
newly developed or improved in order to support the necessity for data
exchange both in web and enterprise settings. Unfortunately, currently
the choice whether to use Linked Data is more an educated guess than
a fact-based decision. Therefore, the provisioning of open benchmarking
tools and reports, which allow developers to assess the fitness of existing
solutions, is key for pushing the development of better Linked Data-based
approaches and solutions. To this end we introduce a novel Linked Data
benchmark – Distributed LUBM, which enables the reproducible creation
and deployment of distributed interlinked LUBM datasets. We provide
a system architecture for distributed Linked Data benchmark environ-
ments, accompanied by guiding design requirements. We instantiate the
architecture with the actual DLUBM implementation and evaluate a
Linked Data query engine via DLUBM.

Keywords: Linked Data · Linked Data benchmarking · Distributed
benchmarking · LUBM · DLUBM

1 Introduction

Linked Data (LD) has witnessed a rapid evolution and growth during the past
years. Driven by the growing availability of data sources, solutions are constantly
being newly developed or improved in order to support data exchange both in
web and enterprise settings. Unfortunately, currently the choice whether to use
Linked Data is more an educated guess than a fact-based decision. Therefore, the
provisioning of benchmarking tools and evaluation reports, which allow develop-
ers to assess the fitness of existing solutions, is key for pushing the development
of better Linked Data-based approaches and solutions. In addition, to be able
to evaluate different alternatives, we require benchmarks that are capable of
providing truly distributed Linked Data settings in a reproducible way.

The Linked Data setting is, on the one hand, characterized by datasets
that consist of multiple distinct graphs represented in the Resource Description
Framework (RDF). Each graph is addressed by a different Uniform Resource
c© Springer International Publishing AG 2017
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Identifier (URI) and is accessible via the Hypertext Transfer Protocol (HTTP).
The documents returned by hosts during requests at these HTTP URIs repre-
sent the graphs in one of the RDF serialization formats, e.g., N-Triples, Turtle,
or RDF/XML. Graphs may contain references to other graphs at different URIs.
On the other hand, clients in the Linked Data setting must be capable of han-
dling remote documents. While RDF query engines enable the answering of
queries against a local graph, Linked Data query engines must retrieve graphs
by requesting documents that contain graph representations via HTTP. Further-
more, to leverage the full potential of Linked Data, these query engines must
support resolving of links within received RDF graphs [16,17], i.e., query engines
must support link following in the overall dataset of interlinked graphs during
query answering.

The characteristics of such distributed Linked Data settings pose new chal-
lenges to the design of adequate Linked Data benchmarks, which are ignored
or only partially covered by existing approaches. In particular, we identify the
following four main problem areas:

Data Generation. Existing benchmarks [9,10,14,15,20,22] for RDF, includ-
ing [14,20] that are only partially but name-wise related to Linked Data, lack
certain capabilities to cover major aspects of Linked Data settings. In partic-
ular, benchmark data generators must be capable of generating datasets that
consist of distinct but interlinked graphs. These graphs must represent a subset
of the overall generated information of the dataset and must not prevent virtual
(and physical) separation, but contain valid links to other graphs in the dataset.
Existing benchmarks for RDF generate monolithic graphs and not separated and
interlinked ones.

Dataset Distribution. Distinct characteristics of Linked Data are the distrib-
ution of datasets in a network, c.f., the Linking Open Data Cloud (LODC) [1],
and accessibility via HTTP. Therefore clients, e.g., Linked Data query engines,
must be capable of not only evaluating but also retrieving documents from hosts
and following links to related graphs. Existing benchmarks for RDF focus on sin-
gle evaluation engines but do not provide support for distribution, as common
for Linked Data settings.

Deployment Complexity. In addition to the lack of certain capabilities and
due to the distributed nature of Linked Data, we face complex deployment
requirements for the simulation of Linked Data settings. For example, one chal-
lenge is the setup of multiple hosts, with the distribution to and interlinking
of graphs at these hosts, and with the resolvability of links in certain network
environments.

Reproducibility. The complexity of the deployments, which extends beyond
the reliable generation of datasets, leads to difficult reproducibility. We need to
be able to reliably reproduce not only RDF graphs with certain characteristics
but also the distribution of the data, including all aforementioned challenges.
The setup of a benchmark with the same parameters at different locations or
times must result in an equal setting with the same characteristics.
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With respect to these challenges, we make the following contributions:

1. Our approach on reproducible distributed benchmark environments for
Linked Data, including requirements derived from the problem areas and
complemented by our architecture designed to cope with these requirements.

2. The Distributed LUBM (DLUBM) as a specific implementation of our archi-
tecture based on the Lehigh University Benchmark (LUBM) [15]. DLUBM
includes (1) a Linked Data generator, (2) integration with container-based vir-
tualization and distribution technologies, (3) supporting tools for automatic
composition and deployment, and (4) reproducibility by pervasive parame-
trization and declaration.

3. The evaluation of a Linked Data query engine by utilizing DLUBM instances
of different scale and granularity. These experiments have been conducted for
comparability on computing resources of broadly available platform providers,
in particular, in the Elastic Compute Cloud (EC2) provided by Amazon Web
Services (AWS).

In the following, after giving an overview of related work in Sect. 2, we present
in Sect. 3 our approach on creating distributed benchmark environments for
Linked Data. In Sect. 4, we describe DLUBM as a specific implementation of
our approach and evaluate the implementation in Sect. 5 by testing a Linked
Data query engine via DLUBM. We conclude our work in Sect. 6.

2 Related Work

With the growing proliferation of graph-based data in general and Linked Data
in particular, benchmarking has become a prominent topic in the Semantic Web
community. Many benchmarks and data generators already exist, including for
instance LUBM [15], Berlin SPARQL Benchmark (BSBM) [9], SPARQL Per-
formance Benchmark (SP2Bench) [22], gMark [6], Generating Random RDF
(Grr) [10], or Waterloo SPARQL Diversity Test Suite (WatDiv) [2]. Still, the
main focus of these solutions is on covering the main features of the SPARQL
Protocol and RDF Query Language (SPARQL), on query optimisation, and not
specifically on exploring the Linked Data setting. One important requirement is
the ability to generate distinct but interlinked datasets. In this context, existing
benchmarks for RDF focus on monolithic graphs but not on separated graphs
in interlinked RDF datasets.

In general, the desirable characteristics of benchmarks [18] (e.g., repeatable,
fair, verifiable, and economical) are not always taken into consideration. More-
over, sometimes the specifics and requirements in RDF and graph data manage-
ment are neglected as pointed out in a series of benchmark surveys [11,12,24]. In
this context, the Linked Data Benchmark Council (LDBC) [3] aims to establish
benchmarks, and benchmarking practices for evaluating graph data management
systems. It proposes a “choke-point”-driven design of graph database bench-
marks, which combines user input with input from expert systems architects.
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We are also witnessing the development of benchmarks that cover specific
domains. For instance, related to social network benchmarking, LDBC devel-
oped the Social Network Benchmark (SNB) [14], which introduces a synthetic
social network graph with three workloads: SNB-Interactive, SNB-BI, and SNB
Algorithms. Similarly, Facebook features LinkBench [4], a benchmark targeting
the workload of Online Transaction Processing (OLTP) on the Facebook graph.
LinkBench focuses only on transactions and uses a synthetic graph generator,
which is unfortunately capable of reproducing very little of the structure or
value correlations found in real networks. Finally, the BG benchmark [7] pro-
poses to evaluate simple social networking actions under different Service Level
Agreements (SLAs). Naturally, domain-specific benchmarks put emphasis on
particular characteristics such as network structure and node correlations.

In summary, while there are a number of benchmarks supporting SPARQL
features, including query optimisation, and while there are also some benchmarks
with focus on certain domains, what is still missing is a benchmark that targets
specifically Linked Data and not RDF in general. This is especially true for
providing options for having virtually or physically distributed datasets, having
valid links between graphs in these datasets, and at the same time being able to
manage the deployment complexity of such a distributed setting.

3 Distributed Benchmark Environments for Linked Data

Our approach on realizing truly distributed benchmark environments for Linked
Data is guided by a set of requirements derived from the problem areas intro-
duced in Sect. 1. With these requirements, we ensure the broad applicability of
our architecture and abstract away from specific implementation characteristics.
Thereby, the approach itself is independent from domains and technologies but
exposes explicit requirements to dataset generation, virtualization, and distrib-
ution technologies. Our DLUBM benchmark environment, described in Sect. 4,
is one specific implementation. In the following, we present first the guiding
requirements and second our architecture.

3.1 Requirements

The requirements that guide our approach are divided in four main groups,
each covering one challenge: deployment-aligned data generation, network layer
distribution, deployment automation, and pervasive declaration.

Deployment-aligned Data Generation. Our goal is the creation of a truly
distributed benchmarking environment not for arbitrary data, but for Linked
Data. Therefore, and with respect to the first problem area “data generation”
introduced in Sect. 1, the first main requirement for our approach is the gener-
ation of RDF graphs that are distinct but interlinked and are suited to settings
that adhere to the well-known Linked Data [8] principles:
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1. “Use URIs as names for things”
2. “Use HTTP URIs so that people can look up those names”
3. “When someone looks up a URI, provide useful information, using the stan-

dards (RDF, SPARQL)”
4. “Include links to other URIs, so that they can discover more things”

These Linked Data principles imply requirements on the generation of fitting
graphs that can be used in a distributed environment. First, the data generator
must support the generation of completely separate RDF graphs, e.g., split into
different files. Depending on the deployment process of the distributed bench-
mark environment, the generation of a relevant subset of the graphs may be an
advantage. Second, the data generator must support the correct interlinking of
these graphs with respect to the actual deployment of the distributed environ-
ment, i.e., the HTTP URIs within generated graphs must point to the correct
related graphs, including their correct hostnames. Third, if SPARQL queries are
dynamically generated along with the datasets, the generator must support the
correct use of HTTP URIs in these queries with respect to the actual deployment
of graphs in the distributed benchmark environment.

Network Layer Distribution. An implicit requirement to a distributed bench-
marking environment for Linked Data, introduced by the second problem area
“dataset distribution” in Sect. 1 and imposed by the second and fourth Linked
Data principles, is the interlinking and lookup in distributed datasets, i.e., HTTP
URIs in graphs of the datasets can be looked up to discover related graphs. While
this can be achieved with a single host through distribution on the application
layer (i.e., graphs identified and looked up by different HTTP URIs hosted at one
server) simulating a realistic setting in the context of scenarios in the LODC, the
Internet of Things (IoT) [5], the Web of Things (WoT) [13], or the Semantic Web
of Things (SWoT) [19], can only be achieved if these graphs are distributed at
least at the level of different hosts. Therefore, the second main requirement guid-
ing our approach is the distribution of interlinked RDF graphs at the network
layer of the Open Systems Interconnection (OSI) model, in particular using dif-
ferent Internet Protocol (IP) addresses or Domain Name System (DNS) records.
Graphs must be provided by distinct hosts and be resolvable via HTTP. With
respect to established cloud and emerging container-solutions, we neither require
nor prohibit physically separate hosts.

Deployment Automation. With the third problem area “deployment com-
plexity” in Sect. 1, we focused on the complexity of deployments that accompa-
nies distributed applications. As examples, we pointed out: the setup and net-
working of multiple hosts, the distribution to and interlinking of graphs at these
hosts, and the resolvability of links in certain network environments. In addi-
tion, benchmark environments are not setup for long-term provisioning, but for
experiments with different parametrizations and computing resources. Further-
more, benchmark environments must be flexible to be deployed, at appropriate
scale: on limited development resources or large scale testing facilities. Our third
main requirement on distributed benchmarking environments for Linked Data is,
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therefore, the automation of the deployments, thus reducing the complexity to a
sufficient degree that renders the benchmark environments usable in short-term
and enables temporary experimental settings of different scales.

Pervasive Declaration. Comparing different solution alternatives for the same
problem area is one of the key goals of benchmarks. The same set of configuration
parameters leads to the same set of resources, which are used to evaluate and
compare different solutions for the same problem. Therefore, and with respect
to the fourth problem area “reproducibility” introduced in Sect. 1, the fourth
and final main requirement guiding our approach is the reproducible creation of
the distributed benchmarking environment. The declaration of the same set of
parameters must lead to the same generated datasets, distribution, and inter-
linking. In addition, the computing resources available for the hosts may be
covered for greater comparability. The interweaving of Linked Data generation
and the actual distributed deployment, under different conditions, is especially
challenging for reproducibility. In order to be able to handle this, for our app-
roach, we distinguish between different types of parameters. On the one hand, we
introduce parameters that influence the scale and granularity of the distributed
benchmarking environment. These may be global (e.g., the number of graphs and
the size of overall datasets for scaling) or local, i.e., host-specific (e.g., the type of
data to be generated in case of different granularities within the overall dataset).
On the other hand, we introduce parameters that influence the interlinking of
graphs. These are deployment-specific and enable the adjustment of generated
data to the environment, in which the distributed benchmark is deployed (e.g.,
URI templates to generate correct links, according to the IP or DNS schema of
the environment).

3.2 Architecture

The architecture of our distributed benchmarking environment was especially
designed to fulfil the aforementioned requirements. In particular, the require-
ment of pervasive declaration to ensure reproducible creation of the benchmark
environment is challenging, since a solution must also cover implications from
all other main requirements. While the scope of reproducibility in pure RDF/
SPARQL benchmarks is limited to the generation of equal graphs and queries,
it is extended to the generation of distributed environments with equal charac-
teristics in the case of Linked Data.

For the requirement of deployment-aligned data generation, we built on
Linked Data-capable data generators or on established RDF benchmarks. These
are extended to generate graphs for Linked Data, e.g., in our implementation
in Sect. 4. In general, data generators are exchangeable in our approach as long
as they support the parametrized generation of datasets that contain distinct
interlinked graphs, including the adjustment of links to the actual deployment.
For the requirements of network layer distribution and deployment automation,
we built on container-based virtualization technologies that, independently of
the specific deployment platforms, allow the definition of hosts, networks, and
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other deployment-specific tasks. For the requirement of pervasive declaration,
we built on the parametrization of the data generator, the declarative definition
of containers based on container blueprints for the setup of the included systems
and software, and the declarative definition of compositions of containers. Tak-
ing, in addition, the computing resources into account that are provided for the
deployment of a composition, we are able to reach reproducible creation for the
overall distributed benchmark environments.

Figure 1 shows an overview of our architecture. On the one hand, we describe
the lifecycle, similar to a state machine, as a set of states and transitions that
a benchmark environment passes trough from initialization to termination. On
the other hand, we describe the artefacts that are created during the lifecycle by
users or the benchmark tooling and describe the technologies that accompany
each state. Beside the technologies required for the environment, the transitions
between states can and partially should also be supported by technology in
order to enable the increased deployment automation. With every state, the set
of required technologies is extended and, thereby, details of the implementations
are narrowed down.

Fig. 1. Architecture – Lifecycle, Artefacts, and Technologies

Configuration. The configure transition leads from the initial state to the Con-
figured state. In this state, an implementation of the architecture is still inde-
pendent from any specific virtualization technology or deployment platform. The
technologies accompanying this state are technologies that are indirectly config-
ured, e.g., the operating system, servers, or the Linked Data generator. These
technologies are setup in a declarative way by container blueprints and optionally
pre-assembled as container images, that again reduce the potential variables in
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the overall system. The artefacts generated or determined during the configure
transition are limited to simple configuration files or program arguments. These
configurations contain the essence of parameters that are required to define the
characteristics of the distributed benchmark environment, which is then derived
from these parameters in the following transitions.

Composition. The compose transition leads from the Configured state to the
Composed state. In this state, an implementation of the architecture is specific to
one virtualization technology but independent from deployment platforms. The
technologies accompanying this state are container-based virtualization technolo-
gies. These enable us to define in a declarative way: (1) the detailed setups of
systems in the form of container blueprints, including their operating systems,
applications, processes, and optional parametrization; and (2) the detailed setups
of distributed applications in the form of compositions, including the contain-
ers that should be part of the application, their parameters, and the network
connections between containers and to external networks. An implementation of
the architecture must provide container blueprints for the Linked Data genera-
tion and provisioning. In addition, the compose transition should be supported
by composition generators to expand configurations to compositions. During
the compose transition, we expand the benchmark-specific parameters of the
configuration and create as artefact a virtualization technology-specific compo-
sition, based on the provided container blueprints. By utilizing the container
blueprints, in combination with the composition generator, we reduce the set
of parameters in the overall benchmark environment to the aforementioned set
of configuration parameters. These parametrize the composition generator and,
thereby, the container instances and the data generators as well. For instance,
during this transition we determine the correct amount of containers and the size
of generated datasets to fit scaling parameters, or container-specific parameters
to generate correct graphs and generate correct links to other graphs based on
the host configurations in the composition.

Deployment. The deploy transition leads from the Composed to the Deployed
state. In this state, an implementation of the architecture is specific to one virtu-
alization technology and one deployment platform. The technologies accompany-
ing this state are the container management of the container-based virtualization
and the computing resources provided to this management. An important char-
acteristic of these virtualization technologies is the platform-agnostic handling of
standalone containers and compositions, i.e., they can be deployed on local com-
puters, private clouds, or on Platform as a Service (PaaS) solutions. Our strategy
behind decoupling the composition and the deployment platform is as follows:
the more broadly available the deployment platforms used for the benchmarking
are, the more comparable the benchmarking results will be. While custom local
computing power or private clouds may be sufficient for development and test
purposes, comparative benchmarking should be executed on detailed specified
hardware settings and, ideally, run on broadly available computing resources.
In this way, the benchmarking results become not only more comparable but
also more reproducible. The artefacts generated during the deploy transition are
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container instances, setup according to the composition, which run on the chosen
deployment platform, are connected by a network, provide correctly interlinked
graphs, and expose this Linked Data to clients. At this state, the benchmark
environment is ready for use.

Evaluation. Having reached the Deployed state, we indicate that the benchmark
environment is in use via the evaluate transition. Experiments can repeatedly be
performed to conduct evaluations by utilizing the deployed environment. After
the completion of the experiments, the benchmark environment is obsolete and
can be stopped (as indicated by the terminate transition to the final state).
Furthermore, any reserved computing resources may be released.

4 Distributed LUBM

With the Distributed LUBM (DLUBM), we provide a specific implementation
of the architecture introduced in Sect. 3 that realises a truly distributed and
interlinked Linked Data benchmarking environment. The implementation of the
data generator component, which we introduce below in more detail, is derived
from the well-known LUBM [15] benchmark. We support the same scaling and
semantically same data but provide new contributions in the form of new func-
tionalities. In particular, we enable the generation of datasets of different size and
granularity as well as the correct interlinking of contained graphs with respect
to the actual deployment. Furthermore, we support virtualization based on the
Docker1 ecosystem by providing DLUBM container blueprints, container images,
and the generation of compositions that enable the deployment of distributed
multi-container DLUBM instances on standalone Docker or computing clusters
managed by Docker Swarm on all supported platforms. Our DLUBM implemen-
tation is configurable by a small set of parameters, deployable with a high degree
of automation on local computers, private clouds, or PaaS computing resources,
and creates reproducible and truly distributed Linked Data environments for
benchmarking.

4.1 Structure and Parameters

Our DLUBM benchmark environment is based on the original LUBM scenario,
which consists of information about universities, departments of universities, and
detailed information about entities involved in departments such as professors,
students, or courses, as well as interrelations between these entities. We support
different granularity levels to denote the structural level of detail at which graphs
about entities are provided by separate hosts. For example, the granularity level
department, visualized in Fig. 2, will lead to separate hosts that provide one or
more department graphs as well as hosts for one or more university graphs and
a global graph. The number of universities and departments per host is parame-
trized. In contrast, the granularity level global will lead to one host that provides
1 https://www.docker.com/.

https://www.docker.com/
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Fig. 2. DLUBM – Host Structure and Interlinking of Granularity “department” [21]

all graphs. Currently, we support the levels global, university, and department.
The global graph contains links to all universities, the university graphs contain
links to all departments of the corresponding university, and the department
graphs contain information about all other entities that partially contain again
links to other universities.

Our DLUBM benchmark environment can be configured with a small set
of parameters. We give in Fig. 3 an overview of all important parameters. In
particular, we can describe the characteristics of a DLUBM instance as function
of the global parameters:

Fig. 3. DLUBM – Parameters
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DLUBM Instance = DLUBM(seed, granularity, university offset,
university amount, university limit, department limit)

These parameters must be provided to the composition generator that derives
the local parameters (Fig. 3) for every container definition during the compose
transition (c.f., Sect. 3.2). The generator adds a container definition for a fixed
ontology URI to the composition and a single global container definition, or
global and university container definitions, or container definitions at all three
levels, depending on the global granularity level parameter. Every container is
parametrized by the local parameters to generate and provide its part of the
overall dataset. The last type of parameters is relevant for deployment, but not
for the characteristics of the DLUBM instance. In particular, the ontology URI
and templates for URIs to universities and departments must be provided in
the container definition. During initialization of a container the Linked Data
generator replaces template variables, e.g., path parameters for university and
department indices, and, thereby, generates resolvable links. The creation of
these templates is taken over by the composition generator.

4.2 Software Components

We developed different software components2, which, integrated with existing
technology, implement our architecture. We provide a data generator, a con-
tainer blueprint for data provisioning containers, a container image based on the
blueprint to ease deployment, a composition and query generator, and utilize
different deployment helpers, as described in the following.

Linked Data Generator. We provide the DLUBM data generator for gen-
erating distinct but interlinked graphs. The data generator is an extension of
the LUBM artificial data generator3 by Vesse and, originally, by Guo [15]. Our
extension enables the data generator to (1) generate a subset of graphs of the
overall datasets on different hosts, (2) generate only a specific granularity level,
and (3) generate correct links to other graphs in the dataset by utilizing URI
templates. The generator still supports the generation of original LUBM data.

Container Blueprint. We provide a Dockerfile, i.e., the aforementioned con-
tainer blueprints, as well as pre-build Docker images4 for the DLUBM data
generator. The Dockerfile defines in a declarative way the setup of an operat-
ing system, the generation of documents with graph representations, and a web
server to provide these documents. With the Docker image a pre-build version
of the defined system exists, ready to use for parametrized instantiation of con-
tainers in the Docker ecosystem.

Composition Generator. We provide a generator for Docker compose files,
i.e., the aforementioned compositions, that is capable to expand DLUBM con-
figurations to compositions of containers that represent the complete derived
2 https://github.com/fekepp/dlubm.
3 https://github.com/rvesse/lubm-uba.
4 https://hub.docker.com/r/fekepp/dlubm.

https://github.com/fekepp/dlubm
https://github.com/rvesse/lubm-uba
https://hub.docker.com/r/fekepp/dlubm
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Fig. 4. DLUBM Composition – Example of a Parametrized Container Declaration

DLUBM instance. In Fig. 4, we show an excerpt of a DLUBM Docker compose
file that contains as an example the container definition of one DLUBM container
instance. The definition includes deployment-specific parameters, e.g., the redi-
rection rules for a reverse proxy, as well as previous presented DLUBM-specific
parameters.

Query Generator. We also support the generation of LUBM SPARQL queries
that are aligned with the compositions. Since the URIs in generated graphs
are deployment-specific, queries must be adjusted to the deployment. Generated
queries provide the same semantics as the original LUBM queries but are tailored
to the actual DLUBM instance in terms of URIs.

Deployment Helpers. The Docker ecosystem provides several components
that ease the management and deployment of large-scale container environments,
which we mention but refer to their documentation for further details. We use
Docker Compose5 for deployment of compositions to local Docker instances. We
use Docker Stacks for deployment of compositions to multiple Docker instances
via a cluster managed in a Docker Swarm6. In the latter case, the distribution
and lifecycle of containers on multiple computing resources is dynamically man-
aged. We use Traefik7, a reverse proxy with support for local Docker instances
as well as Docker Swarm environments. Hereby, the assignment of DNS records
to containers and the corresponding routing of requests to these records is part
of the composition and thus is automatically managed.

5 Evaluation

We evaluate our approach by utilizing the architecture and the DLUBM imple-
mentation for measuring the performance of a Linked Data query engine.
5 https://docs.docker.com/compose/.
6 https://docs.docker.com/engine/swarm/.
7 https://traefik.io/.

https://docs.docker.com/compose/
https://docs.docker.com/engine/swarm/
https://traefik.io/
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In the following, we first introduce the query engine, then describe the experi-
mental setup, and finally discuss the results.

5.1 Linked Data Query Engine

For our experiments, we evaluate Linked Data-Fu (LD-Fu) [23], a combination
of SPARQL query evaluation engine and interpreter of Notation3 (N3) rule pro-
grams. LD-Fu is accompanied by the corresponding semantics for the interpre-
tation of rules and supports separate handling of specific ontologies, e.g., the
HTTP vocabulary8 for execution of HTTP requests, or the Math ontology for
providing built-in mathematical functions. LD-Fu maintains during interpreter
runs an internal RDF graph that is enriched by RDF triples given as part of
rule programs, derived by the interpretation of rules, or requested via HTTP.
The internal RDF graph can be queried via SPARQL. Thereby, LD-Fu enables
requests to resources, link following, as well as querying of requested, aggregated,
and derived data.

5.2 Experiments

A documentation of our experiments, including guidlines, highly-automated
deployment, experiments, and results, is available online9.

Deployment Platform. Our experiments have been conducted on comput-
ing instances in the Elastic Compute Cloud (EC2)10 of Amazon Web Services
(AWS)11. In particular, we used the following setup of 20 instances12:

While the instance for experiments is provisioned with Ubuntu, all Docker
Swarm instances use the Docker-centric operating system RancherOS. The mas-
ter instance and all worker instances form a Docker Swarm that manages the
provisioning of containers. At the master instance, a container including a reverse
proxy handles the mapping of incoming requests at a dynamically allocated DNS
entry to containers managed by the Docker Swarm. Thereby, the assignment of
containers to hostnames can be declared in the composition. For the experiments,
we restrict DLUBM containers to run only at worker instances (Fig. 5).

Linked Data Environment. For comparability with the original LUBM bench-
mark results, we use two instances of our DLUBM environment with similar
characteristics: DLUBM(0, DEPARTMENT, 0, 1, 1, 1) leading to 18 hosts and
DLUBM(0, DEPARTMENT, 0, 5, 1, 1) leading to 100 hosts. Both instances are
configured at department granularity for the generation of multiple hosts, i.e.,
with one host per university and per department. Thereby, we maintain compa-
rability of the query results with the results of the work on the non-distributed
8 https://www.w3.org/TR/HTTP-in-RDF10.
9 https://github.com/fekepp/dlubm-ldfu-eval.

10 https://aws.amazon.com/ec2.
11 https://aws.amazon.com.
12 The amount of 20 instances still allows usage of our documented experiments without

requesting a limit increase for running more instances on AWS EC2.

https://www.w3.org/TR/HTTP-in-RDF10
https://github.com/fekepp/dlubm-ldfu-eval
https://aws.amazon.com/ec2
https://aws.amazon.com
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Fig. 5. Experiments – Deployment Platform at AWS EC2

LUBM [15], that have been based among others on querying one and five uni-
versities.

Queries. For our measurements, we use the original 14 SPARQL queries of the
LUBM benchmark, adjusted by our composition generator with the correct URIs
for our DLUBM environment. In addition, we added the “DISTINCT” modifier
to eliminate duplicate results.

Rules. The LD-Fu interpreter is capable of evaluating N3 rules but without
advanced built-in inferencing for the Resource Description Framework Schema
(RDFS) or the OWL Web Ontology Language (OWL). We, therefore, add in
separate experiments entailment rule sets with RDFS and OWL-LD13 entailment
rules. In addition, and to emphasize the modular approach of LD-Fu, we add
two custom rules in an extra run to the OWL-LD rule set, that derive most of
the still missing results for the LUBM queries.

5.3 Measurements

In the following, we illustrate the results of the query evaluation as well as the
different time and inferencing metrics, measured during the evaluation of LUBM
queries on both DLUBM configurations with LD-Fu.

Query Results. We measured the evaluation of DLUBM queries without rule
set, with every rule set, and with the combinations of rule sets. Due to space
constrains, we show in Fig. 6 only the query results for DLUBM(0, DEPART-
MENT, 0, 1, 1, 1) without rule sets, with RDFS, OWL-LD, and with OWL-LD
+ C (extended by the two custom rules). Query 1, 3, and 14, contain simple
selections and can be handled without entailment rules. For all other queries, we
see an improvement with RDFS, and further for query 11 with OWL-LD, which
supersedes the RDFS result. Finally, our two custom rules, that handle infer-
encing related to students and head of departments, complement the OWL-LD
rule set in most cases.

Times. During the experiments, we measured the different times for both con-
figurations per query. In Fig. 7, we visualize from top to bottom – the overall
runtime for query evaluation, the average request time for successful requests,
and the average request time for failing requests; on the left side – for the con-
figuration with 18 hosts; on the right side – for the configuration with 100 hosts.

13 http://semanticweb.org/OWLLD/.

http://semanticweb.org/OWLLD/
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Fig. 6. Experiments – Query Results and Completeness

Failing requests appear due to a hard-coded limitation within the LUBM data
generator, that generates links to universities with an index between 0 and 1000.
These universities must not necessary exist, in particular not for low university
numbers as in our evaluation. Therefore, diagrams 5 and 6 represent the average
request times for several failing requests.

The diagrams show in essence two noticeable details. First, the performance
of a Linked Data query engine is not only dependent on the performance of
the engine itself, but has also to cope with a potential unpredictable network
environment, which is out of its control. This is visible in the failing requests
(diagrams 5 and 6). HTTP requests are, as far as possible, executed by LD-Fu in
parallel and are, therefore, considerably faster than in serial execution. However,
if some requests are significantly delayed, e.g., indicated by the increased average
request times, for example, during evaluation of query 1, 13, and 14 in diagram
5, the engine has to wait for these requests to fail or to return with valuable
content. The delay caused by these requests is reflected in the overall runtime
for the respective queries in the runtime diagrams 1 and 2.

Second, in runtime diagram 2, showing query evaluation on the configuration
with 100 hosts, we can clearly see the impact of entailment rules. Already with
RDFS entailment rules, the runtime is significantly higher, but increases for
OWL-LD entailment rules many times over. Unclear, however, is the correlation
with the average times for successful requests (diagram 4). Either the connection
handling is slowed down by the processing power consumed for evaluation of
entailment rules, or the processing of returned payload is slowed down for the
same reason.

Derived Triples. The triples, which have been derived by the interpreter in the
different settings, are listed in the following. For DLUBM(0, DEPARTMENT,
0, 1, 1, 1), the LD-Fu engine derived 0 triples (No Rule Set), 115860 triples
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Fig. 7. L/R: 18/100 Hosts; T/B: Runtime, Avg. Req. Time Success/Failure

(RDFS), 182949 triples (OWL-LD), and 184939 triples (OWL-LD + Custom).
For DLUBM(0, DEPARTMENT, 0, 5, 1, 1), the LD-Fu engine derived 0 triples
(No Rule Set), 700552 triples (RDFS), 1115161 triples (OWL-LD), and 1127154
triples (OWL-LD + Custom).

6 Conclusion

High-quality benchmarks and evaluation results are essential not only for mea-
suring the suitability of a certain technology or setup but also for pushing the
development of better approaches. We contribute to the evolution of Linked Data
technologies by introducing the Distributed LUBM for creating reproducible
and distributed benchmark environments for Linked Data. While we extend the
LUBM benchmark with features for generating Linked Data, the approach itself
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is independent from a specific data generator, as long as the generator provides
means for generating distinct graphs and provides means for adapting the links
between these graphs to interlink the overall dataset. Substitution of compo-
nents, e.g., the data generator, is possible due to our architectural approach as
well as the introduced design requirements, which clearly separate the involved
artefacts, the used technologies, and the current state of the system. We demon-
strate the practical use of DLUBM by evaluating a Linked Data query engine
via DLUBM with the original LUBM queries and different entailment rule sets.
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Abstract. This paper presents the Norwegian State of Estate (SoE) dataset
containing data about real estates owned by the central government in Norway.
The dataset is produced by integrating cross-domain government datasets
including data from sources such as the Norwegian business entity register,
cadastral system, building accessibility register and the previous SoE report. The
dataset is made available as Linked Data. The Linked Data generation process
includes data acquisition, cleaning, transformation, annotation, publishing,
augmentation and interlinking the annotated data as well as quality assessment
of the interlinked datasets. The dataset is published under the Norwegian
License for Open Government Data (NLOD) and serves as a reference point for
applications using data on central government real estates, such as generation of
the SoE report, searching properties suitable for asylum reception centres, risk
assessment for state-owned buildings or a public building application for
visitors.

Keywords: State-owned real estates � Linked Data � Open Government Data �
RDF

1 Introduction

One significant part of public spending is on buildings and properties needed by public
administrations. A State of Estate (SoE) report1 – a report containing integrated data on
state-owned real estates2 can help the governments use them more effectively3. In
Norway, such a report is published as an attachment4 to the proposed parliamentary
resolution No. 1 every four years by Statsbygg5 on behalf of the Ministry of Local

1 An example of such a report from the UK government can be found at: https://www.gov.uk/
government/uploads/system/uploads/attachment_data/file/200448/SOFTE2012_final.pdf.

2 Real estates can also be called real properties, properties or cadastral parcels if the properties are
registered at the national cadastral system.

3 https://www.theguardian.com/news/datablog/2013/may/21/downsizing-government-estate.
4 https://www.regjeringen.no/contentassets/f4346335264c4f8495bc559482428908/no/sved/
stateigedom.pdf.

5 http://www.statsbygg.no/Om-Statsbygg/About-Statsbygg/.
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Government and Modernization6. The data collection and quality control process has
historically been resource demanding and error prone and the result was static and did
not reflect the changes after the report was published. Though the report is available
online as a PDF file, the data from the report is not easily reusable because of the data
format, quality, and lack of semantic descriptions of the complex real property domain.
A State of Estate (SoE) business case was introduced in [1] to carry out the reporting
task in a more effective way by publishing and integrating government data from both
open and proprietary sources: the Norwegian business entity register, cadastral system,
building accessibility register and the previous SoE report. Sharing the SoE dataset in a
Linked Data format enables data reuse, opens up possibilities for using the SoE data in
innovative ways, and helps increase transparency in the government administration.

Our contribution in this paper is the SoE dataset together with the publication
process of state-owned real estates in Norway as Linked Open Data – a result of
publishing and integrating several cross-domain government datasets in RDF7. Com-
plex queries can be run on multiple interlinked source datasets to generate lists of
inconsistencies between them. The lists are used to improve the data quality in the
source systems and, afterwards, the data quality in the resulting SoE dataset is also
improved when the source datasets are updated and republished. Publishing the
resulting SoE dataset as Linked Data avoids manual data collection, simplifies the
process of SoE report generation, and also promotes innovative services such as risk
assessment of state-owned buildings by integrating the dataset with natural hazards
datasets.

The structure of the paper is as follows. Section 2 introduces the source datasets.
The SoE Linked Data generation process is described in Sect. 3. Section 4 provides a
description of the resulting SoE dataset. Section 5 presents the usage examples of the
published dataset. Related work is discussed in Sect. 6. Section 7 summarizes the
paper and outlines further work.

2 Source Datasets

This section presents the details on the source datasets and the major challenges on
working with and processing the datasets. The following datasets from different sources
serve as input for the generation of the SoE dataset:

• The central government organization dataset – a subset of data from the Norwegian
Business Entity Register administrated by the Brønnøysund Register Centre8;

• The cadastral datasets – a subset of data from the Norwegian Cadastral System9

administrated by the Norwegian Mapping Authority;

6 https://www.regjeringen.no/en/dep/kmd/id504/.
7 https://www.w3.org/RDF/.
8 https://www.brreg.no/home/.
9 http://www.kartverket.no/en/Land-Registry-and-Cadestre/.
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• The building accessibility dataset from the Building Accessibility Register10

administrated by Statsbygg;
• The previous SoE dataset administrated by Statsbygg;
• The municipality boundaries dataset administrated by the Norwegian Mapping

Authority.

The non-geospatial datasets are prepared by dataset providers in tabular format and
the geospatial datasets as shape files11. Both tabular format and shape files are sup-
ported by the RDF conversion tool used for the generation of the SoE data.

2.1 The Central Government Organizations Dataset

The Norwegian Business Entity Register provides a complete dataset that covers all the
public and private business entities in Norway. The dataset is assigned the Norwegian
License for Open Government Data (NLOD)12 and available through a Web API on the
Brønnøysund Register Centre’s website13 and the Norwegian government’s open data
sharing platform14.

The central government organizations dataset is a subset of the complete list of
organizations and, because of the structure of the data, there is no single attribute that
can be used to extract all central government organizations. The top level central
government organizations (e.g., the parliament, ministries) can be identified using a
filter on organizational format that equals to “STAT”. The subordinate organizations
need to be extracted for each of the top level organizations by using the parent orga-
nization attribute. There exist some organizations that are not covered by the above
iterative method and the organizations are added from a manual exception list which is
a result of domain experts’ evaluation of organizations from the previous SoE report
compared to the current organization list. Moreover, the central government organi-
zations dataset is subject to changes, though the change frequency is not often.
Organizational change after a general election, fusions between organizations and
privatization of government organizations and other reasons can have effect on the
ownership relationship, which causes further difficulties when reconciling the data.

2.2 The Cadastral Datasets

The Norwegian cadastral data (including land ownership) are partially open and
available as a map-based Web application15 that presents detailed information of only
one cadastral parcel at a time. This distribution of the data does not support pro-
grammatic access to cadastral data for all the state-owned real estates and it is not
suitable for the purposes of the SoE report generation. The cadastral data are also

10 https://byggforalle.no/uu/sok.html?&locale=en.
11 https://en.wikipedia.org/wiki/Shapefile.
12 https://data.norge.no/nlod/en/1.0.
13 http://data.brreg.no/oppslag/enhetsregisteret/enheter.xhtml.
14 http://hotell.difi.no/?dataset=brreg/enhetsregisteret.
15 http://seeiendom.no.
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available through a Web service or a database dump under subscription-based
licensing. Thereby, the cadastral datasets suitable for programmatic access are essen-
tially proprietary and closed for public access. The current data export approach is
based on a cadastre database dump and returns four sub-datasets:

• The cadastral parcel ownership dataset for state-owned or state-leased cadastral
parcels;

• The cadastral parcel geospatial dataset;
• The building dataset of buildings built on state-owned or state-leased cadastral

parcels;
• The building geospatial dataset.

Table 1 contains sample records from the cadastral parcel ownership dataset. The
organization number (Org. No.) is an attribute shared by the central government
organization dataset. The Municipality is an attribute shared by the municipality
boundaries dataset. The Cadastral ID is an attribute shared by the other cadastral
sub-datasets.

The four cadastral sub-datasets are subject to change due to ownership changes and
other kinds of changes related to cadastral parcels and buildings.

2.3 Building Accessibility Dataset

The Building Accessibility Register covers many aspects of accessibility16 of public
buildings at different levels of a construction: building, floor and room. The building
accessibility data is open and available through a Web application17 which only returns
the accessibility data of one building by each search. The dataset is a simplified subset of
the building accessibility data and provides primarily five indicators at the building level
chosen by building accessibility experts. These indicators are hasStepFreeMainAccess,
hasStepFreeSideAccess, hasElevator, hasHandicapToilet and hasHandicapParking.
The dataset is generated through an API-based export from the building accessibility
database.

2.4 The Previous State of Estate Report Dataset

The previous State of Estate report dataset was dated 2013–2014 and is open and
available as an online PDF file with limited possibility of data manipulation and further
processing. The data are also stored in a proprietary relational system at Statsbygg, the
access to which was granted for the purposes of the SoE report. Only Statsbygg’s
properties and buildings are updated after the report was generated and Statsbygg
administrates less than 40% of the state-owned buildings. Therefore, this dataset is only
used as an alternative reference data source for quality check in this business case as
exemplified in Sect. 3.6. No further updates need to be provided and supported for this
dataset.

16 https://en.wikipedia.org/wiki/Accessibility.
17 https://byggforalle.no/uu/sok.html?&locale=en.
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2.5 The Municipality Boundaries Dataset

The Municipality Boundaries geospatial dataset is one of the open datasets18 provided
by Norwegian Mapping Authority and is downloadable19 in SOSI20 format. The
downloaded dataset is then converted to a shape format. The dataset covers the whole
Norway and contains a national identifier and name of each municipality in addition to
the geometry of the municipality’s boundary as polygons. In comparison to the other
input datasets, the municipality boundaries are relatively stable, but the municipalities
could be changed due to administrative reforms.

2.6 Challenges in Integrating the Source Datasets

Open government data’s burdens are inherent to large-scale distributed data integration,
collective data manipulation and transparent data consumption [2]. Though the data
providers are the most authorized actors in their domains in the public sector, none of
the datasets are 100% accurate and consistent. The method to extract central govern-
ment organizations described in Sect. 2.1 does not cover the whole scope of central
government organizations because some organizations are not required to be registered
using the specified method and need to be identified and added to the list manually.

There also exist inconsistencies between the source systems which increase the
complexity in data integration and impact the quality of the data in the resulting SoE
dataset. A common reason for inconsistencies is due to different domain focus.
Propman’s (Statsbygg’s property management system) domain focus is real estate and
building management for Statsbygg while the cadastral system focuses on legal rights
and obligations on cadastral parcels and buildings in Norway. State-owned properties
abroad are registered in Propman, but they are not available in the Norwegian cadastral
system. Buildings with areas of less than 15 square meters are registered in Propman,
but it is not mandatory to register them in the Norwegian cadastral system and they do
not have corresponding national building identifiers. Furthermore, a physical building
can be extended several times and the extensions are assigned new cadastral building
numbers and therefore it can be connected to more than one national cadastral building
number though Propman treats it as only one building.

Table 1. Example records from the cadastral parcel ownership dataset

Name ROLE Cadastral ID Org. no. Municipality Date From Date To

Statens Vegvesen H- Hjemmelshaver 0214/107/402/0 971032081 0214 22.10.2014 01.01.1753

Statens Vegvesen H- Hjemmelshaver 0214/112/2/0 971032081 0214 23.02.2006 01.01.1753

Statens Vegvesen H- Hjemmelshaver 0214/121/9/0 971032081 0214 23.02.2006 01.01.1753

Norsk Institutt
for Skog Og Landsk

F - Fester 0214/42/1/78 970167641 0214 05.02.1953 01.01.1753

18 http://www.kartverket.no/en/data/Open-and-Free-geospatial-data-from-Norway/.
19 http://data.kartverket.no/download/content/geodataprodukter.
20 http://www.kartverket.no/en/geodataarbeid/SOSI-Standard-in-English/SOSI-Standard-in-English/.
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Additionally, inconsistencies between systems are often caused by delayed or
missing registrations or updates. The ownership change between organizations in the
public sector is not always officially registered either to save the registration cost or due
to lack of compulsory reporting routines. After a fusion between organizations the
business entity register is updated while the previous organization number and name
may still be registered in the cadastral system as a real rights holder. There are also
examples of old ministries or organizations from earlier government periods registered
as owners in the cadastre. Though all cadastral parcels in the previous SoE report have
registered national cadastral parcel identifiers, the registration is manual and sometimes
includes invalid values. More than 70% of buildings in the previous SoE report lack of
national cadastral building identifiers because this attribute was not mandatory.

The above challenges will be addressed and discussed in Sects. 3.1 and 3.6 to
improve the data quality of both the source datasets and the resulting dataset.

3 Linked Data Generation Process

The process of generating Linked Data for state-owned properties is shown in Fig. 1.
The data acquisition step collects and prepares the datasets from multiple cross-domain
sources as described in Sect. 2. Data cleaning is introduced in Sect. 3.1, conversion to
RDF is described in Sect. 3.2, data augmentation using SPARQL CONSTRUCT21

queries is detailed in Sect. 3.3, data interlinking is explained in Sect. 3.4, dataset
publishing for the source datasets and result dataset is presented in Sect. 3.5, and data
quality assessment on the result dataset is described in Sect. 3.6. DataGraft22 [3–5] – a
cloud-based platform for data cleaning and Linked Data generation – has been used for
generating the Norwegian SoE dataset.

3.1 Data Cleaning

The data cleaning step aims to remove syntactic and/or semantic errors in the source
datasets by following the tabular data cleaning approach described in [6]. Examples of
data cleaning and preparation tasks include:

• The source datasets inherits the number and time-date formatting from their original
systems which are Norwegian in this case. The Norwegian decimal separator is
comma and it is replaced by point so that the dataset conforms to the decimal
formatting used in the RDF conversion tool in DataGraft (e.g., the decimal 300,5 is
replaced by 300.5).

• The cleaning process also recognizes and unifies null values for attributes with null
values or similar (e.g., converting date values from “”, “0”, “101”, etc., to the
unified conventional null date value “17530101”).

• Not all records in the previous SoE report dataset have valid cadastral parcel
identifier values and many records lack cadastral building identifiers (ref. Sect. 2.6).

21 https://www.w3.org/TR/rdf-sparql-query/#construct.
22 https://datagraft.io/.
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A multistep procedure was developed to assign unique identifiers for cadastral
parcels and buildings to handle the situation of missing or non-valid national
identifiers. The national cadastral parcel identifier is assigned as unique identifier in
the first place if it is available; otherwise a unique identifier is generated by con-
catenating municipality number, cadastral unit number, property unit number and
leaseholder number.

• The default separator semicolon may also occur as part of the text in some of the
text columns, which will cause wrong mapping of columns. The text columns
containing semicolons are first identified and then cleaned by removing the extra
semicolons.

3.2 Conversion to RDF

This section describes the process of converting the source datasets to RDF format. In
addition to standard and established ontologies such as DBpedia-owl and schema.org,
the proDataMarket ontology [7]23 is used as a central reference model for RDF
transformation. The proDataMarket ontology reuses the Land Administration Domain
Model (LADM) defined in ISO 19152:201224 standard and cadastral parcel concept
specified by the European Union’s INSPIRE data specifications25.

The transformation scripts for the datasets are freely available as public transfor-
mations on DataGraft for registered users26. Table 2 shows the latest transformation
scripts for each dataset with links to the actual transformation scripts provided as
footnotes.

The transformation scripts are also published at a third party site27. The scripts are
coded in Clojure28 and include two parts: a data cleaning pipeline for data cleaning and
preparation tasks; and a part for RDF mapping.

The central government organizations dataset reuses the established vocabulary
from schema.org and DBpedia-owl to map and convert data to RDF. Attributes like the

Fig. 1. SoE Linked Data generation process

23 Available at http://vocabs.datagraft.net/ and the names start with proDataMarket.
24 http://www.iso.org/iso/catalogue_detail.htm?csnumber=51206.
25 http://inspire.ec.europa.eu/data-model/approved/r4618-ir/html/.
26 The scripts are currently best visible using Chrome.
27 https://zenodo.org/record/834300/files/SPARQLQueriesForLinkedDataGeneartion.pdf.
28 https://clojure.org/.
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Table 2. Transformation script files for the involved datasets

Input dataset Source
format

Size Transformation scripts Output,
triples

Dataset
is
public

Central
government
organizations
dataset

CSV 46 KB
(217
records)

Central government organization
transformationa

5049 Yes

Cadastral parcel
ownership
dataset

CSV 3.83 MB
(18105
records)

Cadastral parcel ownership
transformationb

559743 No

Cadastral parcel
geospatial
dataset

Shape
file

4 GB
(3673391
records)

Cadastral parcel geospatial
dataset transformationc

*118 M No

Building
dataset

CSV 2.59 MB
(23651
records)

Buildings built on the
state-owned or state-leased
cadastral parcels transformationd

454192 No

Building point
geo-dataset

Shape
file

288 MB
(4637654
records)

The building geospatial dataset
transformatione

23188270 No

Building
accessibility
dataset

CSV 81 KB
(665
records)

Building accessibility dataset
transformationf

19285 Yes

Previous SoE
dataset

CSV 1,91 MB
(11241
records)

The previous SoE dataset
transformationg

663219 Yes

Municipality
boundaries
dataset

Shape
file

24,1 MB
(428
records)

The municipality boundaries
dataset transformationh

3424 Yes

a https://datagraft.io/prodatamarket_publisher/transformations/the-central-government-
organization-transformation-1010c106-2254-4c8b-9480-b88d47a41323
b https://datagraft.io/prodatamarket_publisher/transformations/the-cadastral-parcel-ownership-
transformation
c https://datagraft.io/prodatamarket_publisher/transformations/the-cadastral-parcel-geospatial-
dataset-transformation
d https://datagraft.io/prodatamarket_publisher/transformations/buildings-built-on-the-state-
owned-or-state-leased-cadastral-parcels-transformation
e https://datagraft.io/prodatamarket_publisher/transformations/the-building-geospatial-dataset-
transformation
f https://datagraft.io/prodatamarket_publisher/transformations/the-building-accessibility-dataset-
transformation
g https://datagraft.io/prodatamarket_publisher/transformations/the-historical-soe-dataset-
transformation
h https://datagraft.io/prodatamarket_publisher/transformations/the-munincipalitiy-boundaries-
dataset-trans-formation
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organization number, name, type, founding date and parent organization are mapped to
schema:leiCode, schema:legalName, dbpedia-owl:type, schema:foundingDate and
schema:parentOrgnization respectively.

The proDataMarket ontology is the core ontology used to map and transform the
four cadastral datasets, the building accessibility dataset and the previous SoE dataset.
A cadastral parcel is mapped to prodm-cad:CadastralParcel and a building is mapped
to prodm-cad:Building. Ownership relationships are mapped to prodm-cad:RealRights
which connect a prodm-cad:RightsHolder to prodm-cad:CadastralParcel or prodm-
cad:Building. The prodm-cad:RightsHolderOrganization subsumes both prodm-cad:
RightsHolder and schema:Organization, which links automatically the rights holders to
the organizations converted using schema.org vocabulary. The geospatial information
of cadastral parcels and buildings are mapped to gsp:asWKT either as sf:MultiPolygon
or sf:Point. The building accessibility is modelled as indicators on buildings by con-
necting prodm-com:Building to prodm-com:Indicator through object property prodm-
com:hasIndicator.

The geospatial information of municipality boundaries are also mapped to gsp:
asWKT as sf:MultiPolygon. The municipality code is mapped to au:nationalCode, and
the municipality name is mapped to rdfs:label.

3.3 Data Augmentation Using SPARQL CONSTRUCT Queries

The source cadastral datasets cover both the state-owned and non-state-owned properties
and buildings. In the data augmentation process SPARQL CONSTRUCT29 queries are
executed on the datasets from RDF conversions in Sect. 3.2 to generate subsets of
state-owned properties and buildings. Table 3 lists the SPARQL CONSTRUCT queries
that generate new datasets by only selecting triples related to the state-owned cadastral
parcels or buildings. For example, the state-owned or state-leased cadastral parcel
geospatial dataset is generated by first executing a CONSTRUCT query to indicate all
the state-owned cadastral parcels by integrating the cadastral parcel geospatial dataset
with the central government organization dataset. Afterwards, a second CONSTRUCT
query is executed to select out triples related to ownership information about the
state-owned or state-leased cadastral parcels. CONSTRUCT query can also be used to
do calculations such as calculating the area summary for a cadastral parcel that can
include one or more land parcels.

SPARQL CONSTRUCT queries are also used to infer triples based on known
business rules. For example, the ownership of buildings does not exist in the original
datasets, but it can be inferred by using this rule: The owner or lessor of a cadastral
parcel owns the buildings on the cadastral parcel.

3.4 Interlinking with Other Datasets

Datasets interlinking is a fundamental prerequisite of the semantic Web [8]. The
resulting SoE dataset is linked with several central Linked Open datasets in order to

29 https://www.w3.org/TR/rdf-sparql-query/#construct.

Norwegian State of Estate Report as Linked Open Data 453

https://www.w3.org/TR/rdf-sparql-query/#construct


Table 3. SPARQL CONSTRUCT queries

Input datasets as RDF CONSTRUCT queries Output datasets as RDF
Name Triples Name Triples Public

Cadastral parcel
geospatial
dataset;
Central
government
organization
dataset

*118 M 1. CONSTRUCT query
#1a to indicate
state-owned or
state-leased cadastral
parcels
2. CONSTRUCT query
#3b to select geospatial
information about
state-owned or state-leased
cadastral parcels

The state-owned
or state-leased
cadastral parcel
geospatial dataset

416604 Yes

Cadastral parcel
ownership
dataset

559743 1. CONSTRUCT
query #1
2. CONSTRUCT query
#2c to select ownership
information about
state-owned or state-leased
cadastral parcels

The state-owned
or state-leased
cadastral parcel
ownership dataset

206962 Yes

State-owned or
state-leased
cadastral parcel
geospatial
dataset

416604 CONSTRUCT query #4d

to calculate the area of
each cadastral parcel as
summary of the belonging
land parcels

The state-owned
or state-leased
cadastral parcel
areas

40476 Yes

Building dataset 454192 1. CONSTRUCT
query #1
2. CONSTRUCT query
#5e to select information
about buildings built on
state-owned or state-leased
cadastral parcels

The state-owned
building

267862 Yes

Building dataset;
State-owned or
state-leased
cadastral parcel
ownership dataset

* 1 M
triples

CONSTRUCT query #6f

to generate ownership
dataset for state-owned
buildings

The state-owned
building
ownership dataset

15380 Yes

Building
geospatial
dataset

23188270 CONSTRUCT query #7g

to generate geospatial
dataset of state-owned
buildings

The state-owned
building
geospatial dataset

42295 Yes

a https://datagraft.io/prodatamarket_publisher/queries/soe-construct-query-1
b https://datagraft.io/prodatamarket_publisher/queries/soe-construct-query-3
c https://datagraft.io/prodatamarket_publisher/queries/soe-construct-query-2
d https://datagraft.io/prodatamarket_publisher/queries/soe-construct-query-4
e https://datagraft.io/prodatamarket_publisher/queries/soe-construct-query-5
f https://datagraft.io/prodatamarket_publisher/queries/soe-construct-query-6
g https://datagraft.io/prodatamarket_publisher/queries/soe-construct-query-7
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increase its reusability to support queries on cross-domain distributed datasets. Norway
as a country is linked to http://sws.geonames.org/3144096/ from the GeoNames
dataset. The municipalities are modelled as administrative units and they have owl:
same links to both the DBpedia30, GeoNames31 and lenka.no (the Norwegian
RDF-resources for geographical breakdown)32. For example, the municipality of Oslo
is linked to http://dbpedia.org/page/Oslo at DBpedia on municipality names, and is also
linked to http://data.lenka.no/geo/inndeling/03/0301 at lenka.no on the national
municipality identifier. The linking triples are produced using SPARQL CONSTRUCT
queries. In the result dataset 405 triples are connected to DBpedia, 422 triples are
connected to GeoNames and 404 triples are connected to Lenka.no.

3.5 Datasets Publishing

Both the RDF conversion results of source datasets from Sect. 3.2 and the data aug-
mentation results of SPARQL CONSTRUCT queries from Sect. 3.3 are published via
the DataGraft platform. Published data can be queried through the generated SPARQL
endpoint or accessed via APIs. The resulting SoE dataset is described in more details in
Sect. 4.

3.6 Data Quality Assessment Using the Interlinked Datasets

Challenges related to data quality are mentioned in Sect. 2.6 and a rule-based approach
for data quality assessment and improvement has been introduced in [9]. Table 4 shows
some examples of quality check scenarios where SPARQL queries are executed on
interlinked datasets to identify inconsistencies between source systems. All the queries
are shared and freely available. The table also associates possible reasons to the
inconsistencies. The results from the SPARQL queries can help the responsible staff
control and improve the data quality in the source systems by following the suggested
quality improvement strategies. The updated source datasets with better data quality
will then be reloaded to the Linked Data generation process to produce an updated
resulting SoE dataset with improved quality.

30 http://wiki.dbpedia.org/wiktionary-rdf-extraction .
31 http://www.geonames.org/ .
32 http://data.lenka.no/ .
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Table 4. Data quality assessment using interlinked source datasets

No. The SPARQL query
identifies

# of
triples

Possible reasons Suggested quality
improvement strategy

1 The owner name
difference between
cadastral system and
business entity registera

146 Delayed or missing
updates of owner names
in the cadastre

Update the owner names
in the cadastre

2 The state-owned
properties that are
missing in the previous
SoE reportb

6880 The properties were
acquired after the
previous report was made

No actions needed though
it reflects partially the
quality of the previous
SoE reportThe properties were

forgotten to be registered
in the previous SoE
report

3 The state-owned
properties from the
previous SoE report that
are missing in the
resulting SoE datasetc

2857 The properties were sold
to a non-central
government organization
after the previous report
was made

No actions needed

The properties are abroad
There has been
organization change with
the owner and the
owner’s organization
number is no longer valid
in the business entity
register

Update the owner’s
organization number and
name in the cadastre

The ownership change
between organizations in
the public sector is not
always officially
registered in the cadastre

Inform the current owner
organization to update the
ownership in the cadastre

The owner’s organization
is not officially registered
as central government
organization in the
business entity register

Update the organization
in the business entity
register if it is applicably
or add it to the manual
exception list of the
central government
organization dataset

a https://datagraft.io/prodatamarket_publisher/queries/soe-query1-the-owner-name-difference
b https://datagraft.io/prodatamarket_publisher/queries/soe-query2-missing-soe-records
c https://datagraft.io/prodatamarket_publisher/queries/soe-query3-missing-result-soe-records
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Table 5. Technical details of the resulting SoE dataset

Name Norwegian state of estate report dataset

URL https://datagraft.io/prodatamarket_publisher/sparql_endpoints/norwegian-
state-of-estate-report-04693e1f-4060-48c1-8ab9-888a6c95f6d6

VOID file https://datahub.io/dataset/norwegiansoe/resource/f5a83fbb-4324-43c2-a3da-
5865b1f2d44e

Data
download

https://rdf.datagraft.net/4035596353/db/repositories/norwegian-state-of-
estate-report-6/statements

Ontology http://vocabs.datagraft.net/
Version 1.0
Version
date

27 June 2017

License Norwegian Licence for Open Government Data (NLOD)

Table 6. RDF data sample on cadastral ownership dataset

@prefix prodm-cad: <http://vocabs.datagraft.net/proDataMarket/0.1/Cadastre#>
@prefix dbo: <http://dbpedia.org/ontology/>
@prefix dul: <http://www.ontologydesignpatterns.org/ont/dul/DUL.owl#>
@prefix dc: <http://purl.org/dc/terms/>
@prefix xsd: <http://www.w3.org/2001/XMLSchema#>
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#>
@prefix dc11: <http://purl.org/dc/elements/1.1/>
@prefix schema: <https://schema.org/>
<http://vocabs.datagraft.net/proDataMarket/0.1/Cadastre#CadastralParcel/0214121900>
prodm-cad:hasCadastralID “214/121/9/0”
<http://vocabs.datagraft.net/proDataMarket/0.1/Cadastre#RealRights/0214121900971032081>
a prodm-cad:RealRights;
dbo:type “HJEMMELSHAVER”@no, “OWNER”@en;
dul:defines <http://vocabs.datagraft.net/proDataMarket/0.1/Cadastre#CadastralParcel/
0214121900>, <http://vocabs.datagraft.net/proDataMarket/0.1/
Cadastre#RightsHolderOrganization/971032081>;
dc:source “cadaster” ;
prodm-cad:hasStartDate “2006-02-23T01:00:00.000+01:00”^^xsd:dateTime ;
prodm-cad:hasEndDate “1753-01-01T01:00:00.000+01:00”^^xsd:dateTime
prodm-cad:RealRights rdfs:subClassOf dc11:Rights
<http://vocabs.datagraft.net/proDataMarket/0.1/Cadastre#RightsHolderOrganization/
971032081>
a prodm-cad:RightsHolderOrganization;
schema:leiCode “971032081”
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4 SoE Dataset Overview

Table 5 lists the technical details of the resulting SoE dataset. The result is a new
dataset of state-owned properties and buildings which contains all the publicly avail-
able data published in Tables 2 and 3. There are a total of 1,223,208 unique triples in
the dataset. In addition to DataGraft, the dataset dump and documentation are also
published at a third-party site Zenodo33. The dataset is registered in the datahub.io data
catalogue34. The resources defined in datahub.io for the Norwegian SoE dataset include
the Norwegian SoE SPARQL endpoint, RDF dump, proDataMarket vocabulary, VOID
file, Linked Data Generation SPARQL queries, and example SPARQL queries to help
users understand and use the dataset.

Table 6 shows RDF data example that models cadastral ownership described in
Table 1. The current plan to update and maintain the dataset is scheduled every 6
months on DatarGraft.io though patch releases are also supported when necessary. Data
quality assessment and evaluation are compulsory steps in the publishing process to
improve the data quality. In addition to datahub.io as a dataset sharing and user
feedback channel, a data marketplace for property data is under development which
focuses on selling, sharing and maintaining the datasets.

Fig. 2. The visualization of Norwegian state-owned properties per county

33 https://zenodo.org/.
34 Available at https://datahub.io/dataset/norwegiansoe.
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5 Application Scenarios and Use Cases

Generating the SoE report is the main application scenario of the resulting SoE dataset.
The report includes a table-based list of all state-owned properties and buildings and
also as aggregated list grouped by municipalities and organizations – both lists can be
generated by SPARQL queries. Figure 2 presents an example of visualization of
Norwegian state-owned properties per county, both as a pie chart and on the
map. There are 11342 state-owned properties in Norway and the total area is 4043
million square meters as shown in the figure.

In addition, the dataset can also be integrated with other contextual datasets to
generate added value as follows.

Risk and vulnerability analysis of state-owned buildings. The dataset can be integrated
with natural hazard datasets such as flood continuance and storm mean hours. Flood
continuance map presents the areas in Norway that can possibly flood and it reveals
areas where the danger of flooding needs to be further assessed. The geospatial dataset
is provided by The Norwegian Water Resources and Energy Directorate as an open
source dataset35. It is converted to RDF and published at DataGraft and accessible via
the data endpoint36. Examples of queries that are enabled by such integration between
the SoE dataset and the flood continuance dataset include:

• How many buildings owned by Statsbygg have flood risk in Norway?37

• Which state-owned buildings have the flood risk in Ås municipality?38

The result of the risk and vulnerability analysis helps the property owners to take
proactive actions in maintenance and thereby reduce the damage and cost when natural
hazard occurs.

Searching properties suitable for asylum reception centres. This is a demanding task
that has significant effect on local communities. The demographical statistics and rel-
evant geographical data can be integrated with the Norwegian SoE dataset to help
identifying state-owned properties suitable for asylum reception centres.

Visitor application for public buildings. A subset of the Norwegian SoE dataset can be
integrated with cultural heritage data, traffic data, weather data and other contextual
data to provide input to a public building application for visitors.

6 Related Work

State-owned properties and buildings are shared as a downloadable text reports in the
U.K. and Norway and similar reports are available for other countries. However, no
systematic transformations of such reports to Linked Open Data exist to date.

35 http://nedlasting.nve.no/gis/.
36 https://rdf.datagraft.net/4035596353/db/repositories/statsbygg_data-2.
37 https://datagraft.io/prodatamarket_publisher/queries/soe-query4-floodriskstatsbygg.
38 https://datagraft.io/prodatamarket_publisher/queries/soe-query5-floodrisk-as.
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Cadastral data including land ownership data is one of the core datasets used in the
LOD generation of the SoE dataset. Openness of land ownership data is presented at
the OKFN’s website39. The statistics from 2015 show that the land ownership data is
100% open in Denmark and Uruguay, and only partially open in several other countries
including, for example, Norway with 45% openness and Spain with 5% openness.
There is no known effort to publish the land ownership data as Linked Data in Norway.
There are few known efforts in Europe or worldwide to transform and publish cadastral
data as Linked Data, and even fewer as Linked Open Data. One related research is [10]
that developed a process to generate, integrate and publish geospatial Linked Data from
several Spanish national datasets including the administrative units from the Spanish
cadastre, and this process methodology has been applied in [11] to integrate two
cadastre datasets for a city in Colombia. Neither of the Spanish and Colombian datasets
from the research is open to the public.

The Norwegian government implemented PSI-directive in the Norwegian law on 1st

January 2009 [12]. One of the central Norwegian LOD projects was Semicolon40 which
aimed to improve interactions in the Norwegian public sector. The project presented a
status report on open and linked data in Norway. Examples of datasets available in LOD
formats included business entity register, registry of municipalities and counties, central
register of parties and their income, travel information for the public transportation
system in Oslo, city bike stand status, etc., as described in [13]. The PlanetData project41

made a report on Norwegian LOD extensions [14], which included two business cases
and six updated or new datasets in RDF. Though the business entity register has been
published as RDF in the aforementioned projects, the endpoint is not stable enough to be
reused for central government organizations dataset in the SoE case.

7 Summary and Outlook

This paper introduced the SoE dataset (containing information about state-owned
properties integrated from a variety of relevant sources), together with the process of
generating a Linked Data representation of the dataset. Several government datasets
over multiple systems/databases including the cadastral system and business entity
register of Norway are integrated. The Linked Data generation process includes data
cleaning, source dataset publishing, conversion to RDF, data augmentation using
SPARQL CONSTRUCT queries and dataset publishing. The technical details of the
resulting SoE dataset were presented. The data quality challenges were discussed in
detail and SPARQL queries on interlinked source datasets were proposed to improve
data quality. New services can also be generated by integrating the resulting SoE
dataset with other contextual data.

In terms of future work, the preparation of source datasets currently includes several
manual steps and it can be automatized to a certain level. The data cleaning process can

39 http://global.census.okfn.org/dataset/land accessed 20 March 2017.
40 http://www.semicolon.no/.
41 http://www.planet-data.eu/.
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be more user friendly by introducing visualization tools for semantic and syntactic error
checks. The experience and process methods can further be tested with similar datasets
from other countries.
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Abstract. Earthquakes, landslides, and other natural hazard events have severe
negative socio-economic impacts. Among other consequences, those events can
cause damage to infrastructure networks such as roads and railways. Novel
methodologies and tools are needed to analyse the potential impacts of extreme
natural hazard events and aid in the decision-making process regarding the
protection of existing critical road and rail infrastructure as well as the devel-
opment of new infrastructure. Enabling uniform, integrated, and reliable access
to data on historical failures of critical transport infrastructure can help infras-
tructure managers and scientist from various related areas to better understand,
prevent, and mitigate the impact of natural hazards on critical infrastructures.
This paper describes the construction of the InfraRisk ontology for representing
relevant information about natural hazard events and their impact on infras-
tructure components. Furthermore, we present a software prototype that visu-
alizes data published using the proposed ontology.

Keywords: Ontology � Infrastructure components � Natural hazards � Events

1 Introduction

A natural hazard can be defined as a natural process that poses a threat to human life or
property [1]. Extreme natural hazard events have the potential to cause devastating
impacts to infrastructure networks, resulting in significant economic losses. In Europe,
the number of disasters due to natural hazards increased in recent decades due to a
combination of climate change effects, and changes in physical and social systems. For
the period between 1998 and 2009, natural hazards and technological accidents caused
nearly 100,000 fatalities and affected more than 11 million people, at the same time
resulting in overall economical impact of about 200 billion euro [2]. These natural
hazards have included hydrometeorological hazards (e.g. storms, floods) and geophys-
ical hazards (e.g. landslides, earthquakes). Thus, floods, along with storms, are natural
hazards that cause the highest economic losses in Europe. The flood-related losses in the
EEA member countries over the period from 1998 to 2009 amounted to more than
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60 billion euro [3]. In [4], the authors estimated that the expected annual damage
(EAD) from flooding events in Europe may increase to 23.5 billion euro by 2050.

Given the potential economic losses caused by natural hazards, it is necessary to
analyse the effects of natural hazards on the infrastructure, in particular critical infras-
tructure. Reliable transport infrastructure is of a great value to society as it facilitates the
effective transportation of people and goods. The EU transport network has over 4.5
million km of paved roads and 212,500 km of rail lines1. Transport infrastructure plays
a fundamental role in the EU and the ability to transport goods safely, quickly and
cost-efficiently is highly important for international trade and economic development
[5]. The complex interdependency of European infrastructure networks results in
spreading the interruptions in infrastructure networks to many parts of Europe.

In this context, novel methodologies and tools are needed to analyse the potential
impacts of extreme natural hazard events and aid in the decision-making process
regarding the protection of existing critical road and rail infrastructure as well as the
development of new infrastructure. One example of initiative addressing such aspects
was the InfraRisk project.2 The project aimed to develop reliable stress tests on
European critical infrastructure using integrated modelling tools for decision-support.
An important aspect of the project was to set the foundations for the development of a
Geographical Information System (GIS) knowledge base of major global infrastructure
failures, enabling users uniform, integrated, and reliable access to data on historical
failures of critical transport infrastructure. The potential users of such a knowledge base
are infrastructure managers, but also researchers (risk management, transportation, civil
engineering, natural sciences, etc.). The knowledge base can serve as a case study for
the events an infrastructure manager might consider important, and provide them with
data of good/bad practices of managing solutions during and after the event.

In order to share common understanding of the data structure among the knowledge
base users and enable semantic interoperability of infrastructure failure related data, the
InfraRisk ontology was developed. Although the ontology was primarily developed to
support data sharing and data usage within the scope of the InfraRisk project, it is
generic and can be used for publishing and integrating various kinds of infrastructure
components and natural hazards data. In this paper we present the design and imple-
mentation of the InfraRisk ontology for describing infrastructure failures due to the
natural hazard events. Furthermore, we present a software prototype developed to
consume data using the proposed ontology and interactively visualize information
about various infrastructure components and natural hazards. The contributions of this
paper are thereby two-fold:

1. First, we describe the InfraRisk ontology (design, implementation) for enabling
semantic interoperability for critical infrastructures at risk from natural hazards;

2. Second, we propose a software prototype to visualize infrastructure components and
natural hazards data made available using the developed ontology.

1 http://ec.europa.eu/transport/infrastructure/tentec/tentec-portal/site/en/facts_and_figures.html.
2 https://www.infrarisk-fp7.eu/.
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The rest of the paper is organized as follows. Section 2 discusses related work.
Section 3 describes the development process of the InfraRisk ontology. Section 4
illustrates an example of using the ontology for data publishing and integration, and
presents the software prototype developed to visualize the data made available using
the developed ontology. Section 5 summarizes the paper and outlines directions for
future work.

2 Related Work

Defining and modeling natural hazards and their consequences is inconsistent across
various natural hazard studies, databases and vocabularies. We analyzed the most
common natural-hazard and infrastructure related terminologies and vocabularies in
order to use available ontological knowledge in the ontology development process.

The terminology used by UNISDR (United Nations office for Disaster risk
reduction)3 defines natural hazard as a process, phenomenon or human activity
associated with natural processes and phenomena that may cause loss of life, injury or
other health impacts, property damage, social and economic disruption or environ-
mental degradation. Natural hazards, as well as any other hazardous event can cause a
disaster – a serious disruption of the functioning of a community or a society involving
widespread human, material, economic or environmental losses and impacts, which
exceeds the ability of the affected community or society to cope using its own
resources. It is further commented that disasters are often described as a result of the
combination of: the exposure to a hazard; the conditions of vulnerability that are
present; and insufficient capacity or measures to reduce or cope with the potential
negative consequences. Disaster impacts may include loss of life, injury, disease and
other negative effects on human physical, mental and social well-being, together with
damage to property, destruction of assets, loss of services, social and economic dis-
ruption and environmental degradation.

The International Federation of Red Cross and Red Crescent Centres (IFRC)4

defines disaster as a sudden, calamitous event that seriously disrupts the functioning of
a community or society and causes human, material, and economic or environmental
losses that exceed the community’s or society’s ability to cope using its own resources.
Though often caused by nature, disasters can have human origins. Natural hazards are
considered as types of disasters and are defined as naturally occurring physical phe-
nomena caused either by rapid or slow onset events.

The concepts Natural Hazard, Loss and Event as a generalized concept repre-
senting occurrence of a particular set of circumstances, are key concepts used in various
terminologies and vocabularies in this field. The above mentioned concepts were also
taken as the most general concepts in the domain and were used as a basic classes in the
developed ontology.

3 https://www.unisdr.org/.
4 http://www.ifrc.org/en/.
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A few linked open vocabularies have emerged to capture natural hazard conse-
quence data. For example, the Management of a Crisis Vocabulary (MOAC)5 provides
a minimum set of classes and properties for describing crisis management activities.
The vocabulary is specifically designed to aid the disaster information managers to
carry out activities in response to a disaster, but doesn’t describe losses related to
natural hazard events.

None of existing terminologies and vocabularies cover aspects related to how
natural hazard events affect infrastructure components and therefore they were found
unsuitable for a direct use in the InfraRisk project. Nevertheless, the analysis of
existing terminologies and vocabularies has provided us a good baseline for ontological
knowledge to be built upon in the development of the InfraRisk ontology.

3 InfraRisk Ontology Development Process

The InfraRisk ontology was developed in accordance with existing guidelines and
methodologies for ontology development process, in particular the one proposed by [6].
As a first step in the ontology development process we defined the ontology domain,
scope and purpose, and requirements. After that we analyzed existing ontologies in
order to find a way to refine and extend them for our particular domain and task. The
next step was to collect domain knowledge to determine important terms in the ontology
and build and refine a conceptual model using Object-Role Modelling (ORM). Finally,
the conceptual model was realized in a concrete language (RDFS/OWL). Defining the
domain and scope of the ontology is described in Sect. 3.1. The resulting conceptual
model is discussed in Sect. 3.2. The process of the ontology implementation is discussed
in the Sect. 3.3.

3.1 Defining the Scope of the Ontology

The main purpose of the ontology creation was to relate global major infrastructure
failures with natural hazard events. Although the ontology was primarily developed to
follow the InfrarRisk project’s focus on critical transport infrastructure (more specifi-
cally, European Ten-T core network6) and high-impact natural events, one can expect
the developed ontology to be applicable in a wider critical infrastructure context.

In order to define the scope of the ontology, a set of competency questions were
developed with infrastructure components and natural hazards experts in the project.
The followings are samples of competency questions used in the process:

• Which tunnels/bridges are located in country X?
• Which road bridges have collapsed between 1990 and 2014 in region Y and were

triggered by floods?
• Which infrastructure failures were triggered by the 2003 flood of Danube river?
• What were the consequences (monetary loss) of the collapse of bridge Y in 2010?

5 http://www.observedchange.com/moac/ns/.
6 https://ec.europa.eu/transport/themes/infrastructure/ten-t-guidelines/maps_en.
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• How many tunnels collapsed in region Y due to floods during 2001-2011 and
incurred monetary losses more than X amount euro?

• What were the events that triggered the collapse of bridge Y in 2002?
• What were the infrastructure failure events that were triggered by no distinguishable

natural hazards or by low/moderate/high/”black swan” natural hazards?
• Which original natural hazard events caused cascading hazard events (and subse-

quently caused infrastructure failure)?
• Which type of infrastructure failure causes the biggest losses relatively to other

types?
• Due to the flood event in country X, which bridges had to be closed to traffic?
• What were the casualties due to the collapse of bridge Y in 2010?
• Which highway segment on infrastructure X could not be accessed due the earth-

quake in 2010?

The scope of transport infrastructure therefore covers road and rail transport
infrastructures and their elements. The scope of natural hazards covers disasters
affecting road and rail transport infrastructures and their elements. This includes
components such as bridges (single or viaducts), tunnels, off ramps, embankments and
slopes, and road and rail surface segments. In terms of natural hazards we consider
events such as floods, earthquakes, landslides and any cascading hazards.

3.2 Building the Conceptual Model

Conceptual modeling methodologies have proven to be very effective for building
information systems in a graphical interface at the high level of abstraction. Conceptual
data schemes and ontologies have a lot of similarities, as both model concept relations
and rules (constraints) [7]. The idea of reusing conceptual modeling techniques for
ontology development is proposed by several authors (e.g. [7–9]) and provides a lot of
advantages such as ability to use numerous existing conceptual modeling tools and
methods.

A conceptual model for the InfraRisk ontology was developed with the help of the
ORM (Object Role Modeling) data modeling approach. ORM models consist of objects
(mapped to classes in the ontology) playing roles (relations) [10]. One advantage of
using this technique is that ORM diagrams can be translated into pseudo natural
language statements. This enables non-computer scientists (e.g. infrastructure experts)
to evaluate the developed model. The ORM model for the InfraRisk ontology defines a
conceptual model that relates major global infrastructure failures with natural hazard
events. In the following we provide a brief description of key aspects covered by the
conceptual model: infrastructure components and events (consequences and natural
hazards).

Infrastructure components
An Infrastructure represents a transport mode, e.g., Road or Rail in our context. It has a
name, description and a geographical feature. An infrastructure consists of one or more
Infrastructure Components, e.g. Bridge, Tunnel, etc. (see Fig. 1). Each component has a
name, description, a number of lanes, and a geographical feature. An Infrastructure
Component can be connected to other Infrastructure Components. As mentioned above,
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the scope of this ontology is limited to components such as bridges, tunnels, embank-
ments, off ramps, slopes and segments (e.g. of a road or rail line). Each of these
infrastructure component types has its own set of properties as shown in the ORM
models in Appendix A.

Events
An Event represents an incident where a Natural Hazard or Infrastructure Component
Failure has occurred. It has a name, description, location, date and consequence (see
Fig. 2). An Infrastructure Component Failure concerns the full or partial collapse of an
Infrastructure Component.

A Consequence represents the expected losses in a specific location as a result of a
given event. The Consequence can be a Monetary Loss, Societal Loss or Usability
Problem concerning closure of or reduced traffic on an Infrastructure Component (see
Fig. 3). The conceptual model distinguishes between three types of Natural Hazard
events, namely Earthquakes, Floods and Landslides. The conceptual models for natural
hazards are detailed in Appendix B.

Fig. 1. ORM model for Infrastructure Component
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3.3 Realizing the Conceptual Model in RDFS/OWL

The next step in the development of the InfraRisk ontology was its realization in a
concrete language that can be used for publishing data. The InfraRisk conceptual model
was specified using class hierarchy in RDFS7/OWL8 and implemented in the Neolo-
gism vocabulary publishing platform9 (see Fig. 4). RDFS is the most basic schema
language commonly used in the semantic Web to model concepts, properties and their

Fig. 2. ORM model for Event and Infrastructure Component Failure

Fig. 3. ORM model for Consequence

7 https://www.w3.org/TR/rdf-schema/.
8 https://www.w3.org/TR/webont-req/.
9 http://neologism.deri.ie/.
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relationships and characteristics (such as domains and ranges of properties). In its turn
OWL is built upon RDFS and provides a larger vocabulary for web ontology modelling
and can be used to model more advanced relationships.

In order to cover geospatial attributes of natural hazard and infrastructure com-
ponent data, the InfraRisk ontology makes use of OGC GeoSPARQL standard [11].
The OGC GeoSPARQL standard supports representing and querying geospatial data
on the semantic Web. It defines a vocabulary for representing geospatial data in RDF,
and also provides an extension to the SPARQL query language for processing
geospatial data.

The InfraRisk RDFS/OWL vocabulary is openly available10 and contains 28
classes and 48 properties. The vocabulary is licensed under Creative Commons
Attribution (CC BY)11 and is available as an endpoint12 via the DataGraft platform13.

4 Software Prototype

Five datasets have been published on the DataGraft [12, 13] platform during the
InfraRisk project using the ontology as a central reference model. The source datasets
included data about natural hazard events (floods and landslides) in Europe that

Fig. 4. Screenshot of the InfraRisk ontology in Neologism

10 http://vocabs.datagraft.net/infrarisk.
11 https://creativecommons.org/licenses/by/3.0/.
12 https://rdf.datagraft.net/4037543173/db/repositories/infrarisk-vocabulary-1.
13 https://datagraft.io/.
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resulted in failures of critical transport infrastructure during the period 1972-2016. Data
was obtained from InfraRisk project partners.

The DataGraft platform’s warehouse for the RDF data is realized through the
Semantic Graph Database-as-a-Service (DBaaS) component – a fully managed,
cloud-based version of GraphDB14 semantic graph database (triplestore). To meet the
requirements of working with geospatial data and linked data, the DBaaS component
introduces support for GeoSPARQL. The implementation of the GeoSPARQL speci-
fication in DBaaS is delivered as an additional plug-in for the GraphDB engine.

After the data has been published, it was possible to perform queries on data related
to historical failures of critical transport infrastructure using the SPARQL query lan-
guage. In order to query geographic information, GeoSPARQL extension functions for
spatial computations are used. The following shows a SPARQL query retrieving
infrastructure failures that occurred in 2015.

Table 1 shows a result sample of the above SPARQL query.
Thus, using the InfraRisk ontology one can represent and query integrated data

from originally heterogeneous data sources. The results of the queries can further be

14 http://graphdb.ontotext.com/.
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visualized in various tools. A graphical user interface (GUI) application prototype was
developed to visualize the data published using the ontology on a map using various
interaction mechanisms. The prototype’s GUI is based on the open source MASTER
application15. It is an HTML5 application which can be used on smartphones, tablets
and desktop computers. In addition to the map view, the application was integrated
with the Google Street View technology. It allows the user to navigate along the roads
photographed by Google. This mode provides an interesting alternative for viewing of
hazard events (see Fig. 5).

Data about infrastructure components and events published using the InfraRisk
ontology are retrieved via SPARQL queries and the results are presented in the GUI
application (see Fig. 6). The output data is formatted using JSON.

Table 1. Result excerpt of the SPARQL query

Event
cause

Event description Coordinates Has
fatalities

Has
injuries

Storm
Frank

Bridge subsided
and partially
collapsed

POINT (53.688716 -
1.840771)

no no

Rockfall Rockfall blocked &
damaged tracks

POINT (46.749723 8.642357) no no

Mudflow
due to
heavy
rain

Mudflow caused by
thunderstorm
covered road and
trapped several cars

POINT (34.886522 -
118.904150)

no yes

Fig. 5. Visualizing infrastructure events in the software prototype

15 https://github.com/SINTEF-9012/mobileMaster.
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5 Summary and Outlook

This paper provided an overview of the InfraRisk ontology developed in order to assist
publishing and integration of data about infrastructure failures due to natural hazard
events. The ontology was developed in accordance with well-known ontology devel-
opment guidelines. The ontology aimed to relate critical transport infrastructure with
high-impact natural hazard events. The ontology was used to integrate and publish
datasets about natural hazard events resulted in failures of critical transport infras-
tructure as Linked Open Data.

Furthermore, we developed a software prototype that visualizes data about
infrastructure components and natural hazards published using the proposed ontology.

The ontology and the software prototype were developed based on the InfraRisk
project’s focus on European critical transport infrastructure, however they are suitable
for use with infrastructure components failure data from other sources than those
defined in the project. Future activities will be related to publication of data from
various sources using the ontology, standardization of the ontology, and further
improvements to the developed prototype.
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Fig. 6. Example of event details visualized in the software prototype
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Abstract. This paper proposes an approach for using visual data profiling in
tabular data cleaning and transformation processes. Visual data profiling is the
statistical assessment of datasets to identify and visualize potential quality
issues. The proposed approach was implemented in a software prototype and
empirically validated in a usability study to determine to what extent visual data
profiling is useful and how easy it is to use by data scientists. The study involved
24 users in a comparative usability test and 4 expert reviewers in cognitive
walkthroughs. The evaluation results show that users find visual data profiling
capabilities to be useful and easy to use in the process of data cleaning and
transformation.

Keywords: Data preparation � Visual data profiling � Usability testing �
Interactive data cleaning and transformation

1 Introduction

Data collection has become a necessary function in most large organizations both for
record keeping and in support of different data analysis activities that are strategically
and operationally critical [1]. In this context, proper data quality is a crucial aspect of
extracting accurate information from data sources. Hence, incorrect or inconsistent data
may distort analysis and compromise the benefits of any data-driven approaches.
Examples of data quality issues, also labelled anomalies, include occurrences of
missing, extreme, erroneous or duplicate values [2].

To illustrate the impact of poor quality data, IBM has estimated the yearly cost of
inadequate data quality to be $3.1 trillion in US in 2016 [3]. Further, a recent survey [4]
shows that data scientists spend 60% of their time on cleaning and organizing data, and
57% ranked this as a repetitive and tedious activity.

Considering the potential negative impact of poor data quality, there has been
considerable research during the last decades, and different methods and tools have
been proposed to cope with data cleaning [1]. Data cleaning is the process and tech-
nique of identifying and resolving missing values, outliers, inconsistencies, and noisy
data, to improve data quality [5]. Closely related to data cleaning processes, additional
data transformation procedures, i.e. changing the data format while preserving the
original meaning, are often required to improve data quality [5].

In the context of data cleaning, data profiling is the statistical assessment of datasets
to identify quality issues such as potential outliers or missing values with the goal of
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achieving improved data quality [2]. Since determining what defines an error is
context-dependent, human judgment is usually involved to determine whether the issues
are actual errors and how the issues should be treated. The data quality assessment can
be facilitated by a data profiling tool that performs statistical analysis [2, 5].

Visual data profiling is an extension of data profiling, achieved by supplementing
statistical assessment of datasets with adequate data visualizations [2]. The integration
of statistical analysis and visual analysis can reduce the time users spend on exploring
and assessing data quality issues by providing constant real-time feedback on content
and structure of datasets. Considering that data scientists use more than half their time
cleaning and organizing data, and often find this activity tedious, visual data profiling
approaches should be considered more often as it reduces the time and cost data
scientists spend when addressing data quality issues.

The basic principle behind visual data profiling is to let the visual data profiling
system perform the review of data quality and identification of data quality issues. The
system collects statistics and information about the data, and then returns metadata that
describes the quality of the data. Based on this information, the data scientist can make
an informed decision about how any issues should be treated.

A recent example of a data cleaning and transformation framework is Grafterizer
[6, 7], part of the cloud-based DataGraft1 [8–10] platform. Grafterizer represents the
state-of-the-art within data preparation research, supporting a wide range of cleaning
and transformation operations. The framework provides an interactive user interface,
and detailed specification and customization of transformation steps. Still, Grafterizer
does not yet support visual data profiling that can ease the process of data cleaning,
transformation, and improving data quality, for data scientists. Grafterizer provides
research opportunities for evaluating usability of visual data profiling since the existing
version serves as a benchmark in a comparison with the proposed prototype.

To address the problems with data quality, and time/cost consuming data prepa-
ration activities, we propose an approach that simplifies the data cleaning and trans-
formation processes in Grafterizer, and reduces the effort spent on preparing data for
analysis. We present a software prototype of the visual data profiling approach that
features an interactive spreadsheet table view, suggestions for relevant data cleaning
and transformation operations, and data quality feedback from a visual data profiling
system. The goal was not only to create a prototype featuring the enumerated capa-
bilities, but also to extensively evaluate it. To evaluate the usability of the approach and
the prototype, a study was carried out that involved 24 users in a comparative usability
test, and 4 expert reviewers in streamlined cognitive walkthrough sessions.

Key contributions of this paper include:

1. An approach to using visual data profiling in tabular data cleaning and transfor-
mation processes to improve data quality. The visual data profiling approach is
realized by means of a prototype that includes features for identifying and visual-
izing data quality issues, i.e. missing values and outliers.

1 https://datagraft.io.
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2. An evaluation of the usability of the visual data profiling approach by empirical
validation of the prototype. A comparative usability study and expert reviews have
been conducted to evaluate the usefulness and ease of use.

The remainder of this paper is organized as follows. Related work is presented in
Sect. 2. Section 3 introduces the proposed visual data profiling approach. The imple-
mentation of the approach in a software prototype is presented in Sect. 4, and the
evaluation of the approach and prototype is discussed in Sect. 5. Finally, Sect. 6
summarizes this paper and outlines avenues for future work.

2 Related Work

The development of the visual data profiling approach draws upon current research,
and is inspired by existing solutions within the areas of data profiling technologies,
visual analysis systems, and tabular data preparation approaches.

Profiler [2] is an example of a system for data quality analysis that includes data
mining and anomaly detection techniques in addition to visualizations of relevant data
summaries that can be used to evaluate data quality issues and possible causes. Profiler
integrates statistical and visual analysis to reduce the time spent on data cleaning
activities. The Profiler architecture and framework were developed by the former
Stanford Visualization Group, now UW Interactive Data Lab. This team also developed
Polaris [11] that evolved into the commercialized business and analytics software
Tableau2, and Data Wrangler [12] that together with Profiler merged into the com-
mercialized data preparation solution, Trifacta3.

The above-mentioned profiling solutions all originated in research environments,
are well documented in research literature, and represent effective and user-friendly
approaches to data profiling. Moreover, Talend4 uses similar visual profiling techniques
as Trifacta to automatically explore data characteristics and data quality issues. Talend
focuses on ease of use and an intuitive user-interface.

In terms of usability testing of our visual data profiling approach, it would be
challenging to use Trifacta or Talend as the system under test. First, it is difficult to
isolate the data profiling capabilities from the data cleaning and transformation func-
tionality. Hence, it would be problematic to know what is really evaluated. Second, the
solutions are not open-source, and cannot be further developed to extend the existing
version of Grafterizer.

Generating visualizations from large data sets requires an understanding of users’
needs and preferences along with knowledge of visual encoding rules and perception
guidelines [13]. There are two general approaches to building a visual analysis system.
First, considering visual encoding only will generate all possible valid visualizations
without acknowledging the specific needs and preferences of users [14–16]. Second,
introducing a visualization recommender system in a visualization pipeline [14–16]

2 https://www.tableau.com.
3 https://www.trifacta.com.
4 https://www.talend.com/products/data-preparation.
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will potentially reduce the information overload of presenting all available visualiza-
tions. Tracking and storing information provided by the recommender system enables
adaptation of the visualization system due to an evolving knowledge about which
visualizations are valid and preferred by users [14].

Voyager [16] is an exploratory data analysis tool that is open-source, originated in
research, and provides state of the art within open source data exploration. Voyager
specifies visualizations through Vega-Lite [17], a high-level declarative JSON speci-
fication language based on Wilkinson’s Grammar of Graphics [18], ggplot2 [19] and
Tableau VizQL [11, 20]. Vega [21] is the underlying formal model for rendering
Vega-Lite specifications. Our visual data profiling approach is inspired by Voyager,
Vega, and Tableau, and implements a high-level declarative language to specify
visualizations.

Microsoft Excel is a widely-used tool to prepare data for analysis and gaining
insight into data. A central feature of Excel is the direct manipulation interface [22]
where users can interact with the table to manipulate the dataset (e.g. selecting columns
and/ or rows, right-clicking for options). The advantage of a direct manipulation
interface, is that many users are already familiar with this interface, and less time is
required to learn to use the tool. The proposed visual data profiling approach relies on
the implementation of a spreadsheet-like table view for direct manipulation of data.

The proposed visual data profiling approach draws upon existing research to
include capabilities for statistical profiling, suggestions for data cleaning and trans-
formation operations, and a direct manipulation table. The approach differs from
existing solutions by expanding the profiling capabilities with more relevant data
quality feedback and visualizations for missing values and data distribution.

3 Proposed Approach

The requirements of the proposed approach emerge from needs of existing users of
Grafterizer (Fig. 1), and as a research opportunity to propose an approach that will
contribute to improving data quality in this context. Grafterizer provides state of the art
functionality within data cleaning and transformation capabilities, but there is still a
need for improving user experience by providing approaches that assist the users in
achieving their goals of cleaning and transforming data. User feedback shows that
Grafterizer has a steep learning curve, and is rather complex to use. Hence, novel
approaches should be considered to provide useful functionality for improving data
quality, and a user interface that is easy to learn and easy to use. Based on this exiting
situation, our visual data profiling approach should provide the necessary statistical
profiling capabilities that are needed to assist the user in identifying data quality issues,
and ease the process of improving quality. The visual data profiling capabilities should
be integrated with a table view interface that lets the user manipulate columns and rows
directly. Furthermore, the user interface should provide data cleaning and transfor-
mation functionality that is relevant to the user, and appropriately addresses the goals
that the user tries to achieve. The applied data cleaning and transformation sequences
should finally be reflected in a stepwise pipeline.
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To facilitate the requirements process, a wireframe was created to describe the user
interface and functionality, and the needs of users that led to a set of requirements. The
wireframe outlined the basic graphical user interface components and functionality to
resemble the final version of the application [23]. The wireframe was the first step to
realizing the visual data profiling approach. Wireframes can be directly used in the
implementation of the user interface of a prototype that supports the visual data pro-
filing approach.

The user interface of the visual data profiling approach illustrated in the wireframe
in Fig. 2, consists of the following main components and capabilities:

• A visual data profiling component (Fig. 2, component 1).
• A tabular table view that provides data cleaning and transformation functionality

(Fig. 2, component 2).
• A sidebar that suggests relevant data cleaning and transformation actions to the user

(Fig. 2, component 3).
• A steps pipeline that reflects applied data cleaning and transformation steps (Fig. 2,

component 4).

The profiling assisted data cleaning and transformation process involves the fol-
lowing sequence of steps [2, 24, 25]:

1. Discovery: The user starts the data cleaning and transformation process by dis-
covering the content, structure, and quality of the dataset. The visual data profiling
system performs statistical assessment of data quality and returns the summarized
feedback to the user.

Fig. 1. Grafterizer user interface without visual data profiling capabilities
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2. Cleaning and transformation: Based on the statistical assessment of data quality,
the user applies the appropriate procedures to clean the dataset, e.g. by correcting
missing values. The dataset is further transformed to change shape into a desired
format, e.g. by deleting a column.

3. Validation: Assisted by the data profiling system, the user validates the result of the
applied cleaning and transformation procedures to ensure the output dataset has the
intended content and structure.

4 Realization of the Proposed Approach in a Software
Prototype

Prototyping is applied as an iterative design and development process to realize the
concepts and requirements that are defined in the proposed visual data profiling
approach [26, 27]. By prototyping, we always had something functional to test with
users, collect feedback, implement changes, and then iterate. The prototype adds
interactivity to the user interface wireframe, and provides functionality needed to
demonstrate and validate the visual data profiling approach.

4.1 System Architecture

The high-level system architecture (Fig. 3) is based on a microservice architecture, and
implements the design principles of Separation of Concerns (SoC) [28]. SoC is tra-
ditionally achieved in layered architectures, e.g. in a 3-Tier architecture, by defining

Fig. 2. Visual data profiling approach wireframe
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interfaces and encapsulating information. A 3-Tier architecture would separate con-
cerns into a presentation layer, an application tier, and a data layer.

A microservice architecture would take the SoC one step further by dividing the
application tier and data layer into separate, domain-driven services that would operate
autonomously from other services. A network-protocol would provide secure end point
access to the services. While the SoC in a layered architecture is horizontal, the SoC in
a microservice architecture would be both horizontal and vertical.

4.2 Data Cleaning and Transformation Functions

The key functionality that was needed to evaluate usability of the visual data profiling
approach is implemented in the prototype. The functionality is based on which data
cleaning and transformation steps are needed to demonstrate and validate the visual
data profiling approach in a user scenario developed by Statsbygg5 and SINTEF6. The
user scenario is named ‘State of Estate’, and is based on a dataset (reporting
state-owned properties in Norway) that is cleaned and transformed by utilizing
Grafterizer [8]. Statsbygg is the Norwegian government’s advisor in construction and
property affairs, and serves as a building commissioner, property manager and
developer. One of the purposes of cleaning and transforming the State of Estate dataset
is to integrate information about public buildings in Norway with for example acces-
sibility in buildings [8].

Fig. 3. Visual data profiling microservice architecture

5 http://www.statsbygg.no.
6 https://www.sintef.no.
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In total 14 data cleaning functions were defined and implemented in the prototype.
Examples of functions include setting first row as header, replacing values, setting text
to uppercase, concatenating values, and filling empty cells with a given value.

4.3 Implementation of the Software Prototype

The visual data profiling approach was implemented in a software prototype in four
iterative stages. The final iteration of the prototype reflects the proposed functionality
of the initial wireframe, and desired functionality to evaluate the usability of visual data
profiling.

The UI of the prototype depicted in Fig. 4 implements basic functionality of the
following components: Component 1, the file import, is implemented for prototype
development purposes only; Component 2, the table view, is a direct-manipulation table
with Excel-like features such as right-clicking functionality (e.g. copy/paste, insert
column/row); Component 3, the transformations sidebar, implements a rule-based
system that suggests relevant data cleaning and transformation procedures; Component
4, the steps pipeline, displays a functioning pipeline that reflects all steps applied;
Component 5, the visual data profiling service, features (from left to right) a data
distribution chart, a chart that displays number of missing values, and basic measures of
central tendency. The leftmost data profiling chart represents missing values and valid
(non-null) values for the currently selected column. The three remaining charts (from
left to right) represent the distribution of the currently selected column.

Fig. 4. Implementation of prototype, final iteration
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5 Evaluation: Usability Testing of the Software Prototype

5.1 Evaluation Methodology and Setup

In terms of usability and user acceptance of a system, it is essential that users believe
that the system is useful and easy to use in order to adopt the technology [29, 30].
A user will consider a system to be useful if it enhances his or her work performance,
and a system is easy to use if a user thinks that learning and using the system requires
an acceptable amount of effort in terms of time and cost. Hence, a visual data profiling
extension should not only provide the capabilities that the user needs, but the solution
should also be considered useful in data scientists’ work activities, and be easy to use
[29]. We refer to these qualities as the usability of the visual data profiling system. The
usability study addressed the following research questions:

• RQ1: How useful is the visual data profiling approach for users of tabular data
cleaning and transformation tools?

• RQ2: How easy to use is the visual data profiling approach for users of tabular data
cleaning and transformation tools?

• RQ3: Will the visual data profiling approach introduce usability issues in tabular
data cleaning and transformation applications, and if so; which types of usability
issues occur and how can they be corrected?

To understand users’ experience with visual data profiling approaches, we have
defined the typical users as data consumers, more specifically data scientists, that use
data for data-driven decision making. The data scientist is an analytical expert that
explores and analyses large volumes of data to solve complex problems and reveal
business insights. Dedicated solutions for cleaning and transforming tabular data, e.g.
Grafterizer, are often part of data scientist’s toolbox.

We used two complementary methods of usability testing to evaluate whether users
find the visual data profiling approach to be useful and easy to use.

A comparative usability test, survey based, was used to collect statistics and atti-
tudinal data from users through an online questionnaire [31] which contains Likert-type
rating scales. The test compared the prototype against the existing version of
Grafterizer in terms of usefulness and ease of use. The survey was anonymized and
voluntary, and only non-sensitive information was collected. A representative group of
users was selected to participate in the survey. Voluntary participants from project
meetings in current research initiatives with SINTEF were invited to participate in the
comparative usability test, respond to the survey questionnaire, and provide qualitative
feedback on the visual data profiling approach:

• EW-Shopp7 (project meeting February 2017)
• proDataMarket8 (project meeting March 2017)
• euBusinessGraph9 (project meeting May 2017)

7 http://www.ew-shopp.eu.
8 https://prodatamarket.eu.
9 http://eubusinessgraph.eu.
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We also used streamlined cognitive walkthrough as a usability inspection method
where evaluators inspected the user interface by completing a set of tasks to simulate
users’ problem solving approaches [32–35]. The aim of this process was to identify
usability issues introduced by the visual data profiling approach in data cleaning and
transformation processes. In total four expert reviewers were selected to participate in
the sessions. Users were divided in two subgroups and two corresponding sessions:

• Session 1: Two Human-Computer Interaction (HCI) experts from SINTEF
Digital10;

• Session 2: Two expert reviewers from the Logic and Intelligent Data (LogID) group
at University of Oslo11.

5.2 Analysis of Findings from the Comparative Usability Test

In total 24 participants responded to the survey questionnaire. The same users evalu-
ated both the existing version of Grafterizer and the visual data profiling prototype,
which defines the test setup as a within-subjects design [31]. The advantage of using
this type of test design is that it removes some sources of variation in the datasets, as
compared to between-subjects design where different users test each version of the
application.

The online survey questionnaire12 asked respondents to rate each application on the
dimensions of usefulness and ease of use, respectively.

The summarized results from all respondents are illustrated in Figs. 5 and 6 below.
The figures indicate the mean value of each question asked, e.g. the rating score of
question Q1 in Fig. 5 shows the average of all 24 respondents’ rating score on that
specific question. High rating scores indicate that users perceive the application to be
highly useful and easy to use, while the opposite is true for low scores.

The results that are illustrated in Figs. 5 and 6 indicate that the visual data profiling
approach consistently is rated higher than the existing version of Grafterizer on both
dimensions of usefulness and ease of use. Still, it is insufficient to draw such con-
clusions based only on the kind of descriptive statistics [31] we find in Figs. 5 and 6.
We need to determine if this difference between the applications is statistically sig-
nificant, and if it is larger than we would expect from pure chance.

Since the usability test is a within-subject comparison of two applications, and the
survey test results are continuous values, a paired t-test can be applied to appropriately
determine if there is a significant difference between the mean ratings of the two
applications [31]. The approach suggested by Sauro and Lewis [31] has been applied to
compare the mean rating between the prototype and the existing version of Grafterizer.

10 http://www.sintef.no/en/information-and-communication-technology-ict/departments/networked-
systems-and-services/human-computer-interaction-hci.

11 http://www.mn.uio.no/ifi/english/research/groups/logid.
12 https://goo.gl/forms/P3pD8zVPOj3uOSLT2.
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We used a paired t-test to determine statistical significance of survey results for the
usefulness dimension:

Paired t-test:
t ¼

bD
sDffiffi
n

p ð1Þ

Fig. 6. Comparative usability test results (ease of use)

Fig. 5. Comparative usability test results (usefulness)
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where

bD is the mean of the difference between the scores
sD is the standard deviation of the difference between the scores
n is the sample size, i.e. the number of survey respondents
t is the test statistic

Using the t-test to calculate the test statistic t of the values in Table 1 below, we get
the following t value:

t ¼ 4:63
4:48ffiffiffiffi
24

p ¼ 5:09

Table 1. Survey rating scores, and difference, in terms of usefulness

Respondent Prototype Existing version Difference

1 6 6 0
2 10 11 −1
3 24 24 0
4 34 35 −1
5 31 24 7
6 26 26 0
7 32 24 8
8 38 36 2
9 19 18 1
10 34 27 7
11 34 32 2
12 26 14 12
13 28 25 3
14 11 10 1
15 30 19 11
16 39 24 15
17 36 30 6
18 35 29 6
19 38 37 1
20 40 32 8
21 42 34 8
22 33 31 2
23 36 32 4
24 38 29 9
Mean 30 25.4 4.63
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To determine whether the t value is significant, we use the TDIST function in
Excel:

TDIST function:

TDIST t value; degrees of freedom; one� sided ¼ 1=two� sided ¼ 2ð Þ ð2Þ

The degrees of freedom are equal to n – 1, and we use a two-sided test in the
comparison. n = 24, which leads to the following calculation:

TDISTð5:09; 23; 2Þ ¼ 0; 000037

The calculations of statistical significance indicate that we can be approximately
99.999% sure that the prototype and the existing version have different scores, i.e. the
difference is not due to chance. Hence, the prototype’s rating score of 30 is statistically
significantly higher than the existing version’s score of 25.4. We can conclude that the
users perceive that the prototype is more useful than the existing version of Grafterizer.

In terms of the ease of use dimension, the mean rating score for the prototype is
34.6, while the rating score of the existing version of Grafterizer is 30. The difference in
rating scores is then 4.58, and applying the paired t-test leads to the conclusion that the
rating score of the prototype is significantly higher than the existing version’s score.
The calculations of statistical significance indicate that we can be approximately
99.999% sure that the prototype and the existing version have different scores.

Based on the above analysis, we can conclude that the users perceive that the
prototype is both more useful and easier to use compared to the existing version of
Grafterizer.

5.3 Analysis of Findings from the Cognitive Walkthrough

The two groups of expert reviewers went through user scenarios that were divided into
tasks of the following format:

Task 1
I want to set first row as header.
Expert evaluation (questions answered by reviewers):

a. Will the user know what to do next?
b. Will the user get appropriate feedback if the correct action is taken?

The sessions resulted in an eight pages long document that describes the responses
from the reviewers, and includes a discussion of the findings. To categorize and analyse
the findings from the streamlined cognitive walkthrough sessions, a bottom-up
approach [30] was used to organize and analyse the findings from the sessions. By
using this method, we emphasize the advantage it provides by keeping the researcher
open to the results the process will reveal. The method requires more time to organize
and analyse than would a top-down approach that starts with predefined concepts, but
this disadvantage is outweighed by the potential of identifying more usability issues.
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The main findings from the reviews are summarized and categorized in Table 2
above. With each type of usability issue follows a suggestion on how the issue could be
corrected.

In terms of learnability of the visual data profiling approach, the expert reviews
show that the system needs to recommend charts that are domain specific and relevant
to the user. This improvement will probably increase the speed, and ease of use, of
learning new and basic functionality to perform the specific data cleaning and trans-
formation tasks. Advanced capabilities (i.e. clicking and zooming charts to display
detailed information) are not intuitive, and should be considered moved up one level in
the user interface hierarchy to be visible always (e.g. by providing access to detailed
information in a drop-down menu). The expert reviews also identified a need for a more
consistent pattern of visual data profiling sequences (e.g. every time a user clicks a
table column, he or she would know what happens next in the visual data profiling
view).

Furthermore, the table view and ‘Suggested transformation sidebar’ need to be
consistent by displaying the exact same range of data cleaning and transformation
options. Users were confused when only a subset of options were available when
right-clicking the table view. The approach should also consider including a mode

Table 2. Identified usability issues and suggestions for further research

Category Usability issues Suggestions for further research

Visual data
profiling

• Some of the charts are not
domain specific enough

• The functionality and purpose of
each visual data profiling chart
are not clear

• Outlier detection and correction
of missing values are too generic

• Explore visual recommender
system approaches to suggest
relevant and domain specific
charts to the user

• Explore approaches that include
multivariate data profiling (i.e. by
profiling two or more columns to
reveal relevant information
related to data cleaning and
transformation)

‘Excel’ table
view

• Missing information about data
type of selected values. Lack of
possibility to specify parameters
directly in the table view

• Explore direct table
manipulation approaches to data
cleaning and transformation to
extend capabilities of the tabular
table view

‘Suggested
transformations’
sidebar

• The sidebar is overlooked/
ignored in several cases because
the suggested transformations
are too generic and not
specifically aimed at the current
dataset

• Users also prefer to use the
right-clicking functionality of the
Excel-like table view

• Explore approaches within
predictive data cleaning and
transformation, based on
machine learning techniques, to
provide more intelligent and
relevant suggestions
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where the sidebar ‘Suggested transformations’ can be hidden on demand by the user to
free up more space for the table view.

In general, the expert reviews indicate that users were satisfied with the immediate
feedback that the visual data profiling approach provided. Feedback included infor-
mation such as status of missing values, potential extreme values, and number of
distinct values. Still, the partial lack of explicit feedback after clicking columns and
rows of the table view, resulted in uncertainty about which parts of the dataset had been
profiled. Hence, the visual data profiling approach should provide immediate feedback
to the user by indicating which columns or rows have been selected, and indicate the
data type of the values.

6 Summary and Outlook

With the increasing amounts of data in today’s organizations and businesses, proper
data quality has become essential to extract and analyse content from large volume data
sources. Incorrect or inconsistent data may distort the results of analysis processes, and
reduce the potential benefits of applying data-driven approaches in organizations.
Furthermore, data scientists spend more than half their time on preparing data for
analysis. Hence, there are considerable research opportunities to ease the process of
data cleaning and transformation, and improve data quality.

As a response to the demand for solutions that improve data quality and reduce time
spent on cleaning and transforming data, this paper proposes a visual data profiling
approach that implements powerful visual data profiling capabilities. The visual data
profiling approach has been evaluated in terms of usability, and found to be perceived
useful and easy to use by users. Furthermore, critical usability issues have been
identified and proposed as further work in future iterations of the prototype. We have
also contributed to proposing a visual data profiling approach that can be further
researched and implemented on the DataGraft platform to extend, or replace, the
existing version of Grafterizer.

Future work includes the implementation of a visual recommender system for data
profiling that can recommend relevant, personalized and domain specific visualizations
to the user. Furthermore, the visual data profiling approach would benefit from com-
bining a visual recommender system and an intelligent approach to the domain-specific
data cleaning and transformation problem. Such a framework could relieve the burden
of technical specification in a domain specific language, and guide the user through an
incremental process of cleaning and transforming data.

Acknowledgements. The work in this paper is partly supported by the EC funded projects
proDataMarket (Grant number: 644497), euBusinessGraph (Grant number: 732003), and
EW-Shopp (Grant number: 732590).
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Abstract. Industry 4.0, also referred to as the fourth industrial rev-
olution aims at mass customized production with low-cost and shorter
production time. Automation Systems (ASs) used in the manufacturing
processes should be flexible to meet the constantly changing needs of
mass customized production. Low-effort engineering of an Automation
System (AS) is an important requirement towards this goal. Secondly,
transparency and interoperability of ASs across different domains open
a new class of applications. In order to address these challenges we pro-
pose a low-effort approach to engineer, configure and re-engineer an AS
by employing Web of Things and Semantic Web Technologies. The app-
roach allows for creating semantic specification for a new functionality
or an application. It automatically checks whether a target AS can run
a new functionality. We developed an engineering tool with a graphical
user interface for our approach that enables an engineer to easily interact
with an AS when discovering its functionality, engineering, configuring
and deploying new functionality on it.

Keywords: Low-effort engineering · Web of Things · Semantic Web of
Things · Industry 4.0 · Mass customized production · Semantic-based
engineering · Semantic matchmaking

1 Introduction

Mass Customized Production aims at producing individualized products to meet
the needs of every customer. It requires constantly changing settings to manu-
facture customized products, which increases the production cost and time [1].
Industry 4.0 aims to reduce the cost and shorten the production time1 [2] by
maximizing the digitalization and automation in manufacturing processes using

1 https://ukmanufacturing2015.eng.cam.ac.uk/proceedings/Industry4.0AN10715.
pdf.
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Automation Systems (ASs). In order to fulfill the requirements of mass cus-
tomized production, ASs used in a manufacturing process should be flexible.
A task in a manufacturing process is usually achieved through ASs by commu-
nicating, co-operating and exchanging information with each other.2 Therefore,
ASs should be flexible in order to easily engineer and configure the interac-
tions between them. Moreover, typically an Automation System (AS) possesses
under-used equipment, which if used efficiently can reduce the cost and time
for manufacturing products. In order to achieve this, an AS should be flexi-
ble to update its functionality. That is, an AS equipment must be transparent
to an engineer when creating a new functionality or re-configuring an existing
one. Further on, interoperability between ASs that belong to diverse domains is
another challenge that should be addressed3. These ASs use different commu-
nication protocols such as Profinet4, Modbus [3], OPC UA5 and so on, which
restrains the interoperability between them. In the direction of addressing these
challenges, Web of Things (WoT) and Semantic Web Technologies (SWT) are
good candidates. SWT enable interoperability across domains by formalizing the
information models using ontologies, which enable interoperability by providing
un-ambiguous and machine-readable descriptions.

Recently ASs in the manufacturing process are becoming part of Internet of
Things (IoT) [4]. In IoT, physical devices are embedded into electronic systems
which can connect to the Internet, where they can be discovered, monitored,
controlled and interacted with each other over various network interfaces. But
IoT lacks a universal application protocol that can work across many networking
interfaces, which restrains the integration of devices from diverse domains into a
single application [5]. This is addressed by Web of Things (WoT) by leveraging
the Web standards to physical devices that enable devices from diverse domains
to be integrated into Web applications with minimal effort [6]. Initial standards
are being developed for WoT by the W3C WoT working group6 to create an
abstract layer for inter-operable IoT applications.

Therefore, we apply WoT and SWT to address the above challenges and pro-
pose an approach to engineer, configure and re-engineer an AS with minimum
effort. Our main contributions are the following: (1) we enable an AS infrastruc-
ture to be transparent for rapid application development, (2) we develop an
approach, which allows to create semantic specification for a functionality or an
application, (3) the approach allows to automatically checks whether a target
AS has the capability to run a new application (4) we developed an engineering
tool with graphical user interface called Semantic Web of Things for Automation
Systems (SWAS) tool, to support an AS engineer in tasks (1), (2), (3).

2 https://www.plattform-i40.de/I40/Redaktion/EN/Downloads/Publikation/
interaction-model-I40-components.pdf.

3 https://ukmanufacturing2015.eng.cam.ac.uk/proceedings/Industry4.0AN10715.
pdf.

4 http://us.profinet.com/technology/profinet/.
5 https://opcfoundation.org/about/opc-technologies/opc-ua/.
6 https://www.w3.org/WoT/WG/.
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2 State of the Art

The state of the art in engineering of ASs is based on model-driven software
design. It is divided into five phases: 1. Design phase 2. Development phase 3.
Engineering phase 4. Commissioning phase and 5. Operation phase [7]. Accord-
ing to the model-driven design, an engineer specifies a field function or a data
point in a model in the Design phase. The code generation is run to produce a
skeleton of a service that is supposed to implement the function or data point in
the Development phase. Finally, in the Engineering phase, the engineer imple-
ments the service skeleton, deploys and configures it on an AS in the Commis-
sioning phase and starts it.

In contrast to this, we propose an engineering approach where semantics is
used for multiple purposes. First, it enables transparency of an AS equipment for
rapid application development by providing semantic descriptions for it (seman-
tic description for device functionalities, configurations and relations to other
devices). Second, the same semantic-based approach can be applied for cross-
domain interoperability between ASs. Further on, in the design phase the app-
roach allows an engineer to create semantic specification for a new functionality.
Interactions between functionalities specified in an application are established
using semantics (e.g. to match whether the output of one function matches with
the input of other function) in the engineering phase. Semantics is further used
to discover the existing functionality on the target AS and to check if the target
AS has the functionality to run an application. In commissioning phase, para-
meterization of AS equipment is provided based on semantic constraints of that
equipment. Finally, it also facilitates deployment of an application on an AS,
thanks to the proposed run-time (which is introduced in the next section) for
device level semantic processing.

State of the art in engineering of ASs also includes, the Totally Integrated
Automation Portal (TIA Portal).7 It is a software framework for controller pro-
gramming, HMI development and drives parameterizing. TIA Portal, among
other tasks, is responsible for allowing an engineer to configure and program
Siemens Programmable Logic Controllers (PLC), allowing a programmer to cre-
ate control applications that complete various manufacturing tasks.

3 Use Cases

In this section we describe two industrial use cases for engineering and re-
engineering of an AS on the FESTO8 Process Automation workstation shown in
Fig. 1. It consists of two tanks. There are various sensors and actuators attached
to the tanks such as the following: an ultrasonic sensor, float sensors, proximity

7 https://www.siemens.com/global/en/home/products/automation/
industry-software/automation-software/tia-portal.html.

8 http://www.festo-didactic.com/int-en/learning-systems/process-automation/
compact-workstation/mps-pa-compact-workstation-with-level,flow-rate,
pressure-and-temperature-controlled-systems.htm.
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Fig. 1. FESTO process automation workstation

sensors, temperature sensor, heater, overflow sensor, pump, a pneumatic valve
and so on. The workstation captures the process of steering liquid, measuring
level of liquid, protecting overflow of liquid, protecting a pump from dry run,
measuring flow of liquid, keeping liquid within certain temperature range and
within certain level range. Therefore, the workstation is already complex as found
in real production environment.

The ultrasonic sensor and a float sensor are deployed on Tank 1. The float
sensor is a binary sensor, which detects the overflow of liquid in Tank 1. The
ultrasonic sensor measures the level of liquid in Tank 1. A pneumatic valve
controls liquid flow from Tank 1 to Tank 2. In order to automate the process of
ensuring overflow protection on Tank 1, the devices on the workstation can be
engineered as follows:

– Engineering use case: An engineer can design, engineer and configure the
interactions between AS devices with minimum effort in order to fulfill a task
specified by an automation process.
Example: In order to ensure overflow protection on Tank 1, the devices on
the workstation should be engineered and configured in such a way that, when
overflow is detected on Tank 1, then liquid in Tank 1 should be pumped out
to Tank 2.

– Re-engineering use case: An engineer can update the functionality on an
AS with minimum effort simply by installing a new functionality on it.
Example: If any of the device on the FESTO workstation used in the
above engineering process is malfunctioning, then the devices should be re-
engineered to ensure overflow protection on Tank 1.
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We use these two as the running examples to describe our methodology for
engineering, configuration and re-engineering of an AS, in a step-by-step manner
in Sect. 4.

4 Methodology for Semantic-Based Engineering of
Automation Systems

In this section we describe our approach for semantic-based engineering of an AS.
The basic setup for this approach is that an AS is WoT-enabled by embedding
it into an electronic system that can connect to the Web and interact with other
devices using existing Web standards9 [8–10].

4.1 Building Blocks

Figure 2a shows the device building blocks of our approach, which are embedded
into a WoT-enabled AS. They enable an AS to interpret semantic models locally
and to control the operation of AS devices. The WoT-enabled ASs under our
consideration are resource-constrained devices that have limited memory and
processing power. The PC-based semantic reasoning techniques are not feasible
to be applied on these devices [11]. Therefore, we use an embedded Micro-
reasoner, which in the scope of this work is deployed on an embedded Linux
system. It consists of two parts: Micro Event Engine (MEE) implemented
in C and a Datalog reasoner, which is an open source C and LUA10 imple-
mentation.11 MEE is based on the work from [12]. MEE uses Event rules to do
Complex Event Processing (CEP) of the events coming from AS devices. Data-
log reasoner facilitates a device with rule-based reasoning in datalog [13]. Both
the components are integrated into Micro-reasoner, which enables it to process

Rules Scripts

Semantic Repository
Script Library

Semantically annotate

Register

Download Download
Add/Update/
Delete/Query

Sensor/Actuator

Automation system

Semantic based engineering GUI tool Matchmaking 
node

Edge Device

Device buliding blocks

Discover

Data acquisition Control

...

Deploy Deploy

...

a

Micro-reasoner Scripting engine with WoT

Device
b

Fig. 2. System architecture of Semantic-based low-effort engineering of an AS
(a) Device building blocks (b) Integrated system architecture

9 http://mqtt.org/documentation.
10 https://www.lua.org/.
11 http://www.ccs.neu.edu/home/ramsdell/tools/datalog/datalog.html.

http://mqtt.org/documentation
https://www.lua.org/
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502 A.S. Thuluva et al.

events with MEE in the context evaluated by Datalog reasoner. If needed, they
can also be used separately. Micro-reasoner is offered as a CoAP RESTful web
service, which provides an easy way to interact with Micro-reasoner to add or
delete event rules and add, query and delete datalog facts and rules over a REST-
ful API. In addition to Micro-reasoner, a scripting engine with WoT Scripting
API12 implemented in LUA is also embedded into an AS as shown in Fig. 2a.
The scripting engine interprets the scripts sent to the AS. In our approach the
Micro-reasoner runs on an edge device (we used SIMATIC IOT204013) which is
a part of an AS as shown in Fig. 2b. The system architecture of our approach
will be further extended in the next sections.

Example: Consider the engineering use case example presented in the Sect. 3.
Here we show how the engineering of the AS devices can be done (to ensure
overflow protection on Tank 1) by using the device building blocks on edge
devices.

The FESTO workstation shown in Fig. 1 is equipped with three edge devices.
All sensors and actuators on the workstation are embedded with NodeMCUs14

and then they are connected to the edge devices. Suppose that an engineer wants
to prevent the overflow on Tank 1 by putting into interaction the float sensor
on Tank 1 and the pneumatic valve. When float sensor raises an overflow event,
then the pneumatic valve opens and lets the liquid flow from Tank 1 to Tank
2. Here we show how this can be done by deploying a simple event rule and a
WoT script (which are shown below). The rule and script are deployed on the
edge device which controls float sensor and pneumatic valve.

The rule head “valveOpenAction(Y)” is triggered when the rule body is
executed. The rule body consists of an event, “overflow(X)”. It is an event raised
by the float sensor when the overflow occurs in Tank 1. In such a case, the where
clause of the rule body is executed. The where clause in the rule below consists
of “valveOpen(X)” predicate. The engine invokes an external function which in
our case is the WoT script shown below. The script is used to open the valve
on a device with provided URI. The function “invokeAction” is defined in WoT
scripting API, it takes “action name” and its input parameters as input and
invokes the action. In our example, the name of an action on the pneumatic
valve is “open”, it takes a boolean value as input to control the valve operation.
Therefore, when the event “overflow(true)” occurs, then the script is executed
and the valve gets opened. In this way the overflow protection on Tank 1 is
ensured.

valveOpenAction[ , ](Y) :- overflow[ , ](X) where

(X = true, Y := valveOpen(X)) [count 1].
(1)

12 https://w3c.github.io/wot-scripting-api/.
13 http://docs-europe.electrocomponents.com/webdocs/1536/0900766b815365c3.pdf.
14 https://nodemcu.readthedocs.io/en/master/.

https://w3c.github.io/wot-scripting-api/
http://docs-europe.electrocomponents.com/webdocs/1536/0900766b815365c3.pdf
https://nodemcu.readthedocs.io/en/master/
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Listing 1.1. WoT script to invoke action on a pneumatic valve

f unc t i on valveOpen (X) wot = r equ i r e (”wot ”)
va lve = wot . consumeDescr ipt ionUri (” coap

↪→ : / / 1 92 . 1 6 8 . 2 . 6 0 : 5 6 83/ Valve /”)
va lve : invokeAct ion (” open ” , ”{\” value \ ” : ” . .X. . ” } ” )

re turn true
end

In this example an event rule and a script are used to engineer an AS. That
is, to establish interactions between AS devices (e.g., float sensor and pneumatic
valve). In the similar manner an event rule and/or a script can be used to define
a new functionality, which in turn can be used to update the functionality of an
AS. In more complex cases an action can be triggered on detection of a complex
event. For example, instead of the single overflow event, a rule can trigger an
action upon detection of multiple events with certain temporal and semantic
constraints. This rule language is based on the work from [12].

4.2 System Architecture

Figure 2b presents the system architecture of our approach integrated with device
building blocks. Firstly, the semantic repository is used to store the semantic
descriptions of new functionalities and applications, which are used to engineer
or update the functionality of an AS. For this purpose, we extended the thingweb
repository developed by the W3C WoT Working Group. It is an Apache Jena
TDB15 with a RESTful interface.16 The second component is the script library,
which is used to store scripts for engineering an AS. These scripts are semanti-
cally annotated and stored in the repository in order to facilitate their discovery
and re-use. The next component in the system architecture is the “semantic-
based engineering tool”. It provides a graphical user interface to do end-to-end
engineering in accordance to our approach. The tool provides an interface to the
semantic repository in order to add, delete, update application semantic descrip-
tions to the repository and to download them from the repository. The tool also
provides an easy access to ASs by deploying event rules or scripts on an AS. The
tool interacts with Matchmaking node in order to discover functionality on an
AS. The tool and Matchmaking node connect to an edge device which is the part
of an AS. Each of these components will be explained in detail in the following
sections.

4.3 Modeling

Device Semantic Modeling. Semantic modeling of an AS and its devices
plays an important role to address the challenges of cross-domain interoper-
ability and transparency of ASs. A semantic description of an AS acts as an
15 https://jena.apache.org/documentation/tdb/.
16 https://github.com/thingweb/thingweb-repository.

https://jena.apache.org/documentation/tdb/
https://github.com/thingweb/thingweb-repository
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Fig. 3. Semantic layer-cake approach (a) Device semantic modeling approach (b) Appli-
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interface to it. In order to model the WoT-enabled AS, their services and appli-
cations semantically, we developed a semantic-layering approach as shown in
Fig. 3a. According to this approach, semantic modeling of an AS is done in 3
layers. In the first layer an AS is described in terms of its functionalities and
configurations. We use W3C WoT Thing Description (TD) in this layer. The
motivation for WoT is to access physical devices on the Web in a similar fashion
as accesing Web pages. In order to facilitate this, TD of a device is stored on
the device itself. This enables the transparency of an AS infrastructure for rapid
application development. TD also enables cross-domain interoperability between
ASs from diverse domains such as energy, manufacturing and so on, by provid-
ing an abstract description of their functionalities in terms of properties, events
and actions. A TD is serialized in JSON-LD17 format. In the second layer, TD
is enriched with domain-independent vocabulary to model contextual informa-
tion and non-functional properties of an AS device. For this purpose, we reuse
the widely accepted existing vocabularies such as, Semantic Sensor Networks
ontology (SSN) [14]. It models sensors, actuators and their contextual informa-
tion semantically. QUDT18 is used to model the quantities and their units of
measurement. The schema.org19 ontology is used to model the non-functional
properties. Common set of domain-independent vocabularies are used to describe
ASs, their services and applications which creates interoperability between ASs.
The third layer is called domain-dependent layer. This layer models the domain
specific features of an AS. For example, eCl@ssOWL [15] which is an OWL ontol-
ogy that models Industrial devices semantically is used to model the AS and its
devices that belong to industrial domain. Figure 4a shows the TD of the ultra-
sonic sensor from the FESTO workstation enriched with domain-independent
and domain-dependent semantic annotations.

Application Semantic Modeling. In our approach, an application is a seman-
tic description of an event rule and/or a WoT script (see Sect. 4.1), which can be
used either to engineer an AS to establish the interaction between AS devices

17 https://www.w3.org/TR/json-ld/.
18 http://www.qudt.org/.
19 http://schema.org/.

https://www.w3.org/TR/json-ld/
http://www.qudt.org/
http://schema.org/
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as shown in Sect. 4.1 or to re-engineer an AS by updating its functionality.
The application semantic modeling is done using semantic-layering approach as
shown in Fig. 3b. It differs from device semantic modeling only in the first layer.
It has an additional layer called “Application model”, which defines the vocabu-
lary to model the logic of an application and its requirements. The Application
model is shown in Fig. 5. It consists of two parts:

a. Ultrasonic Sensor Thing Description
{ "@context" :
  ["https://w3c.github.io/wot/w3c-td-

 context.jsonld",
"http://SWAS/interactions/interactions-

 context.jsonld"],
"qu":
     "http://purl.oclc.org/NET/ssnx/qu/qu#",
"ssn":http://purl.oclc.org/NET/ssnx/ssn#,
"schema": "http://schema.org/",
"eclass": http://www.ebusiness-

 unibw.org/ontologies/eclass/5.1.4/#,
"name": "MyUltrasonicSensor",
"@type": ["ssn:Sensor",
     "eclass:C_AKE655002-tax"],
"uris" :
     ["coap://192.168.2.82:5683/ultrasonicSe
     nsor",
     "http://192.168.2.82:8080/ultrasonicSen
     sor"],
"encodings":["JSON"],
"ssn:onPlatform":"Tank1",
"ureasoner" : "true",

"properties":[ {
      "@id" : "level",
      "@type":
http://SWAS/interactions/liquidLevelProperty,

"name" : "liquidLevel",
      "valueType" : {"type" : "float"},
      "writable" : "false",
      "qu:unit" : {"@type"  : "qu:millimetre"},
      "schema:minValue"  : "0.2",
      "schema:maxValue" : "800",
      "hrefs" : ["liquidLevel"] } ]}

b. Ultrasonic Sensor Datalog facts
name("td","MyUltrasonicSensor").
ureasoner("td","true").
uris("td","coap://192.168.2.82:5683/ultrasonicSensor").
onPlatform("td","Tank1").
properties("td","propetery1")
name("propetry1","liquidLevel").
hrefs("propetry1","liquidLevel").
@type("property1",http://SWAS/interactions/liqui

  dLevelPropetry").

Fig. 4. (a) Thing Description of an ultrasonic sensor (b) Datalog facts generated from
the ultrasonic sensor Thing Description

Application

Application Requirements

Rule

Pattern

Body

Where Clause

Time Interval

Range

Application Pattern

Time Stamp

Conditions Time Unit

Event/Property

Script

Arguments

hasRuleHead hasRuleBody

hasTim
eStam

p

hasPattern

hasW
hereC

lause

hasR
ange

hasTimeInterval hasTimeUnit

hasArgum
entList

hasFunctionality hasRequirements

is-a is-a

hasConditions

Head

hasCustomFunction

hasEventO
perand

hasTimeStamp
hasEventOperand

hasArgumentList

MetaData

hasMetaData

hasC
ount

Count

hasInteractionPattern

hasInteractionPattern

Fig. 5. The Application semantic model



506 A.S. Thuluva et al.

1. Application pattern: describes the logic of an application. The Application
model is an OWL ontology, which defines the schema to model an event rule
or a script. It models a script in terms of its meta-data or a rule in terms of
rule head, rule body, rule pattern, the list of arguments, where clause and the
range or count of a rule and so forth. The Property or Event from the TD
model are used as event operands in this model.

2. Application requirements: models the requirements that should be ful-
filled by a target AS in order to install an application. The class “Application
Requirements” is used to model these requirements. The typical requirements
are, a target device or devices should match the functionalities modeled in the
rule body and/or rule head. It should also match the additional requirements
specified in the “hasRequirements” part of an application.

The applications are serialized in JSON-LD format in the similar manner
as TD. They are stored in the semantic repository as shown in Fig. 2. Figure 6
shows an application semantic description, which defines a new functionality
for the re-engineering example described in Sect. 3. The logic of the application
is the following: the rule body observes the liquid level in a tank and raise an
overflow event when the level is above certain threshold. In order to install this
application a target AS should have the functionality to measure the level of
liquid in a tank, which gives liquid measurements in floating point data-type.
Lastly, Micro-reasoner should be running on the target AS. These requirements
are modeled in the “hasRequirements” part of the application.

An application semantic modeling has the following benefits: (1) the model is
directly install-able on an AS with Micro-reasoner, which can interpret it and run
it without any code generation or implementation. Therefore, it lowers the effort
during engineering process, (2) the model can be discovered, shared, extended
and documented for later use (3) modeling the application requirements

{"@context":
["https://w3c.github.io/wot/w3c-wot-td-context.jsonld",
"http://SWAS/applicationvocabulary.jsonld"
"name" : "overflowEventApplication",
"@type" : "application",
"description" : "Raises an overflow event when the
liquid level is above certain threshold in a tank"
"ruleld":
["coap://SWAS/applications//overflowAlarmApp"],
"hasRuleBody":{
"hasPattern":{
"hasEventOperand":{
  "Property":{
     "@type":
   ["http://SWAS/interactions/liquidLevelProperty"]},
"hasEventArguments":{
  "ArgumentList" : ["X"] } } },
"hasWhereClause" : {
 "ConditionsList" : [ {
  "Condition" : {
   "RelativeOperator":
{"@type" : "GreaterThanOrEqualTo"},

    "hasLeftWhereConditionArgument" : {
         "Argument"       :"X"},
   "hasRightWhereConditionArgument" : {
         "Argument"        :"50" } } }  ] },
  "hasCount" : {
   "Count" : "1" } },
"hasRuleHead" : {
    "Event" : {
    "name" : "overflowEvent",
                      "@type" :
["http://SWAS/interactions/overflowEvent"],
     "valueType" : {"type" : "boolean"},
     "hrefs" : ["overflowEvent"] },
"hasEventArguments" : {
   "Arguments" : ["X"] } },
"hasRequiements" : {
  "hasInteractionPattern" :{
   "Property" : {
   "@type" 
["http://SWAS/interactions/liquidLevelProperty"],
   "valueType" : {"type" : "float"} },
     "ureasoner" : "true"} }

Fig. 6. Semantic description of Overflow Event Application serialized in JSON-LD
format



Semantic-Based Approach for Low-Effort Engineering of ASs 507

semantically enables matchmaking between the application requirements and
a target AS functionality to be done automatically, therefore, it reduces the
human intervention during the engineering process.

4.4 De-centralized Device Discovery and Matchmaking

In our approach TD of an AS is stored locally on the AS itself to enhance
transparency of AS equipment as described in Sect. 4.3. On one hand, it optimizes
maintainability of AS functionality as TD can be updated easily whenever the
functionality of the AS is updated. Further on, it simplifies Plug and Play of
an AS (new devices are added to the system on the fly). In order to discover
functionality of an AS during an engineering process, we propose a de-centralized
approach, which enables local discovery of AS functionality. To implement this,
firstly all AS involved in an engineering process should be discovered. An AS
has an embedded edge device, which in turn has Micro-reasoner running on it.
Micro-reasoner is offered as a CoAP server in our implementation. Therefore, we
implemented CoAP multicasting to discover all the edge devices running on AS
as explained below:

Device Discovery. The Constrained Application Protocol (CoAP) is a spe-
cialized web transfer protocol for use with constrained nodes and constrained
(e.g.,low-power, lossy) networks [16]. One of the discovery mechanism specified
by this protocol is a service discovery that allows to discover all CoAP servers
in the network, which support the discovery functionality. Using the service dis-
covery mechanism, we implemented a CoAP-discovery in Eclipse Californium20

- a Java implementation of CoAP protocol. CoAP supports requests to a mul-
ticast group. Therefore, a CoAP-server with enabled discovery functionality,
being plugged into the network, should also join a multicast group to be able to
get CoAP packets sent not only to the server directly, but also to the predefined
“All CoAP Nodes” address group. Internet Assigned Numbers Authority (IANA)
assigned the following addresses for the use by CoAP nodes as “All CoAP Nodes”
address: 224.0.1.18721 and FF0X:FD15 for IPv4 and IPv6 respectively. A GET-
request to this multicast-group address results in a series of CoAP-responses
from all CoAP-servers that previously joined the “All CoAP Nodes” group. In
our implementation a device that has a CoAP-server running after start-up iter-
ates through all its IPv4 interfaces, excluding the loop-back interfaces, and, if
set in the server configuration file, each socket, created for the corresponding
interface joins the CoAP multicast group. Then any CoAP-client can send a
multicast request, getting a corresponding address to connect to the discovered
server. Note, that in case if client and server are connected to the network using
multiple interfaces, this procedure allows us to find a way to establish the connec-
tion, if there exists any. The CoAP multicasting is implemented in Matchmaking
node shown in Fig. 2. Moreover, all the edge devices are enabled with discovery

20 https://eclipse.org/californium/.
21 https://www.iana.org/assignments/multicast-addresses/multicast-addresses.xhtml.

https://eclipse.org/californium/
https://www.iana.org/assignments/multicast-addresses/multicast-addresses.xhtml
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functionality so that they can be discovered when a multicast request is sent by
Matchmaking node.

Discovery of AS Functionality and Matchmaking. The local discovery
of AS functionality and matchmaking on an AS is enabled by Datalog reasoner
embedded into an edge device. We developed an algorithm to convert TDs on an
edge device into datalog facts. These facts along with some datalog rules are then
stored into Datalog reasoner to enable query answering about AS functionality
and to do matchmaking between its functionality and an application require-
ments automatically using datalog rule-based reasoning. As Micro-reasoner is
offered as a CoAP server, an engineer or another AS can connect to it and query
about its functionality.

During an engineering process, an engineer first discovers all the edge devices
on an AS using CoAP multicasting and then sends datalog queries to each edge
device to discover their functionalities. Figure 4b shows some of the datalog
facts generated from the ultrasonic sensor TD. These facts are added to Datalog
reasoner. Additionally, the datalog rules, which are shown below are also added
to the reasoner, which enables the AS to answer queries about its functionality.

hasInteraction(ThingUri, IType) :-

uris(T, ThingUri), properties(T, P), @type(P, IType).
(2)

thingType(Name, Type) :- @type(T, Type), name(T, Name), uris(T, U). (3)

thingType(Name,SType) :-

subClassOf(Type, SType),thingType(Name, Type).
(4)

hasInteractionOnPlatform(ThingUri, Platform) :-

uris(T, ThingUri), ureasoner(T, UR), properties(T, X),

@type(X, IType), valueType(X, Y), type(Y, Z),

onPlatform(X, Platform).

(5)

If the AS has the capability to run a new application, then it sends its URI
and the platform it is deployed on, as a response to the datalog query sent
by Matchmaking node. Therefore, the application can be installed on the AS
which fulfills its requirements. Below we present the datalog query generated
by Matchmaking node from the overflow event application description shown in
Fig. 6.

hasInteractionOnPlatform(ThingUri, Platform) :-

uris(T, ThingUri), ureasoner(T,"true"), properties(T, X),

@type(X, "http://SWAS/interactions/liquidLevelProperty"),

valueType(X, Y), type(Y, "float"), onPlatform(X, Platform)?

(6)
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4.5 Semantic-Based End-to-End Engineering Tool

We developed an engineering tool with a graphical user interface called SWAS
tool to enable engineering and re-engineering of an AS with our semantic-based
approach. A screen-shot of the tool is shown in Fig. 7. It is an Eclipse application
implemented in Java. It supports an AS engineer in all phases of an engineering
process. The design goal of the tool is not creation of semantic models. Semantic
models are created using ontology engineering tools and stored in a semantic
repository. Instead, the tool enables an engineer to easily interact with an AS.
The interaction with semantic repository is also provided, as well as interaction
with matchmaking node in device discovery phase.

Fig. 7. Semantic-based engineering tool with graphical user interface

The engineering process is done with SWAS tool in a step-by-step manner as
described below: (1) an AS engineer first discovers the required application from
the semantic repository using a SPARQL BGP or Text-based query, (2) then he
selects the required application and presses the “Discover” button to discover
the matching devices on an AS which can install the application, (3) the list of
matching devices will be displayed in the Search Results. The engineer can select
one of the matching devices where he wants to deploy the application, (4) then
he can simply deploy the application on the device with the click of a button.
Apart from this, scripts can also be deployed on the devices from the tool. After
deployment of an application on a device, the tool can also be used to update
the TD of an AS with the newly installed functionality.

5 Discussion

The goal of our approach is to make an AS flexible and transparent to meet the
constantly changing settings of mass customized production. For this purpose,
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we proposed a semantic-based approach to enhance the transparency of an AS
by semantically modeling an AS equipment’s functionalities, capabilities and
configurations. This reduces the reliability on domain knowledge of the experts
and makes the knowledge available also to the Web developers. Therefore, even
the Web developers can engineer the ASs and it also reduces the errors during the
engineering process. This enhances the flexibility in engineering of ASs. On the
other hand, semantic modeling of an AS information also enables interoperability
between ASs from heterogeneous domains. In comparison to this, in state of the
art engineering approaches a gateway has to be built between multiple domains
in order to make them inter-operable which is significantly more complex than
achieving interoperability by semantic modeling of AS with TD.

Moreover, engineering of an AS using state of the art engineering approaches
is more complex and involves significant effort than the semantic-based approach
proposed in this paper. Firstly, it is very complex to discover a library function
that can be reused to engineer a new application. For this purpose only a string
matching search is available, which makes the process extremely difficult. Typ-
ically, there exists numerous libraries and an engineer should know the name
of the library required for the specific use-case. In contrast to this, in our app-
roach, semantic modeling of an application enables semantic-based discovery of
an application which is more efficient.

Secondly, the library function block should be then configured to map the
program to the physical hardware, which, depending on the setup, can be seen
as from easy to very complicated and error-prone process. In comparison to this,
the semantic-based approach makes an application configuration and prameter-
ization process simpler as the device configurations are semantically described
and semantic constraints can be defined to guide the configuration process. For
example: it can be checked whether configured parameters satisfy defined ranges
(e.g., minimum, maximum values), units of measurement (e.g., degree Celsius)
and so forth. Furthermore, if the interaction between devices is needed each of
those interactions should be configured and programmed separately. But in our
approach the interactions are semantically described. These semantic descrip-
tions serve as a transparent documentation which can be used in later appli-
cations. Moreover, semantically described interactions can be configured and
implemented with less effort. Lastly, matchmaking of application requirements
and AS functionality is done automatically in the semantic-based approach,
which cannot be done in state of the art engineering approaches.

SWAS tool is designed based on already established open source engineering
tool called 4diac22, taking into account the success of 4diac with respect to the
expectations of engineers. However, our additional design decision was to develop
an engineering tool, which would be easy to use for Web developers. The goal
of our approach is not only to help engineers to lower the engineering effort but
also to enable Web developers to become engineers of industrial ASs.

22 https://eclipse.org/4diac/.

https://eclipse.org/4diac/
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We proved that this new approach fulfills all these requirements by using
semantics for multiple purposes. We conducted two experiments on the FESTO
process automation workstation shown in Fig. 1. On this FESTO workstation, we
attached a micro controller to each sensor and actuator of the workstation which
provides basic web interface and semantic description of this interface using TD
to interact with a sensor or actuator. Each edge device, that is, IoT2040 plays the
role of a controller for sensors and actuators. It is equipped with Micro-reasoner,
which enables it to interpret semantic descriptions of AS devices and applications
(coming from SWAS tool). Our deployment is general in sense that can be applied
to any sensor or actuator, and can be used when implementing other scenarios
too. Moreover the procedure is simple and can be scaled to many ASs. On this
setup we conducted experiments for engineering and re-engineering use cases
using the examples described in Sect. 3. The experiments proved that it is feasible
to do de-centralized discovery and automated matchmaking locally on an AS.
This feature can be useful in an environment where new devices are plugged
on the fly and they need to be instantly discoverable. Lastly, our experiments
showed that SWAS tool simplifies the engineering process with its integrated
user interface, which supports end-to-end engineering. Upon first interactions
with engineers they stated that the tool was easy to use. We got positive and
encouraging feedback about the UI. These experiments proved that our approach
is feasible for engineering and re-engineering of ASs in real-world scenarios.

Our experiments were performed on process automation use cases. But in
general the devices from diverse domains could be used. Even in this case, the
interoperability can be enabled by describing them with TD in terms of proper-
ties, events and actions, and engineering can be done easily using our approach.
In the re-engineering scenario, when a new change is required for manufacturing
a product variant, a functionality can be added, updated or re-configured on an
AS similarly using this approach.

6 Conclusion and Future Work

We proposed a semantic-based approach for low-effort engineering of an Automa-
tion System, making it flexible for mass customized production. It enables hori-
zontal integration of systems by providing cross-domain interoperability between
them, which opens up possibilities for new applications. The approach makes
an automation equipment transparent in the sense that the equipment exposes
its functionality via a semantic interface. We implemented local discovery and
matchmaking on an Automation System to enable local decision support, and
to enhance the autonomy of the device. Furthermore, we implemented a tool
that provides an integrated user interface and simplifies the usability of our
semantic-based engineering approach. We deployed our implementation on a
FESTO process automation workstation to test the proposed engineering and
re-engineering approach. The experience showed that our approach is feasible in
the real-world scenarios.

Future steps will involve improvements on the matchmaking procedure for
more complex use cases. We will perform extensive experiments on more complex
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test beds to test scalability of the implementation. Depending on results of the
experiments our intention is to deploy it on the real industrial manufacturing
plants.
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