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Abstract. Fake news is a phenomenon which is having a significant impact on
our social life, in particular in the political world. Fake news detection is an
emerging research area which is gaining interest but involved some challenges
due to the limited amount of resources (i.e., datasets, published literature)
available. We propose in this paper, a fake news detection model that use
n-gram analysis and machine learning techniques. We investigate and compare
two different features extraction techniques and six different machine classifi-
cation techniques. Experimental evaluation yields the best performance using
Term Frequency-Inverted Document Frequency (TF-IDF) as feature extraction
technique, and Linear Support Vector Machine (LSVM) as a classifier, with an
accuracy of 92%.

Keywords: Online fake news � Text classification � Online social network
security � Fake news detection � N-gram analysis

1 Introduction

In the recent years, online content has been playing a significant role in swaying users
decisions and opinions. Opinions such as online reviews are the main source of
information for e-commerce customers to help with gaining insight into the products
they are planning to buy.

Recently it has become apparent that opinion spam does not only exist in product
reviews and customers’ feedback. In fact, fake news and misleading articles is another
form of opinion spam, which has gained traction. Some of the biggest sources of
spreading fake news or rumors are social media websites such as Google Plus,
Facebook, Twitters, and other social media outlet [1].

Even though the problem of fake news is not a new issue, detecting fake news is
believed to be a complex task given that humans tend to believe misleading infor-
mation and the lack of control of the spread of fake content [2]. Fake news has been
getting more attention in the last couple of years, especially since the US election in
2016. It is tough for humans to detect fake news. It can be argued that the only way for
a person to manually identify fake news is to have a vast knowledge of the covered
topic. Even with the knowledge, it is considerably hard to successfully identify if the
information in the article is real or fake. The open nature of the web and social media in
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addition to the recent advance in computer science simplify the process of creating and
spreading fake news. While it is easier to understand and trace the intention and the
impact of fake reviews, the intention, and the impact of creating propaganda by
spreading fake news cannot be measured or understood easily. For instance, it is clear
that fake review affects the product owner, customer and online stores; on the other
hand, it is not easy to identify the entities affected by the fake news. This is because
identifying these entities require measuring the news propagation, which has shown to
be complex and resource intensive [3]. Trend Micro, a cyber security company, ana-
lyzed hundreds of fake news services provider around the globe. They reported that it is
effortless to purchase one of those services. In fact, according to the report, it is much
cheaper for politicians and political parties to use those services to manipulate election
outcomes and people opinions about certain topics [4, 5]. Detecting fake news is
believed to be a complex task and much harder than detecting fake product reviews
given that they spread easily using social media and word of mouth.

We present in this paper an n-gram features based approach to detect fake news,
which consists of using text analysis based on n-gram features and machine learning
classification techniques. We study and compare six different supervised classification
techniques, namely, K-Nearest Neighbor (KNN), Support Vector Machine (SVM),
Logistic Regression (LR), Linear Support Vector Machine (LSVM), Decision tree
(DT) and Stochastic Gradient Descent (SGD). Experimental evaluation is conducted
using a dataset compiled from real and fake news websites, yielding very encouraging
results.

The remaining sections are structured as follows. Section 2 is a review of related
works. Section 3 introduces our proposed approach and model. Section 4 presents the
experiments conducted to evaluate our proposed fake news detection model. Section 5
makes concluding remarks and discusses future work.

2 Related Works

Research on fake news detection is still at an early stage, as this is a relatively recent
phenomenon, at least regarding the interest raised by society. We review some of the
published work in the following. In general, Fake news could be categorized into three
groups. The first group is fake news, which is news that is completely fake and is made
up by the writers of the articles. The second group is fake satire news, which is fake
news whose main purpose is to provide humor to the readers. The third group is poorly
written news articles, which have some degree of real news, but they are not entirely
accurate. In short, it is news that uses, for example, quotes from political figures to
report a fully fake story. Usually, this kind of news is designed to promote certain
agenda or biased opinion [6].

Rubin et al. [7] discuss three types of fake news. Each is a representation of
inaccurate or deceptive reporting. Furthermore, the authors weigh the different kinds of
fake news and the pros and cons of using different text analytics and predictive
modeling methods in detecting them. In this paper, they separated the fake news types
into three groups:
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– Serious fabrications are news not published in mainstream or participant media,
yellow press or tabloids, which as such, will be harder to collect.

– Large-Scale hoaxes are creative and unique and often appear on multiple platforms.
The authors argued that it may require methods beyond text analytics to detect this
type of fake news.

– Humorous fake news, are intended by their writers to be entertaining, mocking, and
even absurd. According to the authors, the nature of the style of this type of fake
news could have an adverse effect on the effectiveness of text classification
techniques.

The authors argued that the latest advance in natural language processing
(NLP) and deception detection could be helpful in detecting deceptive news. However,
the lack of available corpora for predictive modeling is an important limiting factor in
designing effective models to detect fake news.

Horne et al. [8] illustrated how obvious it is to distinguish between fake and honest
articles. According to their observations, fake news titles have fewer stop-words and
nouns, while having more nouns and verbs. They extracted different features grouped
into three categories as follows:

– Complexity features calculate the complexity and readability of the text.
– Psychology features illustrate and measure the cognitive process and personal

concerns underlying the writings, such as the number of emotion words and casual
words.

– Stylistic features reflect the style of the writers and syntax of the text, such as the
number of verbs and the number of nouns.

The aforementioned features were used to build an SVM classification model. The
authors used a dataset consisting of real news from BuzzFeed and other news websites,
and Burfoot and Baldwin’s satire dataset [9] to test their model. When they compared
real news against satire articles (humorous article), they achieved 91% accuracy.
However, the accuracy dropped to 71% when predicting fake news against real news.

Wang et al. [10] introduced LIAR, a new dataset that can be used for automatic
fake news detection. Thought LIAR is considerably bigger in size, unlike other data
sets, this data set does not contain full articles, it contains 12800 manually labeled short
statements from politicalFact.com.

Rubin et al. [11] proposed a model to identify satire and humor news articles. They
examined and inspected 360 Satirical news articles in mainly four domains, namely,
civics, science, business, and what they called “soft news” (‘entertainment/gossip
articles’). They proposed an SVM classification model using mainly five features
developed based on their analysis of the satirical news. The five features are Absurdity,
Humor, Grammar, Negative Affect, and Punctuation. Their highest precision of 90%
was achieved using only three combinations of features which are Absurdity, Grammar,
and Punctuation.
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3 Proposed Approach and Models

3.1 N-gram Model

N-gram modeling is a popular feature identification and analysis approach used in
language modeling and Natural language processing fields. N-gram is a contiguous
sequence of items with length n. It could be a sequence of words, bytes, syllables, or
characters. The most used n-gram models in text categorization are word-based and
character-based n-grams. In this work, we use word-based n-gram to represent the
context of the document and generate features to classify the document. We develop a
simple n-gram based classifier to differentiate between fake and honest news articles.
The idea is to generate various sets of n-gram frequency profiles from the training data
to represent fake and truthful news articles. We used several baseline n-gram features
based on words and examined the effect of the n-gram length on the accuracy of
different classification algorithms.

3.2 Data Pre-processing

Before representing the data using n-gram and vector-based model, the data need to be
subjected to certain refinements like stop-word removal, tokenization, a lower casing,
sentence segmentation, and punctuation removal. This will help us reduce the size of
actual data by removing the irrelevant information that exists in the data.

We created a generic processing function to remove punctuation and non-letter
characters for each document; then we lowered the letter case in the document. In
addition, an n-gram word based tokenizer was created to slice the text based on the
length of n.

Stop Word Removal
Stop words are insignificant words in a language that will create noise when used as
features in text classification. These are words commonly used a lot in sentences to help
connect thought or to assist in the sentence structure. Articles, prepositions and con-
junctions and some pronouns are considered stop words. We removed common words
such as, a, about, an, are, as, at, be, by, for, from, how, in, is, of, on, or, that, the, these,
this, too, was, what, when, where, who, will, etc. Those words were removed from each
document, and the processed documents were stored and passed on to the next step.

Stemming
After tokenizing the data, the next step is to transform the tokens into a standard form.
Stemming simply is changing the words into their original form, and decreasing the
number of word types or classes in the data. For example, the words “Running”, “Ran”
and “Runner” will be reduced to the word “run.” We use stemming to make classifi-
cation faster and efficient. Furthermore, we use Porter stemmer, which is the most
commonly used stemming algorithms due to its accuracy.
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3.3 Features Extraction

One of the challenges of text categorization is learning from high dimensional data.
There is a large number of terms, words, and phrases in documents that lead to a high
computational burden for the learning process. Furthermore, irrelevant and redundant
features can hurt the accuracy and performance of the classifiers. Thus, it is best to
perform feature reduction to reduce the text feature size and avoid large feature space
dimension. We studied in this research two different features selection methods,
namely, Term Frequency (TF) and Term Frequency-Inverted Document Frequency
(TF-IDF). These methods are described in the following.

Term Frequency (TF)
Term Frequency is an approach that utilizes the counts of words appearing in the
documents to figure out the similarity between documents. Each document is repre-
sented by an equal length vector that contains the words counts. Next, each vector is
normalized in a way that the sum of its elements will add to one. Each word count is
then converted into the probability of such word existing in the documents. For
example, if a word is in a certain document it will be represented as one, and if it is not
in the document, it will be set to zero. Thus, each document is represented by groups of
words.

TF-IDF
The Term Frequency-Inverted Document Frequency (TF-IDF) is a weighting metric
often used in information retrieval and natural language processing. It is a statistical
metric used to measure how important a term is to a document in a dataset. A term
importance increases with the number of times a word appears in the document,
however, this is counteracted by the frequency of the word in the corpus.

One of the main characteristics of IDF is it weights down the term frequency while
scaling up the rare ones. For example, words such as “the” and “then” often appear in
the text, and if we only use TF, terms such as these will dominate the frequency count.
However, using IDF scales down the impact of these terms.

3.4 Classification Process

Figure 1 is a diagrammatic representation of the classification process. It starts with
preprocessing the data set, by removing unnecessary characters and words from the
data. N-gram features are extracted, and a features matrix is formed representing the
documents involved. The last step in the classification process is to train the classifier.
We investigated different classifiers to predict the class of the documents. We inves-
tigated specifically six different machine learning algorithms, namely, Stochastic
Gradient Descent (SGD), Support Vector Machines (SVM), Linear Support Vector
Machines (LSVM), K-Nearest Neighbour (KNN) and Decision Trees (DT). We used
implementations of these classifiers from the Python Natural Language Toolkit
(NLTK).

We split the dataset into training and testing sets. For instance, in the experiments
presented subsequently, we use 5-fold cross validation, so in each validation around
80% of the dataset is used for training and 20% for testing.
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Assume that D ¼ di½ �1� i�m is our training set consisting of m documents di.
Using one of the feature extraction techniques (i.e., TF or TF_IDF), we calculate

the feature values corresponding to all the terms/words involved in all the documents in
the training corpus and select the p terms tjð1 � j � pÞ with the highest feature values.
Next, we build the features matrix X ¼ xij

� �
1� i�m;1� j� p, where:

xij ¼ feature tj
� �

if tj 2 di
xij ¼ 0 otherwise

�

In other words, xij corresponds to the feature extracted (using TF or TF-IDF) for
term tj for document di. Such value is null (0) if the term is not in the document.

4 Experiments

4.1 Dataset

The field of fake news detection is a relatively new area of research. Hence, few public
datasets are available. We used in this work primarily a new dataset collected by our
team by compiling publicly available news article. We also tested our model on the
data set Horne and Adali [8], which is accessible to the public.

Dataset
News ar cles

Pre-processing the 
data 

(tokenizing,stemming 
...etc)

Features Extrac ons
TF, TFI-DF

Training the classifierNews Classifica on

Truthful News

Fake News

Fig. 1. Classification process

132 H. Ahmed et al.



Our new dataset was entirely collected from real world sources1. We collected news
articles from Reuters.com (News website) for real news articles. As for the fake news,
they were collected from a fake news dataset on kaggle.com. The collector of the data set
collected fake news items from unreliable web sites that Politifact (a fact checking
organization in the USA) has been working with Facebook to stamp out. We used 12,600
fake news articles from kaggle.com and, 12,600 truthful articles. We decided to focus
only on political news article because these are currently the main target of spammers.
The news articles from both fake and truthful categories happened in the same timeline,
specifically in 2016. Each of the articles length is bigger than 200 characters.

For every article, the following information is available:

• Article Text
• Article Type
• Article label (fake or truthful)
• Article Title
• Article Date

4.2 Experiments Procedure

We run the aforementioned machine learning algorithms on the dataset, with the goal of
predicting whether the articles are truthful or fake. The experiments started by studying
the impact of the size (n) of n-grams on the performance. We started with unigram
(n = 1), then bigram (n = 2), then steadily increased n by one until reaching n = 4.
Furthermore, each n value was tested combined with a different number of features.

The experiments were run using 5-fold cross validation; in each validation round
the dataset is divided into 80% for training and 20% for testing.

The algorithms were used to create learning models, and then the learned models
were used to predict the labels assigned to the testing data. Experiment results were then
presented, analyzed and interpreted. In the start of our research, we applied our model on
a combination of news articles from different years with a broader variety of political
topics. Our model achieved 98% accuracy when using this type of data. Thus, we
decided to collect our data set so we can require fake and real articles from the same year
and even same month. Furthermore, we decided to limit the scope of the articles. Thus
we only focused on news articles that revolve around the 2016 US elections and the
articles that discuss topics around it. In total, we picked 2000 articles from real and fake
articles we collected, 1000 fake articles and 1000 real articles. The 2,000 articles rep-
resent a subset of the dataset described in the previous section that focuses only politics.

4.3 Experiments Results

We studied two different features extraction methods, TF-IDF, and TF (described
earlier), and varied the size of the n-gram from n = 1 to n = 4. We also varied the
number of features p (i.e., top features selected), ranging from 1,000 to 50,000.
Tables 1, 2, 3, 4, 5 and 6 show the obtained results.

1 http://www.uvic.ca/engineering/ece/isot/datasets/index.php.
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Table 1. SVM accuracy results. The second row corresponds to features size. Accuracy values
are in %.

N-
Gram 
Size

TF-IDF TF 

1000 5000 10,000 50,000 1000 5000 10,000 50,000

Uni-
gram 

84.0 86.0 84.0 84.0 85.0 72.0 69.0 69.4

Bi- 

Gram

78.0 73.0 67.0 54.0 68.0 51.0 47.0 47.0

Tri-

Gram

71.0 59.0 53.0 48.0 53.0 47.0 53.0 47.0

Four-
Gram

55.0 37.0 37.0 45.0 47.0 48.0 40.0 47.0

Table 2. LSVM Accuracy results. The second row corresponds to the features size. Accuracy
values are in %.

N-
Gram 
Size

TF-IDF TF 

1000 5000 10,000 50,000 1000 5000 10,000 50,000

Uni-
gram 

89.0 89.0 89.0 92.0 87.0 87.0 87.0 87.0

Bi- 

gram 

87.0 87.0 88.0 89.0 86.0 83.0 82.0 82.0

Tri-
gram 

84.0 85.0 86.0 87.0 86.0 84.0 84.0 79.0

Four-
gram

71.0 76.0 76.0 81.0 70.0 70.0 70.0 61.0
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Table 3. KNN Accuracy results. The second row corresponds to the features size. Accuracy
values are in %.

N-
Gram 
Size

TF-IDF TF 

1000 5000 10,000 50,000 1000 5000 10,000 50,000

Uni-
gram 

79.0 83.0 82.0 83.0 77.0 70.0 68.0 68.0

Bi- 

gram 

67.0 65.0 68.0 64.0 62.0 55.0 51.0 45.0

Tri-
gram 

73.0 68.0 65.0 67.0 76.0 63.0 57.0 46.0

Four-
gram

69.0 68.0 68.0 58.0 67.0 54.0 56.0 43.0

Table 4. DT Accuracy Results. The second row corresponds to the features size. Accuracy
values are in %.

N- 

gram  

Size

TF-IDF TF 

1000 5000 10,000 50,000 1000 5000 10,000 50,000

Uni-

gram 

88.0 88.0 89.0 89.0 83.0 88.0 88.0 80.0

Bi- 

gram 

85.0 85.0 85.0 84.0 84.0 87.0 87.0 84.0

Tri-

Gram

86.0 86.0 87.0 85.0 86.0 86.0 84.0 86.0

Four- 

gram

74.0 74.0 71.0 74.0 67.0 67.0 70.0 67.0
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Table 5. SGD Accuracy Results. The second row corresponds to the features size. Accuracy
values are in %.

N- 

gram 

Size

TF-IDF TF 

1000 5000 10,000 50,000 1000 5000 10,000 50,000

Uni- 

gram 

88.0 86.0 88.0 89.0 87.0 86.0 89.0 85.0

Bi- 

gram 

86.0 85.0 87.0 86.0 85.0 84.0 85.0 84.0

Tri-

gram 

84.0 85.0 86.0 86.0 85.0 85.0 87.0 87.0

Four- 

gram

70.0 72.0 74.0 80.0 72.0 73.0 72.0 78.0

Table 6. LR Accuracy Results. The second row corresponds to the features size. Accuracy
values are in %.

N-
Gram 
Size

TF-IDF TF 

1000 5000 10,000 50,000 1000 5000 10,000 50,000

Uni-
gram 

83.0 89.0 89.0 89.0 89.0 89.0 83.0 89.0

Bi- 

gram 

87.0 87.0 88.0 88.0 87.0 85.0 86.0 86.0

Tri-
gram 

86.0 85.0 88.0 87.0 83.0 83.0 83.0 82.0

Four-
gram

70.0 76.0 75.0 81.0 68.0 67.0 67.0 61.0
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From the results obtained in our experiments, Linear-based classifiers (Linear
SVM, SDG, and Logistic regression) achieved better results than nonlinear ones.
However, nonlinear classifiers achieved good results too; DT achieved 89% accuracy.
The highest accuracy was achieved using Linear SVM as 92%. This classifier performs
well no matter the number of feature values used. Also with the increase of n-gram
(Tri-gram, Four-gram), the accuracy of the algorithm decreases. Furthermore, TF-IDF
outperformed TF. The lowest accuracy of 47.2% was achieved using KNN and SVM
with four-gram words and 50,000 and 10,000 feature values.

We conducted additional experiments by running our model on the dataset of Adali
and Horne [8], consisting of real news from BuzzFeed and other news websites, and
satires from Burfoot and Baldwin’s satire dataset. We obtained 87% accuracy using
n-gram features and LSVM algorithm when classifying fake news against real new,
which is much better than the 71% accuracy achieved by the authors on the same
dataset.

5 Conclusion

The problem of fake news has gained attention in 2016, especially in the aftermath of
the last US presidential elections. Recent statistics and research show that 62% of US
adults get news on social media [12, 13]. Most of the popular fake news stories were
more widely shared on Facebook than the most popular mainstream news stories [14].
A sizable number of people who read fake news stories have reported that they believe
them more than news from mainstream media. Dewey [15] claimed that fake news
played a huge role in the 2016 US election and that they continue to affect people
opinions and decisions.

In this paper, we have presented a detection model for fake news using n-gram
analysis through the lenses of different features extraction techniques. Furthermore, we
investigated two different features extraction techniques and six different machine
learning techniques. The proposed model achieves its highest accuracy when using
unigram features and Linear SVM classifier. The highest accuracy score is 92%.

Fake news detection is an emerging research area with few public datasets. We run
our model on an existing dataset, showing that our model outperforms the original
approach published by the authors of the dataset. In our future work, we will run our
model on the few other publicly available datasets, such as the LIAR dataset which was
released only recently, after we completed the current phase of our research [10].
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