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Welcome Message From ISDDC 2017 General Co-chairs

Welcome to the proceedings of the First International Conference on Intelligent, Secure
and Dependable Systems in Distributed and Cloud Environments (ISDDC 2017).

We were happy to present an impressive technical program thanks to the work of
many volunteers. We would like to thank all of these volunteers for their contributions
to ISDDC 2017.

Our thanks go to the authors, and our sincere gratitude goes to the Program
Committee, who gave much extra time to carefully review the submissions. About 43
technical papers were submitted from around the world, and were thoroughly peer
reviewed; 30% were accepted for presentation at the conference and publication in the
conference proceedings. Papers were peer-reviewed by three or more Program Com-
mittee members, in a single round of review.

In addition to the technical paper presentations, ISDDC 2017 invited select guest
speakers to provide stimulating presentations on topics of broad interest. This year’s
distinguished speakers were:

– Lloyd Jura, CISSP, Director, Information Security, Vivonet
– Ian Paterson, CEO, Plurilock Security Solutions Inc.
– Leo de Sousa, Director, Enterprise Technology, City of Vancouver Adjunct Fac-

ulty, New York Institute of Technology, Vancouver

We are pleased that authors of selected papers were invited to submit extended
versions for publication in Wiley’s Journal of Security and Privacy.

Finally, we thank the larger ISDDC community for their continuing support, by
submitting papers and by volunteering their time and talent in other ways. Whether you
attended ISDDC in person this year or are reading these proceedings, we hope that you
find these papers interesting, inspiring, and relevant. Enjoy!

September 2017 Issa Traore
Isaac Woungang



Welcome Message From ISDDC 2017 Program Co-chairs

Welcome to the proceedings of the First International Conference on Intelligent, Secure
and Dependable Systems in Distributed and Cloud Environments (ISDDC 2017),
which was held October 26–28 in Vancouver, BC, Canada.

The purpose of the ISDDC conference is to bring together developers and
researchers to share ideas and research work in the emerging areas of intelligent,
secure, dependable systems, and cloud environments.

The contributions included in the proceedings of ISDDC 2017 cover many aspects
of theory and application of effective and efficient paradigms, approaches, and tools for
building, maintaining, and managing secure and dependable systems and infrastruc-
tures, such as botnet detection, secure cloud computing and cryptosystems, IoT
security, sensor and social network security, behavioral systems and data science, and
mobile computing.

In this edition, 43 submissions were received from all over the world. Each sub-
mitted paper was peer-reviewed by the Program Committee members and external
reviewers who are experts in the topical areas covered by the papers. The Program
Committee accepted 13 papers (about 30% acceptance ratio). The conference program
also included three distinguished keynote speeches and two tutorials.

The organization of an international conference requires the support and help of
many people. First, we would like to thank all authors for submitting their papers. We
would also like to thank the Program Committee members, who took care of the most
difficult task of carefully evaluating the submitted papers. We would like to thank the
ISDDC 2017 local arrangements chair for the excellent organization of the conference,
and for his effective coordination creating the recipe for a very successful conference.

September 2017 Isaac Woungang
Issa Traore

Sanjay K. Dhurandher
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ISDDC 2017 Keynote Talks



What are the Current Cyber-Threats?
Exploring the Trend in Yesteryear

Lloyd Jura

CISSP, Information Security, Vivonet

Abstract. With the ever-increasing number of devices online, ever increasing
sophisticated human attacks, have we reached the peak of cyber threats? With
the perimeter almost vanished, could it be time to shift the battle inside? It is not
a secret that even organizations with the deepest pockets cannot keep up with the
speed of cyber attackers out there. This session will highlight the following:

• Internet Security Threats of 2016
• The bad guys
• Targeted attacks
• Email attacks
• IoT and the Cloud
• Ransomware
• Best Practices



Disrupting the Paradigm of Authentication:
Leveraging Continuous Authentication
to Replace out Point-in-Time Solutions

Ian Paterson

Plurilock Security Solutions Inc.

Abstract. Passwords are notoriously known to be flawed. They can be broken
through automated attacks, social engineering, phishing, and related attack
vectors. As a result, in the last decade, much effort has been invested in rein-
forcing passwords, primarily through multifactor authentication solutions.
Despite encouraging progress made in this front, we have witnessed exponential
increase in the number and sophistication of hacking incidents rooted in the
circumvention of authentication methods. Now there is a push to replace
passwords altogether. In this context, there is an urgent need for a paradigm
shift. Continuous authentication provides a foundation for such paradigm shift.
This talk will present and discuss industry advances and perspectives in lever-
aging continuous authentication toward replacing out point-in-time authentica-
tion solutions. The talk will discuss perception from real-world deployments and
end-users, and will identify some challenges in research toward achieving the
ultimate goal of a password-free world.



Building a Cybersecurity Practice
to Support Smart Cities

Leo de Sousa

Enterprise Technology, City of Vancouver Adjunct Faculty,
New York Institute of Technology, Vancouver

Abstract. Governments are on a journey to leverage information technology to
improve citizen engagement, service delivery and manage ever increasing costs.
This session provides practical approaches to building a Cybersecurity Practice
to address the risks facing governments in the “Smart City” context. The
Canadian Federal Government issued the Smart Cities Challenge (http://www.
infrastructure.gc.ca/plan/cities-villes-eng.html) to all Canadian municipalities,
regional governments and Indigenous communities in June 2017. The Smart
Cities Challenge offers several prizes from $5M to $50M CAD to winning
submissions. The City of Vancouver has created an internal working group to
respond to this opportunity. As part of the working group, we recognized the
need to build a Cybersecurity Practice to ensure that we can securely adopt
“smart” technologies to support the City’s strategic direction.

http://www.infrastructure.gc.ca/plan/cities-villes-eng.html
http://www.infrastructure.gc.ca/plan/cities-villes-eng.html


ISDDC 2017 Tutorials



Ransomware: Emerging Threat and Anatomy

Asem Almekhlafy

Abstract. Among the various forms of malware, ransomware is currently one
of the most common forms of cybercrime. Ransomware works on encrypting
victim’s data or locking victim’s screen until extortionist’s demands are met
usually by paying a sum of money as ransom. The prevalence of ransomware
attacks continues to grow and the number of reported ransomware incidents
increased significantly in the past few years. Reports stated that more than 4,000
ransomware attacks happen every day and there is a massive increase at rate of
300 percent annually in the volume of ransomware attacks. The first half of the
year 2017 witnessed the emergence of ransomware attacks, e.g. Wannacry,
which infected hundred thousand of machines across the world. This massive
growth of ransomware attacks is accompanied with an increase in the number of
attacks particularly targeting organizations at rapid pace. The shift toward
business sectors rather than individual victims is a profit-driven endeavor and
represents a bigger potential gain especially when attacks can result in exposing
confidential information or disturbing critical services. In this tutorial, we will
highlight the ransomware phenomenon and the impact of ransomware on
individuals and businesses, and illustrate ransomware attack anatomy through a
case study. In addition, we will discuss the new advances in ransomware
detection and defense techniques and mitigation of ransomware risk. We will
talk about what are the important trends and forecasts.



Emerging Biometrics Technologies

Mohammed Alshahrani

Abstract. Nowadays, technological resources, devices, and services are being
widely used by humans. In fact, technologies are infiltrating every part of
modern living. In this context, critical resources that were accessible only
through physical perimeters, are now available in digitized forms, and can be
accessed from anywhere, by anybody. Traditional identification technologies
like passwords and PINs are used as primary means of protection for these
technologies and digitized resources, but they are no longer reliable or able to
resist security threats. Therefore, security researchers and professionals have
started thinking seriously about a strong alternative solution to replace or
reinforce resiliently these technologies. Biometric technologies are commonly
considered by security practitioners as one of the strongest contenders in
achieving the aforementioned goal. Biometric refers to metrics related to
human’s characteristics such as gait, DNA and iris. These characteristics are
unique and hence can be used to identify and distinguish people from one
another. Some biometric technologies have already been deployed and imple-
mented in the last decades such as fingerprint and iris, and others might emerge
in the next few years or are recently emerging such as body odor and gait. The
purpose of this tutorial is to explore and present the emerging biometric tech-
nologies along with their different foundational techniques to highlight recent
advances and potential challenges these technologies face in their development.
In this context, we will briefly review several new biometric technologies
including DNA, EEG, ECG, PPG, Gait, Body odor, Lip, keystroke and Ear
recognition. Also, biometrics performance and convenience will be discussed.
This work derives from an in-depth study of various biometric research papers
that have been published so far. Participants will gain a better understanding of
biometric systems and their recent advances. The intended audience of this
tutorial are those with a general computing background and researchers from all
fields. There is no specific background knowledge that will be required because
this tutorial.
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Holistic Model for HTTP Botnet Detection
Based on DNS Traffic Analysis

Abdelraman Alenazi1, Issa Traore1, Karim Ganame2,
and Isaac Woungang3(&)

1 ECE Department, University of Victoria, Victoria, BC, Canada
aalenazi@uvic.ca, itraore@ece.uvic.ca

2 StreamScan, 2300 Rue Sherbrooke E, Montreal, QC, Canada
ganame@streamscan.io

3 Department of Computer Science, Ryerson University, Toronto, ON, Canada
iwoungan@scs.ryerson.ca

Abstract. HTTP botnets are currently the most popular form of botnets com-
pared to IRC and P2P botnets. This is because, they are not only easier to
implement, operate, and maintain, but they can easily evade the detection.
Likewise, HTTP botnets flows can easily be buried in the huge volume of
legitimate HTTP traffic occurring in many organizations, which makes the
detection harder. In this paper, a new detection framework involving three
detection models is proposed, which can run independently or in tandem. The
first detector profiles the individual applications based on their interactions, and
isolates accordingly the malicious ones. The second detector tracks the regu-
larity in the timing of the bot DNS queries, and uses this as basis for detection.
The third detector analyzes the characteristics of the domain names involved in
the DNS, and identifies the algorithmically generated and fast flux domains,
which are staples of typical HTTP botnets. Several machine learning classifiers
are investigated for each of the detectors. Experimental evaluation using public
datasets and datasets collected in our testbed yield very encouraging perfor-
mance results.

Keywords: HTTP botnet � Botnet detection � Machine learning � Passive
DNS � DGA domains � Malicious fast flux DNS

1 Introduction

A botnet is a network of enslaved machines, distributed geographically, which may be
directed to perform malicious actions against potential targets at a large scale [12, 14,
18, 19]. The enslaved machines are compromised hosts known as bots. The individual
or group of individuals controlling those machines are known as botmaster. Early
botnets used centralized architecture for exchanging command and control (C&C)
messages. The most prevalent communication protocols used in those earlier botnets
was the Internet Relay Chat (IRC). However, this type of botnet is easy to detect and
disrupt due to the single point of failure embodied by the IRC server, which manages

© Springer International Publishing AG 2017
I. Traore et al. (Eds.): ISDDC 2017, LNCS 10618, pp. 1–18, 2017.
https://doi.org/10.1007/978-3-319-69155-8_1



the C&C communications. Once the server is shut down, the botmaster loses control of
the network of bots.

The next generation of botnets, which appeared a decade ago, addressed the afore-
mentionedweakness byusingpeer-to-peer (P2P) protocols for command andcontrol.Due
to its distributed and resilient control structure, a P2P botnet is harder to shut down than an
IRC-controlled botnet. However, in the recent years, as more knowledge has been
acquired about P2P botnets, more effective solutions have been proposed to detect them
and mitigate their impact. Furthermore, P2P botnets are more complex to implement,
deploy and operate. As a result, there have been a shift in the C&C protocol of modern
botnets from IRC and P2P channels to websites, using HTTP [6].

The advent of HTTP botnet can be linked to the development of exploit kits (EKs).
EKs are sophisticated malicious software platforms, often professionally developed and
marketed in the dark web, which allow cybercriminals to readily build and operate
botnets and other types of malicious software. Due to the prevalence of http com-
munications and sites, detecting botnets that use HTTP protocols is much harder [3, 4,
7, 8]. Many organizations host websites for regular business activities, and as such,
enable http communications. Hence, it is easy for http-based botnets to evade the
detection by hiding their command and control messages in the huge volume of
legitimate HTTP traffic occurring in most organizations.

Despite such challenge, HTTP botnets have certain characteristics which can be
leveraged and used to detect them. Some of those characteristics are rooted in the
central role played by the concept of domain names in any web communication. The
domain name by design represents a user-friendly mechanism to identify the servers in
the cyberspace. However, user friendliness matters only when humans are involved in
both ends. Such consideration does not matter in the automated settings embodied by
botnets. As such, HTTP botnets abuse as much as possible the domain name system
(DNS) toward achieving their main purpose of evading the detection, by using
mechanisms such as fast flux DNS and algorithmically generated domain names.
Ironically, while the DNS is abusively used by HTTP botnets to escape the detection,
they leave a number of trails in the generated DNS traffic as part of the C&C com-
munications, such as the regularity in the type and timing of the DNS requests, which
are clues about their presence.

In this paper, we propose, to capture and analyze passive DNS queries for HTTP
botnets detection [16]. We take a holistic approach by investigating different detectors
which are suitable for capturing specific patterns. The combination of these detectors in
a multi-detection scheme can provide a powerful HTTP botnet detection system, which
can cover different types of HTTP botnets.

The rest of the paper is structured as follows. Section 2 summarizes some related
work on HTTP botnet detection and the use of passive DNS for detecting the malicious
activities. Section 3 provides some background on DNS and discusses some key
characteristics of HTTP botnets that can be useful in building an adequate detection
scheme. Section 4 introduces our proposed holistic detection framework by describing
the feature space involved in the different detectors. Section 5 presents our evaluation
datasets and performance results. Section 6 concludes the paper and discusses some
future work.

2 A. Alenazi et al.



2 Related Works

2.1 On HTTP Botnets Detection

Tyagi et al. [13] proposed a technique, which detects HTTP botnets by tracking similar
flows occurring at regular time intervals, from the C&C to the bots in response to
HTTP GET requests. The similarity between two flows is determined by computing
and comparing the corresponding byte frequencies, for given sequence of bytes of
length N. Although, the authors claim to have proposed the first approach that can be
applied to all types of HTTP botnets, it was tested using only the Zeus botnet, yielding
a detection rate (DR) of 100%, and False Positive Rate (FPR) of 0% for traffic with
static C&C IP addresses, and DR = 98.6% and FPR = 0% for traffic with dynamic
C&C IP addresses (fast flux).

Haddadi et al. [8] extracted and analyzed some flow-based features of botnets using
two different classifiers, C4.5 and Naive Bayes. The flows are extracted by aggregating
the network traces using flow exporters and using only packets headers. The experi-
mental was done by collecting the domain names, including regular domains from the
Alexa site and the malicious botnet C&C domain names generated by two different
HTTP botnets, namely, Zeus and Citadel. A dataset was generated by running a custom
script to initiate the HTTP connections with the domain names from the compiled list.
It is unclear, however, whether the corresponding traffic really captures the actual
behavior of the corresponding botnets. The evaluation without/with HTTP filtering (i.e.
removing non-HTTP related traffic) indicated that the latter yields improved perfor-
mance. The best performance was obtained when using the C4.5 classifier with the
HTTP filter, yielding a performance of (DR = 97%, FPR = 3%) for Citadel and
(DR = 86%, FPR = 15%) for Zeus.

Cai and Zhou [3] proposed a model which starts by clustering the HTTP request
data from the HTTP flows using the Levenshtein Distance metric. Their approach was
validated by using a dataset that they collected by themselves, yielding a False Alarm
Rates (FAR) ranging from 13.6% to 26.3%.

Khillari and Augustine [9] proposed an HTTP botnet detection technique by mining
the patterns set from the network traffic using the Apriori algorithm. However, it is
unclear how the proposed approach was validated experimentally.

Garasia et al. [7] also proposed an HTTP botnet detection approach by applying the
Apriori algorithm to the network traffic generated from HTTP communications.
Although an attempt was made to conduct some experimental validation, the focus was
limited to a hypothetical example. No real malicious samples were involved in the
study, and no performance results were provided.

Kirubavathi Venkatesh and Anitha Nadarajan [15] studied the detection of HTTP
botnet by applying an Adaptive Learning Rate Multilayer Feed-forward Neural Net-
work to relative and direct features of TCP connections. An experimental validation
was based on a dataset consisting of botnet traces for Spyeye and Zeus, that was
merged with normal web traffic collected separately. A performance of (DR = 99%,
FPR = 1%) was obtained. Next, the use of C4.5 decision tree, Random Forest and
Radial Basis Function, confirmed that the proposed neural network model showed
promising results.

Holistic Model for HTTP Botnet Detection Based on DNS Traffic Analysis 3



2.2 On DNS Traffic Monitoring

Piscitello [10] discussed about how DNS traffic monitoring can help uncover indicators
of compromise (IOC) for malware such as Remote Access Trojans (RATs). Specifi-
cally, six signs and traffic patterns for suspicious activities were identified. One of these
signs relates to DNS queries that request known malicious domains or names with
characteristics common to Domain Generation Algorithms (DGA) associated with the
botnet. Other signs are the abnormally high amount of query answers returning
Non-Existent Domain (NXDOMAIN), the high amount of query responses with short
time-to-live (TTL) for newly registered domain names, and responses with suspicious
IP addresses.

Weymes [17] proposed an approach to detect suspicious DNS queries by consid-
ering three different features consisting of domain length, name character makeup and
level domain (e.g. .com, .ru, .biz, etc.). Based on a traffic sample from the Zeus botnet,
it was shown that the domain length can raise a red flag when it exceeds 12 characters
long. According to Weymes, a typical Zeus query is more than 33 characters long
whereas normal queries are less than 12 characters long. The name character makeup
such as alphanumeric, numbers, or vowels only, was also considered as impactful.

No experimental models or performance results for malicious activities detection
was provided for the above work on passive DNS, however, some signs and charac-
teristics that can be taken into account when attempting to detect suspicious DNS
queries were highlighted.

Da Luz [5] used passive DNS traffic to detect domain names related to botnet
activities. In their proposed model, 36 different features are extracted from passive DNS
data and processed using machine learning techniques. The extracted features consist of
lexical features of the domain name (e.g. number of characters, number of digits,
number of consonants, statistics of character n-grams, to name a few) and network
features of the domain such as TTL and number of IP subnetworks. Three different
techniques are studied, including the k-Nearest Neighbors (kNN), the decision trees and
the Random Forests. Experimental evaluation conducted using a 2-week passive DNS
traffic yielded an accuracy rate of 97%, and a False Positive Rate (FPR) of 3%.

Antonakakis et al. [1] proposed a dynamic reputation system for DNS called Notos,
assuming that malicious DNS activities are distinguishable from legitimate DNS traffic.
Based on passive DNS data, the system extracts and analyzes the network and zone
features of domains, then it constructs models of known legitimate domains and
malicious domains. A domain is classified as legitimate or malicious according to a
reputation score computed from the constructed models. Their proposed system was
evaluated on a large ISP network with DNS traffic of 1.4 million users. Notos detects
malicious domains with TPR = 96.8% and FPR = 0.38%. It was also reported that
Notos can identify malicious domains weeks before they go active.

In [2], Bilge et al. developed a system called Exposure for detecting malicious
domains, which uses 15 behavioural DNS attributes distributed among four groups,
namely: Time-based (e.g. short-life, daily similarity), DNS answer-based (e.g. number
of distinct resolved IP addresses, number of domains sharing the same IP), TTL-based
(e.g. TTL, average and standard deviation, and number of TTL change), and DNS
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name-based features (e.g. measuring the percentage of numerical characters in a
domain name). For the design of such system, the J48 decision tree was used for
classification purpose assuming that short-lived domains1 are often malicious. The
proposed model was evaluated on an ISP dataset of 100 billion DNS packets, and
yielded a performance of DR = 98% with FPR = 1%.

Nazario and Holz [11] proposed a way to classify fast flux domains using a series of
heuristic rules. Their detection model extracts nine different features from DNS
resources records such as TTL values, the discovery of more than five unique IPs in a
single A-record query response, the average distance between IP addresses in
A-records query responses, to name a few. Domain names are classified as fast flux
when they match four or more of the nine features. From this study, it was reported that
over 900 domain names that are using fast flux technology can be identified.

3 Passive DNS and HTTP Botnet

3.1 DNS Overview

The Domain Name System is a hierarchical scattered system that is mainly responsible
for translating and mapping meaningful domain names to IP addresses. It is a critical
component of the Internet infrastructure that is currently being used in most of the
network services. Besides the ease of domain name memorization, DNS makes it
possible to link a domain name to a collection of services such as Mail Exchange
server, Web server, File servers or other Internet resources in a meaningful and
independent way. The domain name system provides stability in how Internet resources
are referred and located even if the underlying infrastructure changes.

DNS communications are based on hierarchical recursive requests. When a user
aims to establish a connection to a domain name (e.g. example.com), DNS client sends
a query to a DNS recursive resolver, which may be hosted locally or by third-parties
such as Internet Service Providers (ISPs). DNS recursive resolvers attempt initially to
resolve the received queries using cached information from past queries. If such res-
olution is unsuccessful, the request will be forwarded to other servers iteratively until a
match is found. Figure 1 shows the process of DNS resolving when no cached records
are available.

DNS naming structure is shaped as tree data structure. A top-level-domain (TLD) is
the node that comes after the root. For example, .com, .net, and so on, are known as
TLDs. Each TLD is a registry that holds and manages a zone file. A prefix name or sub
domain of each TLD is known as a second level domain (SLD) name. All second level
domains are controlled by authoritative DNS servers. A domain name can have one or
more hierarchical sub domains; each sub domain level is defined by the incremental
second-level domain. For example, foo.example.com is a third level domain. More-
over, a complete domain name (e.g. www.google.com or blog.example.com) is referred
to as a fully qualified domain name (FQDN).

1 Short life refers the time interval between two queries of the same domain.
.

Holistic Model for HTTP Botnet Detection Based on DNS Traffic Analysis 5

http://www.google.com
http://blog.example.com


DNS provides different types of records which map various resources such as web,
mail servers, etc. Each DNS query contains a time-to-live (TTL) value that determines
how long a machine caches a query. Normal TTL values, for an A record are between
3,600 to 86,400 s.

Some web services use a technique known as fast flux DNS which sets TTL to
lower values for the purpose of balancing the load between multiple servers. Fast flux
DNS solves issues such as single point of failure, by distributing ingress traffic to
multiple cloned servers or mapping several IP addresses to one domain name.

Cybercriminals use the same concept in order to evade the IP address blacklisting
and achieve high-availability [19]. While fast flux techniques are used for legitimate
purpose, cybercriminals have flipped this technology over its head, as they have found
that a malicious usage of Fast Flux networks provides a very effective mechanism for
hiding their C&C servers and ensuring resilience. This is done by using a short
time-to-live TTL on DNS resources records, which allows swapping and rotating
between servers efficiently. A key challenge faced by researchers is about developing
effective approaches to differentiate between malicious and benign fast flux networks.

3.2 HTTP Botnet Architecture

Traditional botnet architectures such as IRC botnet and P2P botnets use push-style
communications to exchange commands. The bots join the identified command and
control channels to receive the commands from the botmaster, then remain connected
to these channels. Such channels can be IRC servers for IRC botnet or other peers for
P2P botnets. In contrast, HTTP botnets use pull-style communications to obtain the
commands. Instead of being connected permanently to the channels, the bots regularly
contact the HTTP C&C servers hosted on different sites in order to get the commands.
The commands are embedded in web pages hosted on the C&C servers, and can be
retrieved by the bots after requesting corresponding pages. While the HTTP bot does
not remain connected to the C&C servers, it visits the corresponding sites on a regular

Fig. 1. DNS query cycle
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basis, and at a pace defined by the botmaster. Such regularity can be leveraged in
detecting the presence of the botnet.

Furthermore, HTTP botnet servers involve fewer web services compared to legit-
imate web servers. Typical HTTP botnet C&C server will provide a command
download only while legitimate sites will support a wide range of services. The request
parameters in HTTP C&C tend to be relatively stable or similar (e.g. images used as
command files) while a variety of resources will be requested and exchanged in
legitimate web communications.

4 Proposed Detection Model

4.1 General Approach

Our proposed detection model leverages the following key characteristics of HTTP
botnets:

1. The reliance on pull-style communication model means that the bots initiate con-
nections with the C&C server to get commands and updates. This will require
issuing DNS queries, which could be tracked toward detecting the bots.

2. The regularity in the connection timing and characteristics. As connections to the
C&C sites typically take place at regular time interval, analyzing the underlying
timing information can help detect the presence of the bots.

3. The C&C domain names, selected only for the sole purpose of escaping detection,
exhibit characteristics which are glaring departure from legitimate uses of domain
names. Legitimate domains tend to be stable and user-friendly, whereas C&C
domains are short lived and not intended for human consumption.

4. The extremely limited pool of requested web services by HTTP bots means pre-
dictable interaction patterns, which are different from what could be expected from
legitimate applications’ interactions. Such distinct interaction patterns can be cap-
tured in separate application profiles, and used to isolate and detect eventually
botnets interactions.

Based on the aforementioned considerations, our approach involves multiple
detectors, each capturing specific characteristics of the HTTP botnets. We propose
specifically 3 different detectors as follows:

1. Time-series detector: its role is to detect the HTTP botnets by analyzing their timing
characteristics.

2. Application detector: its role is to profile the individual applications running on the
host based on their DNS interactions. This profile is used as a model to identify
suspicious applications which eventually may be flagged as HTTP botnets.
Domain Mass detector: its role is to analyze the characteristics of the domain names
and identify the malicious domains that potentially could be part of the HTTP
botnets.

These detectors work independently by extracting separate features from the data
and classifying those features using a machine learning classification. We have
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investigated separately three different classifiers for all detectors, namely: the Random
Forests, the J48 Decision Tree, and the Naïve Bayes.

Each of these detectors capture and analyze the packets flows over separate time
windows. In our system design, we use time windows of 24 h, 1 min, and 10 min for
the application detector, the domain mass detector, and the time-series detector,
respectively.

In the sequel, we describe the features space for each of the aforementioned
detectors.

4.2 Domain Mass Detector

The domain mass detector analyzes the characteristics of the domain name involved in
the DNS queries and attempts to identify malicious domains such as algorithmically
generated domains or domains associated with malicious fast flux DNS.

The underlying detection model extracts the following features:

– Total number of queries
– FQDN length (average, standard deviation, variance)
– Number of distinct DNS servers
– Number of geolocations of resolved IP addresses
– Number of A and AAAA records

One of the characteristics which stand out when comparing normal and malicious
botnet traffic is the length of the involved domain names. As mentioned earlier, due to
the use of DGAs, such domain names disregard basic DNS concepts such as user
friendliness.

Normal DNS queries have varying domain lengths, which according to Weymes
[17], are typically below 12 characters long. In contrast, botnets queries involving
DGAs are often much longer, with limited variation. Therefore, we include in the
feature set for the domain detector the average domain length, and the corresponding
standard deviation and variance over a packet flow.

A recurring characteristic of a botnet architecture involving DGA is the relatively
high number of non-existent internet domain name since the bot generates fake queries
in order to evade detection. These fake queries trigger a high number of NXDOMAIN
results (i.e. nonexistent domain names). If we consider the number of NXDOMAIN as
a feature, it might work well on small networks, however, it may be lacking on larger
networks.

Let ScoreN be the normalized ratio between the number of NXDOMAIN by the
number of NOERROR (i.e. successful queries) observed over a time window, i.e.

ScoreN ¼ Number of NXDOMAINð Þ
Number of NOERRORð Þ � 100

Figure 2 shows the normalized score applied on the normal and malicious traffic
samples, respectively. It is observed that there are some clear differences between
malicious and non-malicious traffic based on the ScoreN metric. Furthermore, it can be
noted that the number of DNS queries in the normal traffic is very low compared to the
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HTTP botnet traffic, in particular, the ones using DGA and/or malicious fast flux DNS,
which is the case for virtually all the existing ones. Indeed, the infected machines do
constantly notify their C&C servers in order to update their active status. Also, in
leveraging the fast flux techniques, the C&C servers are assigned to domain names with
low TTL by the botmaster, which result in constant DNS lookups. Therefore, it can be
concluded that the total number of queries is a useful indicator of compromise.

The type of queries is also an interesting characteristic. In fact, normal activities
have a variety of DNS query types while botnet traffic usually involves the same type
of records. Therefore, counting the total number of A and AAAA records can be a useful
indicator of compromise as well.

Fig. 2. Normalized ratio (ScoreN) of nonexistent domain over successful queries for normal and
DGA traffic samples
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Another interesting characteristic is the number of distinct DNS servers found in
the queries. Some bot-infected machines attempt to query different DNS servers.
Normally, all DNS queries are redirected to the default DNS server set by the network
administrator or by the host. Queries which are redirected to different DNS servers may
suggest the presence of a malicious behavior.

Legitimate fast flux domains are typically co-located around the same geographic
areas, for instance, they can be associated with the data centers operated by organi-
zations or service providers using such technology. In contrast, malicious fast flux
domains are scattered around the world. Those domains tend to be distributed geo-
graphically depending on the locations of the compromised machines used as proxies
or used to host the botnet C&C servers. This aspect is captured in our model by the
number of geolocations of the resolved IP addresses.

4.3 Application Detector

The application detector profiles the individual applications deployed on a host that can
potentially be the target of bot infection. The detector tracks the DNS requests of
legitimate software applications that require retrieving updates from remote servers,
then detects the misbehaving application profiles.

We have studied the DNS interactions for individual applications when the host
machine is in an idle state, i.e. when the machine is running and is not being used by a
human user (e.g. to browse on the web). By studying the DNS traffic behavior, we have
identified a number of features which allow profiling the individual applications. The
detector maintains a database of known/legitimate applications’ profiles, then flag as
potentially malicious those applications which do not fit the profiles. By checking the
communication protocols used by an identified suspicious application, we have
determined whether it is a known or new form of HTTP botnet.

The detector computes the following features:

– FQDN length
– Domain level
– Query type
– TTL value
– Repeat query count

The repeat query count, one of the features in our model, is the number of times a
DNS query (i.e. request with same characteristics) has been queried within the cached
period (i.e. TTL – the time it was set to be cached).

Figure 3 shows the sample DNS queries for different applications. It can be
observed that specific query pattern is issued at certain times for each application. The
query pattern for Skype contains only CNAME queries whereas that for Avast involves
only A requests. Likewise, we have used the query type as a feature in profiling the
individual applications.

The TTL value appears to be a distinct characteristic of each application. By
analyzing the sample data, we have noticed that the FQDNs of each application have
almost the same TTL cache as shown in Figs. 3 and 4. For instance, all DNS queries of
Avast shown in Fig. 3 have a TTL of 299 s, which may be due to the fact that these
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FQDNs are hosted on the same zone files. The TTL varies from one application to
another, but each application has an almost stable number with a very small variation.
Including the TTL value to our feature set helps characterizing such behavior.

The domain level considered in our feature model is an interesting discriminator
between malicious domains and normal domains. As shown in Fig. 3, normal appli-
cation queries are often structured as third-level domain, fourth-level domain or even
more. In contrast, the FQDN queries are usually second-level domains (SLDs). For
example, Table 1 shows the C&C servers using the second level domain.

4.4 Time Series Detector

As mentioned earlier, there is some regularity in the timing behavior of the HTTP bots.
This is a side effect of the underlying architecture which uses pull-style communica-
tions. By analyzing the HTTP botnet traffic sample, we have noticed that almost every
bot communicates with its C&C server on a scheduled time. As a result of this action,
we have developed a detector that analyzes the DNS traffic flow based on short time
interval between two queries. In this period of time, each query can be tracked and
different statistical features can be extracted as follows:

– Total number of queries
– Time interval between successive queries (average, standard deviation, and

variance)

Figure 5 depicts the average time interval computed over the normal and malicious
traffic samples. It can be observed that there is a clear difference in the traffic patterns.

(a) Sample of Skype CNAME Queries

(b) Sample of Avast A Queries

Fig. 3. Sample of DNS queries for different applications
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5 Experimental Evaluation

5.1 Datasets

Since our proposed models can detect and classify different types of DNS activities, we
have collected data from different public sources. However, not all the features con-
sidered in our models can be tested using the available public datasets. Therefore, we

Table 1. Examples of C&C domain names found in HTTP botnet traffic sample

Domain name Botnet name

mxxywhxoc.cc Papras Trojan
dyybbsux.cc Papras Trojan
jmexlakjdk.cc Papras Trojan
kuhfkadnmaxr.cc Papras Trojan
saxtostfsa.cc Papras Trojan
qudjmojvow.cc Papras Trojan
tqqpteoxlcih.cc Papras Trojan
cmpzygrl.cc Papras Trojan

Fig. 5. Average time interval over normal traffic vs. malicious traffic samples
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collected complementary datasets in our lab in order to achieve a full coverage of all
the implemented detectors.

5.1.1 Public Datasets
We have acquired malicious traffic data from the Stratosphere IPS Project (https://
stratosphereips.org/). This dataset was generated from a 8-days of operation of the
Papras Trojan traffic that was running on a Windows XP machine. It contains a number
of C&C calls and hard-coded DNS server (instead default DNS). It also contains only
malicious traffic. Therefore, we have collected background normal traffic from our lab
over three days and merged it with the malicious traffic from the Stratosphere IPS
Project.

The size of the malicious dataset was 2,088,916 packets whereas that of the normal
traffic was 30,853 packets, for a total of 2,119,769 packets. The combined dataset was
used to evaluate the domain detector introduced earlier.

5.1.2 Complementary Datasets
In order to collect complementary datasets of real malicious and normal DNS traffic,
we have designed a virtual environment in our lab, as shown in Fig. 6, then used it to
deploy different HTTP botnet exploit kits and legitimate software applications. The
Exploit kits provide easy-to-use builders that generate malicious software. We have
deployed 9 different C&C servers and generated 9 different bots to communicate with
their C&Cs. We have also deployed the following 9 HTTP botnet kits: Zyklon,
Blackout, Bluebot, Betabot, Duox, BlackEnergy, Citadel, Zeus, and Liyphera.

Fig. 6. Data collection testbed
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The exploit kits include a bot builder package, which allows us to set certain
settings such as the C&C host servers. To collect DNS requests from the deployed
exploit kits, the domain name for each botnet was required. Using bind9, we have setup
an Authoritative-Only DNS server for a domain name botnet.isot. The domain is
operated locally, and we have assigned each C&C server to a sub domain of botnet.isot.
Our purpose was to associate the infected machine (e.g. bots) to the domain names so
that we can monitor the behavior of outgoing DNS lookups.

For instance, DNS A query of zeus.botnet.isot points to 192.168.50.101. For each
of the deployed bots, we have assigned the domain names of their C&C servers, not
their IP Addresses; otherwise no DNS traffic will be observed. Thus, our design will
generate DNS queries according to the exploit kits networking design.

In order to test our proposed application detector, we have deployed 20 virtual
machines, where each machine was running a specific application. Applications used
during our data collection include Anti-Virus applications (MalwareByte, ByteFence,
AVG), online chatting and instant messaging applications (Skype, Facebook Mes-
senger), Internet Browsing Applications (Firefox, Chrome), and e-mail client appli-
cations (eM Client, Thunderbird), and other applications such as Adobe reader,
Photoshop, and Dropbox. While each application was running, we captured their DNS
traffic only. Among all the 20 applications that were deployed, only 16 of them gen-
erated the DNS traffic. These machines were deployed for 7 days. After collection, we
eliminated background traffic such as Microsoft updates. We used a tool called Pas-
siveDNS to parse the collected pcap files passively, and then used our own
python-based tool to normalize and label the data according to the corresponding
application. The collected applications data consisted of 56,190 DNS packets.

In order to evaluate the time series detector, we have deployed 9 different botnets to
generate real botnet DNS traffic. The botnets ran for 5 days, and generated a total of
264,005 malicious DNS records. We also generated real normal DNS traffic in our
experiment. The normal DNS capture ran for 3 days from one single machine while the
botnet traffic came from 9 different infected machines. The total number of normal
DNS traffic was 18,476 DNS records, yielding a dataset of 282,481 DNS packets in
total.

5.2 Evaluation Results

As mentioned earlier, we studied 3 different classifiers, namely, Random Forests, J48
decision tree, and Naïve Bayes. We used an open source machine learning library for
the Python programming language, which is called Scikit-learn. Each of the detectors
ran using each of the aforementioned classifiers separately against the datasets
described earlier. We ran each algorithm using a 10-fold cross validation, where in each
run, the algorithm was trained on 90% of the data and 10% of the data was left for
testing purpose. The results obtained are described in the sequel.

5.2.1 Domain Detector Evaluation
Table 2 shows the performance obtained for the domain detector. Random Forest
shows promising results of 99.3% accuracy with 0.2% false positive rate.
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The Gaussian Naïve Bayes (NB) achieved a lower performance compared to that of
other classifiers. For instance, it has achieved a detection rate lower than that of the
Random Forests by 4%. The Decision tree also showed a relatively better performance
compared to the Gaussian NB, but not as good as that of the Random Forests.

5.2.2 Application Detector Evaluation
In the evaluation of the application detector, the traffic from known applications is
flagged as normal whereas the traffic from unknown applications is considered mali-
cious. In addition to the custom dataset collected in our lab which consists of HTTP
botnets and known applications, we have also used the public malicious DGA traffic
from stratosphereips.org.

It should be noted that the web browsing DNS traffic were excluded in our analysis
because browsing traffic are generated from browsing, not from an active running
application. Our detection is limited to any application running on the host machine,
except web browsing. We did not considered the browsing data because such data is
generated by human activities (non-automated). We make a distinction between data
generated by a web browser application on its own such as getting updates (which is
considered in our dataset) from data generated by a user browsing the web using such
application. Table 3 summarizes the performance results that were obtained.

The obtained results consist of a detection rate of 94% and a false positive rate of
6.37% when using the decision tree algorithm. The random forests achieved an even
better performance, yielding a detection rate of 95% and a FPR of 3.90%.

5.2.3 Time Series Detector
Table 4 depicts the evaluation results obtained for the time series detector. The
Decision tree and Random Forests show promising results on average, achieving over
99% accuracy with very low false positive rates at 0.8% and 0.4%, respectively. The
Gaussian Naïve Bayes performed relatively poorly.

Table 2. Domain detector evaluation results

Algorithm Detection rate (%) False positive rate (%) Accuracy (%)

Gaussian Naïve Bayes 94.1 0.0 95.8
Random forest 99.2 0.2 99.3
Decision tree 99.2 0.3 99.3

Table 3. Application detector evaluation results

Algorithm Detection rate (%) False positive rate (%) Accuracy (%)

Gaussian Naïve Bayes 6.18 2.44 50.35
Random forests 94.85 3.90 95.44
Decision tree 95.50 6.37 94.58
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6 Conclusion

The HTTP botnet is much easier to develop and deploy compared to P2P and IRC
botnets. Furthermore, due to the prevalence of HTTP communications, HTTP bots can
evade the detection by using common HTTP ports, which are typically unfiltered by
most firewalls. As a result, the detection of this type of botnet can be very challenging.
In this paper, three different detection models have been designed, which perform
relatively well on their own in detecting various types of HTTP botnets. However, each
of these detectors operate using different time windows, ranging from short to longer
time windows. Therefore, they can be considered as complementary detectors instead
of competing ones. We have studied three different classifiers for each of the proposed
detectors. Experimental results have shown that the Random Forests yielded the best
performance, with the Decision tree coming as a close second. The Gaussian Naïve
Bayes performed poorly.

As future work, we plan to investigate how the proposed detectors can be integrated
effectively in a multi-detector framework so that the detection accuracy is maximized.
We also plan to investigate how these detectors operate when confronted with new
forms of HTTP botnets unseen at the training time.
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Abstract. Domain generation algorithm (DGA) represents a safe haven for
modern botnets, as it enables them to escape detection. Due to the fact that DGA
domains are generated randomly, they tend to be unusually long, which can be
leveraged toward detecting them. Shorter DGA domains, in contrast, are more
difficult to detect, as most legitimate domains are relatively short. We introduce
in this paper, a new detection model that uses information theoretic features, and
leverage the notion of domain length threshold to detect dynamically and
transparently DGA domains regardless of their lengths. Experimental evaluation
of the approach using public datasets yields detection rate (DR) of 98.96% and
false positive rate (FPR) of 2.1%, when using random forests classification
technique.

Keywords: HTTP botnet � Botnet detection � Machine learning � Passive
DNS � DGA domains � Malicious fast flux DNS � Domain length

1 Introduction

Botnets are considered to be one of the biggest online threats today [11]. Cyber
criminals are controlling malware infected networks through command–and–control
servers (C&C). It is quite challenging to capture bot behaviour due to its dynamic
nature and fluxing IP addresses [12].

To evade blacklisting, modern botnets, such as HTTP botnets, are taking advantage
of various Domain Generation Algorithms (DGAs). The DGAs embedded in the
malware generate on a regular basis large amounts of pseudo-random domain names in
a short period of time. The domains are generated based on seeds known only by the
bots and the C&C servers, while the bot-master will typically register and activate only
one or a handful of these domains. Reverse engineering such large volumes of
non-existent algorithmically generated domain names is extremely time-consuming,
resource intensive with low success rates, making detection harder.

A key characteristic of Algorithmically Generated Domains (AGD) is their length,
which is unusually greater than Human Generated Domains (HGD). As a result, most
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existing DGA detection schemes have been centered around length detection [4, 10].
However, several recent DGA strains have been using shorter domains lengths, which
are indistinguishable in length from legitimate domains, making their detection much
harder.

We study in this work the impact of length on DGA domains detection perfor-
mance, and propose a simple adaptive model, which uses different feature models
based on length threshold value. Our approach involves studying significant features
from domain names that can help correctly distinguish between AGDs and HGDs. The
features are extracted based on lexical and linguistic characteristics of the domain
names. Information theoretic measures of domain characteristics are computed and
used to detect broad range of DGAs regardless of the domain length. The extracted
features are classified using machine learning. We investigated two different classifi-
cation techniques, namely, Random Forests and Decision Tree. Experimental evalua-
tion on public DGA datasets and (legitimate) Alexa top domains, yields for random
forests, the best performing of both algorithms, detection rate (DR) of 98.96% and false
positive rate (FPR) of 2.1%.

The remaining sections are structured as follows. Section 2 is a review of related
works. Section 3 introduces our proposed approach and models. Section 4 presents the
experiments conducted to study the impact of length on performance, and evaluates our
proposed detection scheme. Section 5 makes concluding remarks and discusses future
work.

2 Related Works

Several works have been published in the literature on DGA detection. We review and
discuss a sample of closely related work in the following.

Antonakakis et al. [1] developed Pleiades, a DGA-detection system that uses few
important statistical features to translate DNS NXDomains subsets to feature vectors.
Such features include splitting domain name into various levels and distribution of
n-grams. Few structural features like number of domain levels, length of domains and
number of unique top-level domains are calculated. They also discuss character entropy
calculation across various domain levels as a feature. The approach was evaluated
experimentally using a dataset consisting of 30,000 DGA domains from the malware
families Conficker, Murofet, Bobax and Sinowal. Also, 20,000 normal domain names
from Alexa were used for training and testing of the DGA Classifier. The Hidden
Markov Model (HMM) was used for classification and the results obtained were fairly
good, with TPR around 91% and FPR of 3%.

Ma et al. [2] introduced a lightweight approach to classify URLs using lexical as
well as host-based features. They consider lexical features of the URL such as length,
number of dots, special characters in the URL path, etc., and label them as tokens.
These tokens are collected and preserved for different categories like hostname, URL
path and Top-level-domains (TLD). The extracted features are processed using
machine learning classification. Three different classifiers were studied including Naïve
Bayes, Logistic regression and Support Vector machine (SVM). Experimental
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evaluation was conducted across 20,000 to 30,000 URLs drawn from different sources,
achieving prediction accuracy of 95–99%.

Wang and Shirley proposed in [9] an approach to detect malicious domains using
word segmentation to derive tokens from domain names. The proposed feature space
includes the number of characters, digits, and hyphens. Each set of features were
calculated for 291,623 domains from a dataset collected over cellular network.
Experimentally they were able to compile a list of 30 most referenced words and
created a probability model for the words based on the Google N corpus by Norvig [5].
This is an interesting approach as it helps understand what words in the malicious
domain can attract users. Hence this system can be used to monitor and analyse new
words being used by malicious domains. Classification was done using logistic
regression models, providing more meaningful associations between the features and
domain maliciousness, thus improving prediction accuracy.

Schiavoni et al. [7] proposed the Phoenix model, which attempts to discover
previously unknown DGAs and helps tracking DGA-based command–and-control
centers over time, using linguistic features like meaningful character ratio and n-gram
normality score. The Phoenix model was evaluated on 1,153,516 domains and resulted
in prediction accuracy of about 94.8%.

McGrath and Gupta highlighted in [3] that Phishing URLs and domains possess
different characteristics than normal domains and URLs. They found, for instance, that
phishing domains used fewer vowels and fewer unique characters compared to normal
ones. They proposed a detection model for malicious domains focused on comparison
based on domain lengths (excluding Top-level-domains) and character frequencies of
English language alphabets. The proposed model was studied experimentally using a
dataset consisting of over 9 million unique URLs and 2.7 million unique effective
second-level domain names. The focus of the work was essentially on identifying the
characteristics of phishing. No concrete detection model was proposed. However, the
characteristics can serve as useful basis for constructing adequate feature space for
DGA domains detection.

Yadav et al. [8] have developed their detection methodology by studying patterns
of lexical characteristics of domain names. Their study involves analysing distribution
of alphanumeric characters to distinguish between normal and malicious domains.
They believe unigram or single characters are not enough, hence bigrams are taken into
account. They employ statistical measures like KL-divergence, Jaccard index and
Levenshtein edit distance for classifying a group of domains. These domains included a
set of legitimate domain names obtained via a crawl of IPv4 address space as well as
DNS traffic from a Tier-1 ISP in Asia. They used malicious dataset consisting of
domain names generated by recent botnets and domains generated by a tool, that
produces English pronounceable words not present in the dictionary. The main con-
tribution of their work is to have shown empirically that in detecting AGDs, metrics
such as Jaccard index performs best, followed by Edit distance metrics, and then KL
divergence.

Mowbray and Hagen [4] designed a procedure to detect unusual length distribution
of second-level domains (2LDs). Features used by their approach are counts of indi-
vidual character, character n-grams, dots, hyphens, digits, uppercase, lowercase and
length. The paper also addresses the need to identify newer DGAs than just using
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machine learning to classify based on pre-existing malicious samples. By running the
proposed model on DNS query dataset collected over 5 days at an enterprise network,
they were able to detect 19 different Domain Generation Algorithms, including nine
new ones.

Sharifnya and Abadi [6] developed a reputation system to classify hosts as mali-
cious or non malicious. They built a system that can be used for real-time analysis of
hosts producing large number of suspicious domain names or numerous failed DNS
queries. These characteristics help build a suspicious matrix and assign a reputation
score. Hosts with higher negative score are considered malicious. Evaluation using
DNS query data indicate improving detection and false positive rates, over time.

While length was considered in one way or another in the existing literature, there
has not been a systematic focus on how to alleviate its impact on DGA domains
detection accuracy. Our work tackles this challenge.

3 Proposed Approach and Models

3.1 Approach Overview

Every domain name hierarchy is composed of a Top level domain (TLD) and a Second
level domain (SLD) directly below it. TLD is the part of the domain name located to
the right of the dot (“.”). The most common TLDs are .com, .net, .org, .gov, .biz, .info
and .ws. A domain name is a sequence of labels separated by dots. For example, in the
domain www.isot.ece.uvic.ca, .ca is the TLD, uvic is the second-level domain (SLD) of
the .ca TLD, while isot is a third-level domain (3LD).

The essence of domain names, originally, include memorability and friendliness.
As such, the overwhelming majority of legitimate domain names convey specific
information, which makes sense to humans, and makes it easy for them to grasp or
remember the underlying concept. In contrast, AGDs are generated for the sole purpose
of evading detection. As they are used for the consumption of bots, which are auto-
mated processes, the aforementioned (human) expectations are irrelevant. As such the
conveyance of any meaningful information, beyond hosts referencing, is unnecessary.
As a result, not only typical AGDs lack friendliness, the amount of information
involved tend to be minimal. Our approach consists of measuring the amount of
information carried by the name, and then treating the lack of meaningful information
as suspicious. We measure the amount of information conveyed by the domain by
analyzing character n-grams and computing the corresponding entropy. At the same,
we leverage basic lexical and linguistic characteristics of the domain names which have
proven effective at detecting DGAs, and are also a by-product of the underlying ran-
dom structure. One such characteristic which has proven effective, while at some time
being elusive is the domain length. We study the impact of length on detection
accuracy, and leverage such knowledge to develop a simple detection model that uses
the notion of length threshold to alleviate its impact on accuracy.
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3.2 Basic Features Model

A common characteristic of early AGDs was their length. According to Weymes [10],
in general, legitimate domain names are below 12 characters long, while AGDs are
often much longer. In this perspective, the Length can be considered as a key feature in
identifying DGA domains. However, as shown in Table 1, some of the recent malware
have started generated shorter DGA domain names, which makes it difficult to dis-
tinguish them from legitimate domains (see Table 2 for samples).

Table 1. Sample DGA domain names with corresponding malware

Short DGA domains (length 5–7) Long DGA domains (length 12–30)

jaorw.com - Cryptolocker lhxmfkhppoww.com - Tinba
conxyb.cc - Zeus uocwkscmkwwmkomc.org - Ramdo
klvupgfm.biz - Conficker gmacsmsgecquasam.org - Ramdo
azrvtgf.net - Cryptolocker mcgakswwegmeuwma.org -Ramdo
jltkyg.com - Cryptolocker stabletiredflowerwardisappointed.com - Matsnu
pbfxmi.biz - Cryptolocker herequiresassembledcircumstances.com - Rovnix
bfuqnb.info - Zeus thatunanimoushiswarcorrespondence.com- Rovnix
dvlnrl.ws - Zeus nzzhyhemzswcyrwpzjztdmbyptktk.ru - GameOver Zeus
vkdjisc.com - Conficker uvgxmjeiucrkeqcmaeuokzganjjbvo.ru - GameOver Zeus
uhbqolxf.org - Conficker eminpvkskrdygqphyhhypfahm.ru - GameOver Zeus

Table 2. Sample legitimate domain names from Alexa.com
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Likewise, the primary primitive feature in our model is the Length for a given
domain. This is calculated by counting all the characters in the domain name excluding
the TLD. Additional primitive features that capture linguistic and structural charac-
teristics of the domain name, considered in our model include the following:

– Vowels: This feature is calculated by counting the number of vowels in the second
level domain name (SLD) only.

– Consonants: Similarly, as above, this is the count of the consonants present in the
second level domain name.

– Digits: The count of digits in the second level domain name.

Figure 1 illustrates the distribution of the basic features from a dataset consisting of
20,000 domain names, with 10,000 DGA and 10,000 normal domain names. The
distributions indicate strong capability of these basic features to discriminate legitimate
domains from malicious DGA domains. Therefore, using the aforementioned basic
features model, and simple statistical techniques, we can achieve encouraging detection
capability.

Fig. 1. Basic features distributions based on 50:50 mix of legitimate and DGA data; the blue
represents the legitimate domains subset while the red is the DGA subset. (Color figure online)
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3.3 Domain Name N-gram Entropy

The aforementioned basic features capture the idiosyncrasies of DGA domains names.
But as mentioned earlier, an important characteristic of DGA domains is the lack of
meaningful information involved. The amount of information can be calculated by the
entropy.

By analyzing sample domain names, we found out that the entropy can be sensitive
to the domain length. It is effective mainly for longer domains, and tend to struggle for
shorter ones. Such sensitivity can be alleviated, by analyzing domain n-gram frequency
subject to the length, in other words, the conditional probability with respect to the
domain length.

Therefore, our feature model involves 6 features: the aforementioned 4 primitive
features, and two advanced features consisting of the domain n-gram entropy and
conditional probability. Analysis of different kinds of n-grams on sample data showed
that n = 3 yields better results. So, we analyze and use trigrams in our feature model.

We compute the domain trigram entropy using word segmentation. First, we extract
the SLD of domain d, and for each SLD we compute the entropy of the domain based
on the trigram frequency. We derive trigram frequencies from the Google n-corpus.
Google n-corpus is a large database created to help machine learning initiatives across
the world [5]. It has English language words and their respective n-gram counts, such
as two, three, four or five-letter word sequences.

Let trigram(d) denote the set of all trigrams involved in SLD of domain d, and
Trigram(n-corpus) be the set of all trigrams involved in the n-corpus.

Given trigram tr � trigram dð Þ; let count(tr, n-corpus)denote its occurrence count
based on the (Google) n-corpus.

The occurrence probability for trigram tr for domain d is calculated as follows:

P trð Þ ¼ count tr; n-corpusð Þ
P

xr�Trigram n-corpusð Þ count xr; n-corpusð Þ ð1Þ

The entropy of domain d, denoted H(d) is computed as follows:

H dð Þ ¼ �
X

tr�trigram dð Þ
P trð Þlog P trð Þð Þ ð2Þ

A trigram may occur more than once, say n times in a domain name. Then prob-
ability of occurrence of the trigram in the domain is considered n � f, where f is the
frequency of occurrence of the trigram.

3.4 Domain Name N-gram Conditional Probability

As mentioned earlier, we noticed that the entropy values for domain length around
some threshold value of l are very close for DGAs and legitimate domain names. This
makes it difficult to distinguish between them. Hence, conditional probability is a
parameter that takes into consideration the domain length.
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The conditional probability P(Y|X) quantifies the outcome of a random variable
Y given that the value of another random variable X is known.

Let l be the domain length threshold. Let L denote the list of domains from the
training datasets having length lesser of equal to l:

L ¼ fd : Djd:length� lg ð3Þ

We consider separate domain subsets for positive and negative samples (i.e. DGA
and normal). But as the process is the same in both cases; we will describe only one
case.

For a given domain d (d2 L), let trigram(d) be the set of corresponding trigrams.
Let Trigram(L) denote the set of all trigrams in L: Trigram Lð Þ ¼ S

d�L trigram dð Þ.
Given a trigram tr in Trigram(L), let count tr; Lð Þ denote the total occurrence

number of tr in Trigram(L). The conditional probability of trigram tr with respect to
length l is calculated as follows:

P trjlð Þ ¼ count tr; Lð Þ
Trigram Lð Þj j ð4Þ

where Trigram Lð Þj j denote the size (or cardinality) of Trigram(L).
The conditional probability of domain d with respect to length l is calculated as

follows:

P djlð Þ ¼
X

tr�trigram dð Þ
PðtrjlÞ ð5Þ

3.5 DGA Domains Detection Model

Our detection model consists of extracting the aforementioned features and classifying
them using machine learning. We investigated two different classification techniques in
our detection approach. Specifically, the following classification techniques were
considered:

– J48 decision tree
– Random Forests algorithm.

We used the Weka machine learning tools to simulate the aforementioned classi-
fiers. Weka is a collection of machine learning algorithms for data mining tasks. It
contains tools for data pre-processing, classification, regression, clustering, association
rules, and visualization.

We studied the impact of using each of the features separately and by grouping
them in different subsets. The combination of all the features yield the best perfor-
mance. However, a naïve combination, where all the features are grouped and used
equally in a straightforward way is sensitive to the length of the domains, and yield
reduced performance for shorter domains. We refer to this feature model as the “naïve
model”. We propose a simple alternate model, which uses different feature model based
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on whether the domain is greater or smaller than some length threshold value l. We
refer to this model as the “split model”, and it can be summarized as follows:

If (domain.length < l) then use (vowels, consonants, digits, conditional probability)

Else use (vowels, consonants, digits, conditional probability, entropy)

Our experiments show that the “split model” is less sensitive to the domain length,
and yields much improved performance compared to the “naïve model”.

4 Experiments

4.1 Datasets

We used in this work a global dataset of 100,000 legitimate domains consisting of
legitimate domain names from alexa.com, and a dataset of 100,000 DGA domains,
giving a complete dataset of 200,000 domain names.

4.2 Domain Length Impact Study

In order to assess the impact of the domain length on detection performance, we run
several experiments using different length threshold values. We run these experiments
over different feature subsets.

Given a feature subset, we vary the length threshold denoted l, and measure the
detection performance for decision tree and random forests classifiers, respectively.

We conducted the experiments using a subset D of our global dataset consisting of
40,000, with a mix of 50% DGAs and 50% legitimate domains. In each run of the
experiment for length threshold l, the subset D lð Þ ¼ fd �Djd:length� lg (of the
domains of length smaller than or equal to l) is used for training and testing.

We run each of the aforementioned experiments using 10-fold cross validation. We
split the input dataset D lð Þ into 10 subsets of data. In each validation run, we train the
machine learning classifier on all but one of the subsets, and then evaluate the model on
the subset that was not used for training.

The first experiment was run varying length threshold l on dataset D lð Þ, using as
feature the domain trigram entropy only. Tables 3 and 4 show the performance
obtained for J48 decision tree and random forests, respectively.

Table 3. Performance of J48 decision tree on domain trigram entropy only-model, when
varying length threshold (experiment 1)

Length Detection rate (%) FP rate (%)

6 82.7 17.3
7 87 13
8 89.55 10.5
9 91.55 8.5
10 93.05 7
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It can be noted in both cases that the performance improves as the domain length
increases.

The second experiment was run under the same condition as previously, but this
time using the domain trigram conditional probability as only feature. Tables 5 and 6
show the performance obtained for J48 decision tree and random forests, respectively.

We can notice that like in the previous experiment as the length threshold increases
the accuracy of the detector improves. However, it can also be noted that the use of
conditional probability alone achieves improved performance compared to using
entropy alone.

The third experiment was run by varying length threshold l on dataset D lð Þ, using
our basic feature model (i.e. number of digits, number of consonants, and number of
vowels) and the domain trigram entropy, excluding the domain trigram conditional
probability. Tables 7 and 8 show the performance obtained for J48 decision tree and
random forests, respectively.

Table 4. Performance of Random Forests on domain trigram entropy only-model, when varying
length threshold (experiment 1)

Length Detection rate (%) FP rate (%)

6 78.1 21.9
7 81.65 18.4
8 84.35 15.7
9 88.95 11.1
10 90.55 9.5

Table 5. Performance of J48 decision tree on domain trigram conditional probability
only-model, when varying length threshold (experiment 2)

Length Detection rate (%) FP rate (%)

6 85.15 14.9
7 90.05 10
8 91.8 8.2
9 92.45 7.6
10 94 6

Table 6. Performance of Random Forests on domain trigram conditional probability
only-model, when varying length threshold (experiment 2)

Length Detection rate (%) FP rate (%)

6 85.15 14.9
7 90 10
8 91.35 8.7
9 92 8
10 94.25 5.8
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The combined model achieves some improvement for the decision tree, but the
opposite occurs for random forests. So it can be said no clear cut improvement is
achieved by excluding the conditional probability.

The fourth experiment was run under the same condition as above, but this time
using our basic feature model (i.e. number of digits, number of consonants, and number
of vowels) and the domain trigram conditional probability, excluding the domain tri-
gram entropy. Tables 9 and 10 show the performance obtained for J48 decision tree
and random forests, respectively.

Table 7. Performance of J48 decision tree on basic features and domain trigram entropy,
excluding domain trigram conditional probability, when varying length threshold (experiment 3)

Length Detection rate (%) FP rate (%)

6 87.42 13.4
7 89.19 10.9
8 92.381 7.8
9 93.5 6.5
10 94.043 5.9

Table 8. Performance of Random Forests on basic features and domain trigram entropy,
excluding domain trigram conditional probability, when varying length threshold (experiment 3)

Length Detection rate (%) FP rate (%)

6 82.98 17.7
7 87.52 12.6
8 91.09 9
9 92.75 7.3
10 93.88 6.2

Table 9. Performance of J48 decision tree on basic features and domain trigram conditional
probability, excluding domain trigram entropy, when varying length threshold (experiment 4)

Length Detection rate (%) FP rate (%)

6 89 11
7 90.9 9.1
8 93.2 6.8
9 93.1 6.9
10 95.6 4.5

Table 10. Performance of Random Forests on basic features and domain trigram conditional
probability, excluding domain trigram entropy, when varying length threshold (experiment 4)

Length Detection rate (%) FP rate (%)

6 88.35 11.7
7 90.2 9.8
8 92.8 7.2
9 93.3 6.7
10 94.45 5.6
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We can notice a notable improvement when using conditional probability and the
basic features over when using entropy and the basic features model. There is also
slight improvement when using conditional probability and the basic features over
when using conditional probability only.

The fifth experiment was run using all features (i.e. basic features + en-
tropy + conditional probability). We refer to this model as the “naive” model, as it
combines the features without any particular transformation or restrictions. Tables 11
and 12 show the performance obtained for J48 decision tree and random forests,
respectively. There is a slight improvement in performance over the previous experi-
ments. This is also highlighted by Fig. 2, which depicts the ROC curves outlining the
performances for the different experiments. The combined “naive” model achieves
better performance over the other models involving a subset of the features, with
Random Forests coming as best performing algorithm.

4.3 Split Model Study

Our split model relies on the consideration that the domain entropy does not contribute
much for short domain length. So for short domains, the basic features and the domain
trigram probability is used as feature model, while for longer domain names, all the
features are used. The split is controlled by a length threshold. We studied different
values by varying the length threshold using the same dataset of 40,000 domains as in
the previous subsection. Tables 13, 14, 15 and 16 show the performance obtained when

Table 11. Performance of J48 decision tree on all features combined (basic features, domain
trigram conditional probability, and domain trigram entropy), when varying length threshold
(experiment 5)

Length Detection rate (%) FP rate (%)

6 89.1 10.9
7 91.95 8.1
8 93.7 6.3
9 93.9 6.1
10 94.9 5.1

Table 12. Performance of random forests on all features combined (basic features, domain
trigram conditional probability, and domain trigram entropy), when varying length threshold
(experiment 5)

Length Detection rate (%) FP rate (%)
6 88.05 12
7 90.55 9.5
8 93.9 6.1
9 94.25 5.8
10 95.55 4.5
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Fig. 2. ROC curves illustrating the performances obtained by varying the length thresholds with
different features models.

Table 13. Performance of split model when length threshold l = 7

Algorithm Detection rate (%) FPR (%)

J48 95.59 4.45
Random forest 96.68 3.4

Table 14. Performance of split model when length threshold l = 8

Algorithm Detection rate (%) FPR (%)

J48 95.59 4.2
Random forest 96.81 3.2

Table 15. Performance of split model when length threshold l = 9

Algorithm Detection rate (%) FPR (%)

J48 96.82 3.3
Random forest 97.21 2.9
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varying the threshold l from 7 to 10. We can notice a notable improvement in per-
formance when using the split model.

Figure 3 depict ROC curves comparing the performance of the split model against
the straight. The split model achieves far better performance. The best performance is
achieved when using threshold value of l = 10.

We run the split model using threshold l = 10 on a larger dataset consisting of
200,000 domain names, with 50% legitimate domains and 50% DGA domains. We run
the experiment using 5-fold cross validation. Table 17 outlines the average perfor-
mance obtained, which confirms and even slightly improves the performance shown in
Table 16, which was obtained on a smaller dataset.
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Fig. 3. ROC curves comparing the performances of the split model against the combined or
straight model obtained when varying the length threshold values.

Table 16. Performance of split model when length threshold l = 10

Algorithm Detection rate (%) FPR (%)

J48 97.10 3.2
Random forest 97.53 2.6
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Tables 18 and 19 show the performance of the algorithms on the two upper and
lower partitions of the dataset (i.e. domains of length smaller than 10, and domains of
length greater or equal 10).

The Random forests algorithm achieves the best performance, and it performs
almost similarly on shorter and longer domains. So the split model allows smooth
transition, in quasi transparent way.

5 Conclusion

Modern botnets, such as HTTP botnets, heavily use AGDs as one of the preferred
methods to evade detection. DGA-based malware try to contact C&C servers more than
thousands of times in a day. The DGA domains are short-lived and difficult to blacklist.
Hence it is very important to recognise the unique characteristics of DGA domains as
part of any comprehensive strategy to detect botnets. Reverse engineering the Domain
Generation Algorithm is a very tedious and difficult task, hence it is important to detect
the generated domains themselves in a timely and efficient manner.

As a result of experimentation, we can say that Length is an extremely important
factor in determining if the domain is normal or DGA-based. In this work, we can see
that for domains with length below some threshold value, the characteristics of normal
and DGA domains are very similar and as such, are difficult to distinguish. We
developed in this work a simple model that uses information theoretic metric and length
threshold value as pivot to transparently and dynamically detect DGA domains of
various lengths, whether short or long. Two different machine learning classification
techniques, namely decision tree and random forests, yielded very encouraging
detection performances.

Table 17. Performance of split model on large dataset (200,00 domains) and threshold l = 10

Algorithm Detection rate (%) FPR (%)

J48 97.33 2.95
Random forest 98.96 2.10

Table 18. Performance of split model on large dataset – subset of domains of length < 10

Algorithm Detection rate (%) FPR (%)

J48 95.72 4.4
Random forest 99.24 0.7

Table 19. Performance of split model on large dataset – subset of domains of length � 10

Algorithm Detection rate (%) FPR (%)

J48 98.94 1.5
Random forest 98.69 1.4
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While detecting automatically generated domains is our main focus in this work,
identifying the malware family to which the DGAs belong would be beneficial.

Future work will consist of expanding our feature space and algorithms to identify
and categorize the specific algorithms used in generating the AGDs. Future work will
also include testing the ability of the model for detecting novel, unseen form of AGD.
This will be conducted by training the model on one dataset and testing it on another,
totally different dataset. Novelty detection is important as one of the characteristics of
malware such as botnets is evolution to escape detection.
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Abstract. A significant disadvantage of fully homomorphic encryption
is the long periods of time needed to process encrypted data, due to
its complex and CPU-intensive arithmetic techniques. In this paper, the
fully homomorphic encryption library LibScarab is extended by integer
arithmetics, comparisons, decisions and multithreading to secure data
processing. Furthermore, it enhances 32 and 64-bit arithmetic operations,
improving them by a higher factor. This extension is integrated into a
cloud computing architecture in the field of Legal Metrology. The result-
ing parallelized algorithm solved the time constraint issues for smart
meter gateway tariffs. Several tests were performed, fulfilling the tar-
iff specifications of the German Federal Office for Information Security
(BSI). It was concluded that this extension of the fully homomorphic
encryption library meets the requirements of real world applications.

Keywords: Cloud computing · Parallel computing · Fully homomor-
phic encryption (FHE) · Applied cryptography · Secure computing ·
Smart meter gateway · Legal metrology

1 Introduction

In Europe, certain measuring instruments are subject to legal control when they
are used in business transactions or for public purposes. Among these regulated
measuring instruments are diverse devices such as gas and water meters, fuel
pumps, weighing instruments, taximeters, heat meters and electricity meters. All
of these are subject to the Measuring Instruments Directive (MID) 2014/32/EU
[1]. For electricity meters in particular, the Directive 2009/72/EC [2] prescribes
the introduction of intelligent measuring systems from 2012 onwards. In Ger-
many, these intelligent measuring systems consist of relatively simple cumula-
tive meters that send their data to a smart meter gateway (SMGW), which acts
as a security and communication interface for simple meters as well as a data
storage unit. The gateway serves the dual purpose of assuring the privacy of
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customers’ data and preventing external manipulations. Thus, the main appli-
cation scenario for fully homomorphic encryption (FHE) becomes the cumulative
addition of many individual measuring results without any intermediate decrypt
operations.

Nowadays, most measuring instruments still consist of one hardware unit
that contains all parts necessary for the instrument’s operation such as sensor,
data processing unit, storage, communication unit and display. Due to the needs
of the globalized market and increased customer demands, it is expected that
these measuring instruments will be reduced to a sensor and a communication
unit in the near future. The rest of the instrument, i.e. processing unit, storage
and a possible secure display, will be most likely moved to the cloud [3].

This scenario poses several challenges in the field of Legal Metrology. In
contrast to the common IT security area, Legal Metrology does not assume
the existence of a trustworthy system administrator role. Instead, all parties
(including the manufacturer, the user of the instruments and their customers)
are considered as potential attackers. Therefore, the instrument itself is regarded
to be the only trustworthy component which all other parties can rely on. Fur-
thermore, industry is concerned about potential security breaches that leak data
to competitors or attackers and thus demands privacy by design.

Virtualization of a measuring instrument in the cloud poses new challenges
in protecting measurement data and their distributed processing. In this sce-
nario, classical protective mechanisms for cloud computing solutions with their
respective roles [4] do not fit the requirements of Legal Metrology. This means
virtualization solely does not satisfy the requirements of Legal Metrology, e.g.
security, integrity and authenticity of measurement data cannot be guaranteed
sufficiently by this technique. Therefore, the authors propose an approach to
secure the processing within a cloud computing environment via fully homomor-
phic encryption [3], which allows processing of encrypted data without decrypt-
ing them first.

Since the first realization of FHE in 2009 by Gentry [5], new algorithms,
patterns and optimizations of the original approach have been presented [6–8]
and have led to the development of a handful of open source libraries.

Most prominent is the first reference implementation HElib [9] which is very
versatile but complex to handle. On the other side of the spectrum, there are
very lightweight solutions like FHEW [10] and LibScarab (see Table 1). In this
paper, only those libraries and schemes are considered that implement a fully
homomorphic approach, i.e. where multiplication and addition in the encrypted
domain are feasible.

The LSIM (LibScarab extended for Integer arithmetics and Multithreading)
is based on the LibScarab implementation [11] and extends it for integer arith-
metics. It uses zero comparisons, parallelization and massive multithreading of
arithmetic operations to specifically suit the needs of tariff applications in Legal
Metrology. Nevertheless, LSIM should be widely applicable in other areas as well
where fast integer and fixed-point arithmetics are required. The limitations of
each library are investigated and compared to the proposed LSIM approach and
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put into the context of tariffing models for electricity power meters and their
dedicated SMGW.

The remainder of this paper is organized as follows: Sect. 2 describes the
related work and gives an overview of the available algorithms. The use cases and
targeted functionality of this work are discussed in Sect. 3. Afterwards, Sect. 4
gives details about the used library and the authors’ contributions. Section 5
comprises performance tests. The summary and planned future work are pro-
vided in Sect. 6.

2 Related Work

Before describing the features of the LSIM implementation, an overview is given
over the most prominent representative algorithms from the wide field of fully
homomorphic encryption schemes. Each of them is briefly characterized with
respect to their implementation, their advantages and disadvantages as well as
their suitability for the envisioned application scenarios.

Table 1. Overview of fully homomorphic libraries

Library Language Encryption scheme Key handling

HElib C++ BGV Asymmetric

SEAL C++ Fan & Vercauteren Asymmetric

LibScarab C Smart-Vercauteren Asymmetric

FHEW C LWE Symmetric

HE R Fan & Vercauteren Asymmetric

Since in FHE schemes, all arithmetic operations, especially multiplications,
add noise to the encrypted data, a concept called bootstrapping was introduced
by Gentry [5] in order to reduce the noise and allow unlimited number of suc-
cessive arithmetic operations. This is achieved by “recrypting” the cipher-text
in the encrypted domain without giving up security. One receives a new noise-
reduced cipher-text for the same clear-text. The libraries given in Table 1 are
shortly summarized and describe the related work.

HELib. The software library HELib [9] is a C++ implementation of the homo-
morphic encryption scheme of Brakerski-Gentry-Vaikuntanathan (BGV) [12].
It provides Smart-Vercauteren [8] cipher text packing techniques and Gentry-
Halevi-Smart optimizations. In 2015, the library was extended to include boot-
strapping, which allows cipher text refreshes in the encrypted domain. This
library is very flexible and configurable but at the same time quite complex to
handle for non-experts. Furthermore, it provides low-level routines like set, add,
multiply, shift, etc. The library is highly optimized for single instruction multi-
ple data (SIMD) operations, which is unrewarding for our application scenarios,
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since the library cannot compare numbers in the encrypted domain. While test-
ing this library with small numbers for the security parameters, the memory
usage for 6 multiplications on 7-bit integers amounted to over 6 GBytes. The
library is still under active development.

SEAL. The Simple Encrypted Arithmetic Library (SEAL) [13] is being devel-
oped by the Microsoft Research Group and originally implemented the YASHE
scheme. In the most recent version, the scheme was switched to Fan and Ver-
cauteren [7]. In the tested version 2.1 of the library it supported only leveled
homomorphism, i.e. by using modulus switching, one can only perform a prede-
fined amount of multiplications. Since a flexible approach is needed for the tar-
geted application scenarios, it would be counter-productive to limit the amount
of operations by the library beforehand. The library itself is well documented
and relatively easy to use, but is restricted to a Microsoft Windows environment.
In addition, it does not support bootstrapping and comparisons in the encrypted
domain.

LibScarab. LibScarab is a C implementation of the Smart-Vercauteren scheme
[6] created by Perl et al. [11]. It supports bootstrapping, XOR as well as AND
operations on single bits. The library is easy to use along with a clear and
compact structure. The library is clearly structured and easy to extend. The
authors had to port the library to the latest FLINT 2.5.2, GMP 6.1.1 and MPFR
3.1.5 libraries since LibScarab was last updated in 2013 and does not support
multi-threading out of the box. A recrypt operation is executed automatically
after every arithmetic operation.

FHEW. The “Fastest Homomorphic Encryption in the West” (FHEW) [10] is a
C implementation of the Learning With Errors (LWE) scheme, which makes use
of the “Fastest Fourier Transformation in the West” (FFTW) library [14]. FHEW
uses a symmetric key, i.e. the same key is used for encryption and decryption. It
also offers bitwise encryption and NAND-Gates. Because of the symmetric key
procedures this library is unsuitable for the envisioned application scenarios (see
Subsect. 3.3). This library was last updated in 2015.

Homomorphic Encryption (HE). The Homomorphic Encryption (HE) [15]
is a package for the statistic language R and implements a scheme from Fan
and Vercauteren [7]. The R package itself is a wrapper for the arithmetic func-
tions written in C/C++. While easy and intuitive to use, the library itself lacks
bootstrapping and therewith the possibility for a cipher-text-refresh, which pre-
vents running several multiplications consecutively. Thus, it is not practical with
respect to the application scenarios.
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3 Use Cases and Targeted Functionality

Classical security approaches use encryption to ensure privacy and signatures
for verifying the authenticity of messages. These attempts aim for securing the
communication between two endpoints. In the cloud computing context, the
attention shifted to secure computation (see Fig. 1). Classical encryption is sta-
tic, thus messages have to be decrypted first before being able to be processed.
Similar conditions apply for classical signature schemes. They are designed for
static messages. In order to verify remote computation, a proof is needed for
correct and trustworthy results. Verifiable Computing demands that the eval-
uation of an interactive proof [16] needs to be more compact than the actual
computation.

FHE offers an elegant way to ensure privacy by design since it prevents clear-
text information leaks. While externalizing confidential processes to the cloud,
industry places little trust in external service providers. The authors chose FHE
over a homomorphic signature scheme not only to help solving this conflict, but
it also offers a more powerful, practical and flexible approach to secure remote
computing. Furthermore, there are several approaches that combine homomor-
phic encryption with verifiable computation [17,18], so that it is still feasible at
a later time to integrate verifiable computation with this line of research.

Fig. 1. Overview of different security techniques and their area of application

Even though homomorphic encryption usually aims at ensuring data privacy
[5], it may be used in other areas and for other purposes as well. For example, if
an attacker is unaware of the actual values of the data currently being processed,
intentional manipulation is no longer possible. Instead, only random changes to
data and likewise random manipulation of the executed algorithm are the only
aims an attacker may achieve. If homomorphic encryption is carefully combined
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with testing a running algorithm via precalculated test data, even such ran-
dom effects may be detected. Subsequently, the scheme detailed here [3] may
be used to achieve a certain degree of robustness towards algorithm and data
manipulation, too.

In this section, a number of common tariff models, which constitute a rep-
resentative set of algorithms used in measuring instruments, are examined and
requirements for the homomorphic encryption scheme detailed in Sect. 4 will be
derived.

3.1 Legal Metrology and Tariffing

As indicated in the introduction, Legal Metrology covers all areas of measure-
ments where lawmakers consider the outcome of a measurement to be crucial
for consumer protection. In the following paragraphs, the principal concept of
Legal Metrology will be examined in more detail as well as the different tariff-
ing scenarios. Tariffing generally refers to the process of price calculation based
on one or more determined measurement values consisting of a physical quan-
tity together with the appropriate SI unit (Système international d’unités [19]).
Here the term will be used in the context of smart meters for electrical energy.
Although the concept may easily be applied to other areas of Legal Metrology
as well.

Essential Requirements from the Measuring Instruments Directive.
Annex I of the MID defines a set of essential requirements, which all measuring
instruments covered by the directive need to comply with. These requirements
cover physical conditions, under which the instrument has to function correctly,
accuracy requirements for the measuring result as well as requirements concern-
ing the prevention of manipulation. The requirements from the latter category
may be interpreted, from an information security angle, as a list of assets to be
protected [20]. As an example, essential requirement 8.4 will be briefly examined
here. It states, “Measurement data, software that is critical for measurement
characteristics and metrologically important parameters stored or transmitted
shall be adequately protected against accidental or intentional corruption.” The
assets defined in the requirement are transmitted and stored parameters, mea-
surement data as well as the software of the instrument itself. As all of these
are to be protected against intentional and accidental corruption, at least their
integrity and authenticity need to be guaranteed. In the context of this paper,
the main focus will be on the integrity and privacy of the measurement data.
Availability of the software is not required by the MID as no false measurement
data can be generated if the instrument is out of order.

The Roles of Manufacturer, Notified Body, User and Market Surveil-
lance. In the MID, certain roles are defined for players in the field of Legal
Metrology. Firstly, the manufacturer of an instrument is responsible for putting
instruments on the market and into use that comply fully with the directive.



Multithreaded Fully Homomorphic Encryption for Legal Metrology 41

To assure conformity with the MID, the manufacturer submits a prototype of
the instrument to a so-called Notified Body for conformity assessment. The
Physikalisch-Technische Bundesanstalt (PTB), Germany’s national metrology
institute is one such Notified Body.

Should the prototype be in conformance with the requirements, the Notified
Body issues a certificate accordingly. The manufacturer will then sell an instru-
ment with the same properties as the prototype to the user together with a dec-
laration of conformity. A market surveillance authority is subsequently tasked
with supervising the use of the instrument. In regular intervals, the authority will
also reverify the instrument to ensure that it still performs within the parameters
set by the ID and the certificate issued by the Notified Body. In this context,
only the market surveillance authority and the Notified Body will be considered
to be trustworthy as they are under constant supervision by the respective EU
member states. All other parties (manufacturer, user of the instrument and the
user’s customer) can be seen as potential attackers. This fact will be described
in Sect. 3.2.

3.2 Measuring Instruments and Trustworthy Components

In the context of the intelligent measuring system, all parties need to authenti-
cate themselves before initiating a communication connection. To this end, the
SMGW as well as partners communicating with it over the wide area network
(WAN) are in possession of Hardware Security Modules (HSM), which are in
charge of key handling, signature verification and white listing of communica-
tion partners.

A HSM is an essential security measure in order to enable secure key handling
and exchange of keys between associated clients and devices within the public key
infrastructure (PKI). It also acts as a trust anchor to guarantee the integrity and
authenticity of a root Certificate Authority (CA) and its sub CAs. The HSM can
be used to sign and secure TLS-certificates, OpenSSL certificates for end-to-end
cryptography and signature certificates to sign measurement data and thus prove
their integrity as well as authenticity [21]. The HSM performs various checks with
the certificates before being able to continue with the respective procedure, i.e.
it checks the signature of the certificate, the liftime span (maximum of 7 years)
of the issued certificates, checks revocations lists and the issuer of the certificate,
reviews the mode of usage such as key usage validation and extended key usage
validation.

In Legal Metrology, the concept of a trustworthy system administrator does
not exist. Therefore, all parties must be considered untrustworthy, i.e. the HSM
is the only trust anchor for security concepts, which is considered as completely
unbiased and thus can be accepted by all parties involved. In a cloud environ-
ment, the HSM needs to be replaced by a suitable software alternative.
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3.3 Application Scenarios

To derive well defined application scenarios, the legal framework for smart meter-
ing will here be examined briefly. Afterwards, algorithmic requirements will be
derived based on the legal requirements.

Tariff Models According to TR03109-1. While the measuring of com-
modities such as electrical energy, gas, water and heat are all regulated in the
MID, national law may prescribe additional constraints if the measurements, for
instance, touch upon informational privacy or other aspects subject to national
legislation. In Germany, due to the implementation of the aforementioned Direc-
tive 2009/72/EC, the federal bureau for information security Bundesamt für
Sicherheit in der Informationstechnik (BSI) has published a technical require-
ment document (TR) [21] with an associated protection profile [22]. While the
first mainly covers compatibility requirements and secure communication proto-
cols for the SMGW, the latter is only focused on the SMGW’s integrated HSM.
Apart from defining communication protocols and the general environment of
an intelligent measuring system, the TR also lists all approved tariff application
scenarios (TAF) that may be used in an intelligent measuring system. These are
of utmost importance for the SMGW, as it is usually in charge of connecting
meter and time data (time stamping) and is also responsible for price calculation.

Out of the 12 TAFs defined in the TR, four will be examined and implemented
in a secure cloud solution in this paper (see Table 2). The four scenarios have
been selected as they constitute a representative application of tariffing that may
also be found in other measuring systems.

Table 2. Overview of the implemented tariff application scennarios (TAF)

TAF 1 Tariffs with low data usage, where energy is always billed with the
same price and collected data are only sent at the end of the billing
period requiring no external trigger

TAF 2 Time-dependent tariffs, where energy is billed with different tariffs
according to the time at which a certain amount of energy is
consumed. The switching between tariffs is time-dependent but the
switching points are static

TAF 3 Power-dependent tariffs, where the price does not depend on the total
energy consumed but on the current power consumption (energy per
time interval) The switching into different price categories is therefore
done according to the value of the current measurement result

TAF 4 Consumption-dependent tariffs, where a new price is used when a
certain energy budget has been consumed. The budgets are statically
predefined and the condition for assigning new measurement values to
the next price category has to be checked regularly
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Required Logical and Arithmetic Operations. The implemented algo-
rithm described in Sect. 4 aims at realizing the SMGW’s tariffing functionality
in a way that can be run on any system with suitable computation capacity
without having to realize additional protective means. While SMGWs are very
unlikely to be realized in the cloud any time soon due to the hardware require-
ments of the TR, the approach may easily be applied to many other measuring
systems that all perform similar price calculations as listed below:

– addition, subtraction, multiplication, division,
– comparison,
– input-dependent source selection,
– input-dependent destination selection.

The addition operation is, of course, needed to add new energy values to an
existing tariff register. Subtraction, division and negative numbers are likewise
needed to calculate the current energy flow (the power) based on consecutive
readings of an cumulative meter. The multiplication operation is required when
a tariff and an energy amount are combined to form a price to be paid. Compar-
isons of input values are needed to realize input- and time-dependent switching
statements.

Required Time for Processing. Two separate tasks performed by the SMGW
need to be distinguished: One is the accumulation of data coming continuously
from the electricity meters. The other one is the monthly reading of the result-
ing registers. Data coming from smart meters will be accumulated within the
SMGW to which the meters are connected. According to the current design of
the SMGW, a maximum of 32 m can be connected to the gateway simulta-
neously. Each individual meter sends a new measurement value every 15 min.
In order for the gateway to efficiently cope with the arriving amount of data,
every single request for data accumulation subsequently needs to be processed
in under 15×60 s

32 = 28 s. Parallelization of the accumulation process is not feasi-
ble and wanted since there are inter-dependencies between measurements which
may have an effect on the chosen register for subsequent values. The monthly
retrieval of accumulated register values from the SMGW is not time-critical as
the reading only works on static data that does not change during reading. The
retrieval can thus happen in a separate process.

4 Algorithm Description and Extensions

This section comprises the algorithm description and the extensions of Lib-
Scarab that were needed, in order to implement the application scenarios TAF
1–4 explained in detail in Subsect. 3.3. Furthermore, a brief description and an
overview of implementation details of the addition, multiplication and division
operations as well as simple decision and comparisons in the FHE environment
are given in Subsect. 4.2.
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4.1 Choosing and Extending the Library

Fully homomorphic encryption schemes support two operations: addition and
multiplication. Depending on the implemented scheme, also a sign change is
possible, which enables subtraction. A lot of simple algorithms are based on these
three operations and thus can be implemented. But nevertheless, no solution
exists for comparing two numbers in the encrypted domain, which makes it
impossible to make a decision in the encrypted domain and consequently to
implement a division algorithm for example.

One possible way to implement a division algorithm is to represent numbers
as fractions by saving nominator and denominator separately in order to bypass
division. But this approach does not solve the problem of comparisons in the
encrypted domain. It also seems impossible to render an unencrypted result
from an encrypted operation without giving up security and privacy. This means
that all algorithms should be either completely deterministic or there should be
enough computing power to calculate all possible results in parallel.

A final decision should always be made in the unencrypted domain for the
targeted algorithms. Since they neither have a completely deterministic structure
nor is the decryption of the data in an insecure environment an option, a different
approach was pursued replacing integers with binary numbers.

The LibScarab library is a good choice for the prototype, since it provides
all necessary tools without adding too much complexity. In addition, it is easily
configurable yet simple to modify and to extend. On top of that it is very fast.
A “recrypt” procedure is executed after each operation. Thus, there is no fur-
ther need for noise control to fulfill the requirement of unlimited multiplications
as mentioned in Sect. 3. As already pointed out in Sect. 2, the library did not
support multi-threading out of the box, since it was built on old versions of the
libraries FLINT, GMP and MPFR. Therefore, it was ported to newer versions
in order to comply with the requirements.

4.2 Implementation of Arithmetic Operators

Using binary numbers only two operations are left; the modulo-2-addition which
corresponds to an XOR-gate and a modulo-2-multiplication that corresponds
to an AND-gate. Another operation is the (unencrypted) binary complement
of the encrypted number which corresponds to toggling bits in the encrypted
domain. With these two operations (see Eqs. 1 and 2) it is possible to derive all
the boolean functions and, as a consequence, to provide arithmetic and logical
operations on encrypted integers, which are represented as arrays of encrypted
bits. The addition, subtraction and multiplication operations for integers had
to be reimplemented according to the chosen binary word sizes (e.g. 32-bit and
64-bit length).

A ∨ B = ¬(¬A ∧ ¬B) (1)

((1 ⊕ A) = ¬A). (2)
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Zero-Test of Encrypted Integers. This binary approach yields the oppor-
tunity to implement a zero-test as a simple bitwise ∨ on all bits of the repre-
sented number. The result of this operation should be complemented to return
an encrypted 1 in case the examined number was 0. This corresponds to a logical
NOR operation with 32-bit inputs. The encrypted result can be directly used as
an input for further encrypted arithmetic and logical operations. To verify the
computed result it has to be decrypted in the end.

Comparison of Encrypted Integers. A simple implementation of a com-
parator consists of the subtraction of both input parameters (A−B) and of the
sign-evaluation of the result. This operation delivers two possible results A < B
or A ≥ B. The latter needs to be checked with the help of the zero-test, so
that it can be distinguished between A > B and A = B. If this clarification is
not needed, this approach can be reduced to the calculation of borrow-bits only,
since the result of the subtraction itself is not important.

Simple Decisions on Encrypted Integers. It is significant to highlight that
the result of a decision should remain in the encrypted domain. Therefore, it is
not possible to externally influence the program flow. Nevertheless, simple algo-
rithmic constructs are feasible based on the result of the comparison or zero-test
operator. These are source and destination selections. The source selection, on
the one hand, is represented by the following C-construct, which is similar to an
if-then-else-construct with the constraint that only data flow can be controlled:

Y = (condition)?A : B (3)

To implement this decision a 2:1-multiplexer is required, which can be
described as:

Y = ¬C · A + C · B (4)

where C is the output of the zero-test, the comparison operator or any other
possible boolean equation.

The destination selection, on the other hand, consists of a demultiplexer
and binary adders. The selection is triggered by a boolean equation (e.g. com-
parison or zero-test). After the output selection operation, the selected output
or destination contains the input number and all the other outputs are set to
an encrypted 0. All outputs will be added to the corresponding registers. All
registers are modified, but only one will be increased by the input value of the
demultiplexer. All the others will be increased by an encrypted 0. It is important
to mention that the addition of an encrypted zero always produces a different
encrypted version of the same number. Hence it is not possible to say which of
the registers are actually changed by a FHE-operation.

Addition of Encrypted Integers. The implementation of arithmetic circuits
is done with special regard to multithreading. A particular challenge was to
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find a solution with a small amount of gates and a small circuit depth at the
same time. An analogue problem is known in the field of digital design as Area-
Speed-Tradeoff, since a lower circuit depth usually results in a higher number
of gates used. Each additional gate needs computing time, so that fast digital
circuits have often poor performance in the area of the homomorphic operations.
Especially for multiplication and division some advanced algorithms exist, but
due to the massive use of multiplexers or lookup-tables these solutions are not
reasonable with respect to the execution time.

Three different versions of an adder were implemented and compared. A
Carry Look Ahead Adder (CLA) [23] with block size of 4 and 8 bit, also known
as “fast adder” proved to be the slowest adder within the constraints of this
paper. The Carry Select Adder (CSA) [23] rendered mid-range performance. The
modified Ripple Carry Adder (RCA) [23] revealed the shortest execution time,
since the operations of the first half adder was executed completely in parallel.
The same adder could be used to implement subtraction, but this would contain
an array of XOR-gates to form the complement. Considering performance the
subtraction was outsourced to a separate routine, in order to save time during
addition operations.

Multiplication of Encrypted Integers. Fast multiplications using higher
radix solutions [23,24] require a massive use of multiplexers or/and operand
recoding which are costly in size as well as time consuming.

In case of conventional binary multiplications, two problems can be iden-
tified: (1) the generation of the partial products, (2) their summation. While
the generation of partial products can be carried out completely (bitwise) in
parallel, the summation can only be partially parallelized. A tree structure of
conventional word adders provides insufficient performance. For this reason, a
multi-level bit-wise tree adder is used here (see Fig. 2).

Fig. 2. Tree structure of the optimized adder part
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The main principle of a tree adder is that a full adder is used to add three
bits. At the output, one sum bit and one carry bit are generated. The resulting
number, consisting of carry bits, is shifted one place to the left. Due to the fact
that there is no carry propagation in the case of the 32 partial products of the
multiplication of two 32 bit numbers, 30 (x0 to x29) of them can be processed
by bit-wise full adders in a bit-parallel manner in the first stage. The resulting
20 numbers are supplemented by x30 to deliver 21 numbers and are processed
in the next stage. After several iterations, there are only 2 numbers left which
are added together by a conventional adder.

The difficulty here is the bitwise addition of the shifted partial products with
respect to the significant bit position, which requires manual optimization and
proper planning of the multi-threaded operations.

Division of Encrypted Integers. The division operation is the most difficult
one to parallelize because of inter-step dependencies. One possible improvement
leading to a reduced number of iterations is the use of high-radix number sys-
tems to perform the division. Unfortunately, the complexity of each iteration
is also increased in this case. Advanced higher radix algorithms like Sweeney-
Robertson-Tocher (SRT) division uses lookup-tables and/or a lot of multiplexers
[23,24]. These are very expensive in case of a FHE software implementation, so
that a simpler solution was investigated.

The simplest way to implement the division is the well-known paper and
pencil method adapted to the binary number system also known as restoring-
division [23]. The divisor is subtracted from the shifted dividend, in case of a
negative remainder the divisor is added back to the remainder and the result
will be shifted. The restoring operation implicates one extra addition or use of
a multiplexer in each iteration. In contrast to the restoring division the non-
restoring-algorithm requires only one addition or subtraction in each iteration.
The underlying concept can be easily derived from the restoring algorithm. In
case of a negative remainder after one subtraction the divisor (D) should be
added back to the remainder (R) and the result (S) shifted to the left, i.e.

Fig. 3. Multi-threaded combined adder and subtracter
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S = 2·(R+D). In the next iteration D will be subtracted again: 2·R+2·D−D =
2 ·R+D, which is equal to the simple shift of the negative remainder of the first
iteration and replacing of the subtraction by an addition in the next iteration.
Addition and subtraction are performed by the same boolean circuit (see Fig. 3).
The sign-bit of the result is used to select the operation (addition/subtraction)
for the next iteration.

5 Experimental Comparison

This section describes the experimental comparisons that were conducted on
a Linux server with an Intel Xeon CPU E5-2620 v3 @2.40 GHz, 24 cores and
64 GB of RAM. In the first subsection, key generation, recrypt operation and
single arithmetic operations of FHE are compared, after improving and extend-
ing LibScarab as described in Sect. 4. The second subsections comprises results
of the application scenarios TAF 1–4 that were already outlined in Subsect. 3.1.
The speedup and efficiency are calculated for both single operations as well as
for the tariff applications.

The relative performance gain achieved by parallelization (speedup) can be
measured and is defined in [25] as a metric. This can be written as:

S(n) =
Ts(n)
Tp(n)

(5)

where Ts is the execution time of the best sequential algorithm for solving the
problem and Tp marks the execution time of the parallelized algorithm using n
processing units.

The efficiency is also defined by [25] as a metric that measures the fraction
of time in which a processing unit is usefully employed. This can be asserted as:

E(n) =
S(n)
n

(6)

where S is the speedup for the algorithm (see Eq. (5)) and n marks the number
of processing units.

5.1 Results of Homomorphic Operations

Key Generation and Recrypt Operations. While parallelizing the basic
arithmetic operations, e.g. addition and multiplication, it was determined that
the speedup factor is not significant for creating a monic and irreducible polyno-
mial F (x) with a resultant p being prime (see KeyGen() [6]) in a multi-threaded
environment compared to a single threaded one, i.e. no relevant time gain for key
generation is realized. The authors assume that performance gain is lost due to
the randomized generation of the polynomials and their evaluation, because of
the great spread of the results and the necessary synchronization of the threads.
Thus, the times stated in Table 3 for key generation and recrypt operation are
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Table 3. Overview of key geometry and performance gain

Key geometry Key size (kB) Keygen (s) Speedup Recrypt (ms) Speedup

384/16/05 1.8/30 1.1 15.5 34 7.7

384/32/16 1.8/60 1.17 11.9 90 3.4

384/64/16 1.8/120 1.24 12 181 3.7

2048/64/16 9.6/626 516 6.1 670 2

4096/64/16 18/1250 5204 2.7 1660 1.9

single threaded. Nevertheless, in comparison to Brenner’s reference implementa-
tion [11] and the stated times for key generation for 384-bit key length a speed
up of 15.5 could be yielded, i.e. instead of 17 s it only took 1.1 s to generate
a key. The main factors are optimizations in the implementation, modernized
libraries as already explained in Sect. 2 and faster hardware than in 2012. The
recrypt operation achieved a speed up factor of 7.7 for 384-bit key length, i.e. a
recrypt costs only 34ms instead of 263ms. The amount of disk space for public
and private keys do not distinguish from Brenner’s data.

Arithmetic Operations. By parallelizing the arithmetic operations the great-
est benefit was earned within multiplication by a factor of 7.29. In Fig. 4 one
can see the asymptotic characteristic of the optimization for the time usage.
While executing a single thread utilization took 124 s for a single multiplication,
a 48 threads utilization only took 17 s for a single multiplication. Considering
memory usage, the optimum is reached by utilizing 16 threads with 19 s for a
single multiplication with a calculated efficiency gain of 41% (see Eq. 6) and a
speedup of 6.53. The least significant benefit from parallelization was realized
for the addition operation. It is already the fastest operation in the encrypted
domain needing only two seconds for one addition for a single thread while it
could be pushed down to one second for a single addition utilizing 48 threads.
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Fig. 4. Plot of single 32 Bit-FHE-operations (Add, Mult, Div) on a Server with an
Intel Xeon CPU E5-2620 v3 @ 2.40 GHz and 64 GB RAM.
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Fig. 5. Plot of single 64 Bit-FHE-operations (Add, Mult, Div) on a Server with an
Intel Xeon CPU E5-2620 v3 @ 2.40 GHz and 64 GB RAM.

The efficiency optimum is reached here by using only two threads with a 50%
efficiency and a speedup of 1 needing two seconds.

The division is traditionally a very complex arithmetic operation which often
has its own compartment on modern CPUs in order to optimize its performance.
Bearing this in mind for the software implementation in the encrypted domain,
the benefit through parallelizing the division operation was achieved by a factor
of 1.6. This means that a single thread for one division took 196 s while this was
reduced to 121 s utilizing 48 threads. The optimum for this operation is reached
using 16 threads with a speedup of 1.6 with a 10% efficiency. Similar results
could be yielded for 64 bit arithmetic operations as seen in Fig. 5. Obviously,
more memory was needed for the single arithmetic operations due to the nature
of the bigger operands. Again, the multiplication benefited the most by a factor
of 6.8, needing almost 8 min (470 s) for a single threaded multiplication compared
to 69 s using 48 threads (Tables 4 and 5).

Table 4. Overview of 32 bit operation results

n t (sec) S(n) E(n) in %

Add 1 2 - -

2 2 1 50

48 1 2 4

Mult 1 124 - -

16 19 6.5 41

48 17 7.3 15

Div 1 196 - -

16 126 1.6 10

48 121 1.6 3
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Table 5. Overview of 64 bit operation results

n t (sec) S(n) E(n) in %

Add 1 5 - -

4 4 1.3 31

48 3 1.7 3

Mult 1 470 - -

16 75 6.3 39

48 69 6.8 14

Div 1 796 - -

16 497 1.6 10

48 467 1.7 3

The optimum is reached using 16 threads with a speedup of 6.3 and a effi-
ciency gain of 39% needing 75 s.

Additions in the 64 bit space are optimized by a factor of 1.6, i.e. needing
5 s for one addition using one thread compared to 48 threads lasting 3 s. The
optimum is reached for 4 threads with a speedup of 1.3 and a 31% efficiency.
Again addition is the fastest operation.

For the division the same factor of 1.6 could be reached as for the 32 bit
operands. Speaking in absolute numbers it is still a huge difference from roughly
13 min (796 s) for a single threaded division compared to about 8 min (479 s)
using 48 threads. The optimum is reached using 16 threads with a speedup of
1.6 and 10% efficiency needing 8.5 min (497 s).

5.2 Results of Application Scenarios

In contrast to the tests performed in Subsect. 5.1 where only arithmetic opera-
tions are measured, these results cover the combination of arithmetic operations
and comparisons applied to the application scenarios described in detail in Sub-
sect. 3.3. A recrypt is included after each arithmetic operation to reduce the
noise.

The calculations for the application scenarios are split into accumulating the
measurement data (see Fig. 6) and summing them up on demand (see Fig. 7),
e.g. at the end of the month. The latter includes the more complex arithmetic
operations and comparisons in the encrypted domain.

While TAF 1 and 4 performed very similar in accumulating measurement
data (see Fig. 6) in respect to time and utilizing threads, the gain is 1.3 needing
about 5 s for a single thread to only 3.8 s utilizing 48 threads. The optimum is
reached using only 4 threads with a speedup of 1.3 and about 30% efficiency
needing 4.2 and 4.3 s.

TAF 2 gained a factor of 1.7 needing single threaded 9.3 s and for 48 threads
5.6 s. The optimum is reached using two threads with a speedup of 1.8 and a
91% efficiency needing 5.4 s to accomplish this task.
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Fig. 6. Plot of accumulating measurement data on a Server with an Intel Xeon CPU
E5-2620 v3 @ 2.40 GHz and 64GB RAM.

TAF 3 is the only scenario where a lot of comparisons and decisions were
performed additionally, thus the time difference. A gain of factor 2.4 was yielded
for a single thread needing 33.4 s compared to 48 threads consuming only 14 s.
The optimum is reached using 8 threads with a speedup of 2.2 and 28% efficiency
needing 14.9 s to finish. For all TAFs, parallelization helped to push execution
time below the required boundary of 28 s.

For the monthly “read out” of the summed up measurement data the appli-
cation scenarios (see Fig. 7) differ more than for the accumulation process. TAF
1, low data usage, is the fasted and simplest one gaining factor 7 for a single
thread using 123.3 s compared to 48 threads consuming only 17.6 s. The opti-
mum is reached using 16 threads with a speedup of 6.3 and a 39% efficiency
needing 19.6 s to finish.

TAF 2, time-dependent tariff, records a gain of 6.7 for a single thread using
250.6 s compared to 37.3 s utilizing 48 threads. The optimum is reached using 16
threads with a speedup of 6 and a 38% efficiency needing 41 s.
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Fig. 7. Plot of “read out” of the measurement data. Final calculation for different
application scenarios on a Server with an Intel Xeon CPU E5-2620 v3 @ 2.40 GHz and
64GB RAM.
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The TAF 3, power-dependent tariff and TAF 4, consumption-dependent tar-
iff, are more complex thus take around 9 min (503.3 s/533 s) for a single thread
and for 48 threads using around 1.5 min (78,6 s/95 s). The performance gains
are factor 6.4 and 5.6, respectively. The optimum is reached for both using 16
threads with a speedup 5.8 and 5.2 as well as a 36% and a 32% efficiency needing
86 s and 103 s to finish.

6 Summary

In this paper, an extension to the fully homomorphic encryption library Lib-
Scarab has been presented. After a brief comparison of the existing encryption
schemes, this extension (LSIM) and its properties were described and evaluated.
LSIM comprises fast integer arithmetic, logic operations and multithreading.
The resulting gain can be as high as a factor of 7.3 for multiplications of 32
bit numbers, with smaller gains for addition, subtraction and division. The key
generation and recryption were also optimized by a factor of 15.5 and 7.7, respec-
tively. In the context of Legal Metrology, LSIM was applied to different tariff
application scenarios, achieving a gain of 7 for TAF 1, presumably the most com-
mon tariff. For all TAFs, parallelization helped to push execution time below the
required boundary of 28 s. Therefore fully homomorphic encryption could be used
nowadays for real-world application scenarios. The proposed solution provides
the required functionality for its application in the current regulated sector.

Future work will focus on porting LSIM to CUDA/OpenCL and carrying out
tests on graphic cards for massive multithreading and parallelization. Further-
more, since OpenMP was utilized for this prototype, it will be interesting for
further investigations to find out if Posix Threads (pthreads) or a GMP-library
optimization will improve parallelization with respect to computing time. Addi-
tionally, ongoing challenges should be studied, such as the computing times in
comparison with those realized by a secure hardware solution for FHE.
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Abstract. The rapid rise of cloud computing technology marks the next wave
of enterprise information technology, catering up a market demand of a digitized
economy to deliver traditional utilities such as electricity, gas, water. It, how-
ever, also paves a secure and cheap way of forming a so-called botnet in the
cloud. A botnet consists of a network compromised machines controlled by an
attacker (a.k.a. botmaster). Traditionally botnets have been integrated with
computers, and have been the primary cause of many malicious Internet attacks.
However, with emerging technologies such as cloud computing have presented
new challenges in simulating what a modern botnet could look like, and how
effective they can be executed with the easily accessible resources provided by
such technologies. In this paper we implement a novel cloud based botnet and
then propose a new method for detecting it. It is our belief that each cloud based
botnet has a unique level of entropy in their networking exchanges, and thus
determining the randomness of the communications between the command and
control server and the bots could be applied to discriminate bot behaviors from
normal cloud users. The proposed approach is evaluated in a closed networking
environment and the preliminary experimental evaluation results are promising
and show significant potentials of using entropy to detect command and control
channel of botnets in the cloud.

1 Introduction

Over the past thirty years, we have witnessed a strong convergence of human activities
with computing and online communication, increasing dramatically the opportunities
for new businesses. It, however, has also paved the way for a large number of criminal
activities to thrive. While these crimes are being committed in the ‘cyberspacial’
domain, they are nevertheless having strong implications in the real world in which one
of the biggest threats has recently been botnets, mainly responsible for criminal
activities such as key-logging passwords, unauthorized recovery of personal account
information, emitting spam emails or phishing scams, as reported in a recent Symantec
research report [1]. A botnet refers to a group of infected computers (bots) that interact
to accomplish some distributed work for illegal purposes. The bots are controlled by an
attacker, also known as botmaster, through various command and control (C&C)
channels. These channels can operate on different communication protocols such as
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Hypertext Transfer Protocol (HTTP), Internet Relay Chat (IRC) and use various botnet
topologies, e.g. client-server centralized or peer-to-peer distributed (P2P). In Fig. 1 we
illustrate a typical life-cycle of a botnet and its attack behaviors.

Cloud computing is a tool that most internet users utilize without even realizing it.
Companies, such as Google and Amazon, allow us to use their servers. These services
allow companies and individuals access to powerful computers at a low cost. They are
accessible anywhere with an internet connection. The rapid rise of cloud computing
technology marks the next wave of enterprise information technology, catering up a
market demand of a digitized economy to deliver traditional utilities such as electricity,
gas, water, to name a few. The tremendous benefits of cloud computing technologies
are being leveraged by companies of all sizes, leading lots of novel concepts and
implementations, such as Software as a Service, Platform as a Service, Storage as a
Service, and Infrastructure as a Service. It, however, also offers a secure and cheap way
of forming a botnet in the cloud, i.e. Botnet as a Service (BaaS).

Bot masters seek out vulnerable computers all over the world-wide-web to infect.
In [2] Rajab et al. determined that some botnets had a size of over 100,000 bots, with
thousands of bots active at any time. Typically, bot masters prey on computers with
outdated operating systems, systems that have unpatched security vulnerabilities, or
those without antivirus or malware detection software. Once infected, these vulnerable
systems become bots, and are now part of a botnet in the cloud. Unbeknownst to the
owner, their computer may be performing illegal actions, such as Distributed
Denial-of-Service (DDoS) attacks, spamming, and/or sending sensitive information to
criminals [3]. Often times, bot masters are unable to choose their targets and vulnerable
machines can be infected easily. For instance, an unsuspecting Alice may wirelessly
connect her laptop to an unprotected coffee shop network. Unknowingly, Bob’s
infected computer, which is also connected to the coffee shop’s network, spreads the
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Fig. 1. Typical life-cycle of an IRC botnet and its attack behaviors
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botnet malware to Alice’s computer. Even though the bot master has infected another
machine, and subsequently added another machine to his botnet arsenal, it may not be
of much use to him. Alice’s computer may infrequently be connected to the internet, or
her computer may be too outdated to help carry-out the bot master’s commands.
Traditionally, bot acquisition is a challenge. In order to infect a bot, botmasters target
systems with outdated antiviruses or utilize zero-day-attacks to avoid detection of their
malware. Secondly, infected machines are unpredictable. They go offline, can vary
greatly in system resources, and have a wide variety of internet speeds.

In a fashion of BaaS, both issues of the traditional botnets could be easily
addressed. The bot runs on a virtual machine in the cloud, which it is much more
reliable, and grants us a full control to the behaviors of a bot. By utilizing many
accounts and providers, building a powerful botnet in a cloud becomes much easier
compared to the traditional botnet in which social media is widely used to setting up a
command and control channel. For example in BaaS, each bot periodically checks the
social media page in which two commands are embedded, i.e. STOP and ATTACK.
When the command STOP is sent, the bot will do nothing, and continue listening for a
new command. The ATTACK command usually contains an IP address, a port number,
and the duration for attacking. Once bots receive the command, they can commence
immediately a DDoS attack on the specified target.

In this paper, we propose a new method for detecting cloud-based botnets. Our
method includes determining the randomness of the communications between the
command and control server host in a very popular social media website and the bots. It
is our belief that each botnet should have a unique level of entropy in their network
exchanges. The proposed approach was then evaluated using a cloud based botnet
within a closed networking environment. The main contributions of the paper include
(1) we propose a novel approach to form a botnet in a cloud in which bots run on
virtual machines and command and control channel is set up through a HTTP based
social media website, addressing the challenge of acquiring bots in BaaS; (2) an
entropy based approach is used to determine randomness of communication, forming a
unique pattern of botnets during their information exchanges over the network. The rest
of the paper is organized as follows. Section 2 is a brief introduction to the related
works on existing botnet detection approaches. In Sect. 3, we present the method of
simulating a botnet in the cloud. Section 4 presents the detection approach for iden-
tifying command and control channel of botnets in the cloud and shows a preliminary
evaluation result within a closed network environment. Section 5 makes some con-
cluding remarks.

2 Related Work

Some typical examples of traditional botnets are the early Sinit [4], Nugache [5],
Phatbot with WASTE command [6], and the recent Peacomm (Storm worm) [7].
Compared to such traditional botnets based on the centralized C&C channel, a dis-
tributed P2P botnet is much harder to destroy due to a more distributed communication
channel through selected servers. Previous attempts aiming at detecting botnets were
mainly based on honeypots [8–13], traffic-application classification [14–17] and
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passive-anomaly analysis [18–21], with limited success. The ineffectiveness of these
solutions relates directly to the quickly evolving strategies employed by botmasters.
For instances, recent studies in 2013 have already shown that the TOR network has
been employed by botmasters for creating stealthiness and untraceability, leading being
more difficult to be taken down considering the anonymous C&C servers provided by
TOR hidden services [22]. Moreover studies in [23, 24] have also shown that cloud
could be applied to build a large botcloud, for the purpose of DDoS flooding and click
fraud attacks.

3 Cloud Based Botnet

Cloud computing has recently been used to form a botnet due to its capacity of bot
acquisition, bot availability, and overall botnet power. There are many cloud com-
puting providers, such as Google, Amazon, and Microsoft. Companies and individuals
alike choose to use cloud computing because it provides a lot of computing power and
is quite inexpensive when compared to the cost of a traditional server setup. Some
cloud providers boast an uptime of at least 99%, which provides great reliability for the
botnet. Many providers also offer business class or better internet to even their free
users, which gave potential attackers ample bandwidth.

For the purpose of research and proof of concepts, a simple prototype botnet is
simulated in the cloud. Figure 2 illustrates the proposed botnet topology in which two
cloud computer virtual instances are used as bots. The bot malware is manually loaded.
As a means of command and control channel, we used a very popular social website. In
order to communicate with the bot, we edit the social media profile and then simply
type the command into the biography section of the profile. In such a case every five
minutes, the bot will scrape our profile and check one of two commands, either STOP
or ATTACK. Contained within the attack command received from the C&C server is
the target server’s information. The attack command is formatted as such: TargetIP,
DestinationPort, Duration. The attack command orders the bots to flood the target
webserver with UDP packets, and thus creating a DDoS attack.

Immediately after the attack is finished, the bot will check the C&C for a new
command. If the command received is stopped, the botnet will sit idle, and will check
for a new command every five minutes. In the following we introduce how to operate
this botnet step by step in more details:

At first the botmaster uploads a command to the social media profile. This serves as
a means of command and control communication channel. The command is in the
format of IPAddress, Port, Duration. Before the command is uploaded, it is converted
from plaintext into base64 code.

The bots run on web server instances hosted by a popular cloud service provider.
The bots can easily run on another cloud infrastructure, or on personal computers or
web servers. A bot is created by loading the software onto the instance, and then the bot
is ready to go. To create more bots, the original instance is cloned.

Bots check the social media C&C channel every 5 min. They do this by scraping
the website’s html. The bot will receive either two commands, either !stop@, or
something similar to !MTkyLjE2OC4xLjEsODAsNjAw@.
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The exclamation marks the beginning of the command, and the at symbol marks
the end of the command. If the command is stop, the bot does nothing, and checks the
C&C again in five minutes. If the bot receives any other command it will

(1) Decode the given string between the ! and @ symbols.
(2) Determine if the command is authentic by:

a. Making sure it has an IP address that is valid i.e.: 192.168.1.1
b. Make sure it has a port number between 1 and 65535.
c. Make sure it has a valid duration (Less than ten minutes) given in seconds.

(3) It then will attack the target by doing the following:
a. Creating a UDP Packet with a payload size of 65000 bytes (Random

characters)
b. Sending the UDP packet to target IP Address and port.

After the attack has been carried out for the proper duration (i.e. 600 s) it checks the
C&C for a new command. This check is performed 5 s after the completion of the
previous command.

4 Detection of the Cloud Based Botnet

The proposed detection approach is based on entropy. Entropy is the level of uncer-
tainty of certain information and it is used to detect HTTP based botnets. During the
preliminary experiment, we monitored the traffic in the cloud. As expected, every five
minutes, the bots request a new command from the C&C web server. Such an infor-
mation exchange behavior could be captured. We then collected five instances of
packet captures over five minutes from one bot throughout the whole day. Since the
command and control channel is done by HTTP, only TCP packets of these exchanges
are investigated. The entropy of these five captures is calculated with the following
equation:

Fig. 2. A cloud based botnet topology
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HðSÞ ¼ �
Xn

i¼0

PðsiÞ log2ðPðsiÞÞ

where S is a TCP packet’s payload of length n, and P(si) is the relative frequency of
each character in the payload. Figure 3 illustrates the entropy levels of the packet
payloads for the 5 traffic collection instances. As illustrated in Fig. 3 the entropy of
each packet received is consistent across four out of five captures. The fifth capture
received a malformed TCP packet, and is therefore off by one. Based on this prelim-
inary result it is our belief that the entropy of any future network exchanges between
the botnet and the C&C will remain consistent with the first four packet captures as we
analyzed, and thus showing a significant potential of using entropy for detecting
command and control communication channel of botnets in a cloud.

5 Conclusions

We propose in this paper a new method for detecting cloud based botnets. Our method
includes determining the randomness of the communications between the command &
control server and the bots. The proposed approach was evaluated using a cloud based
botnet within a closed networking environment and preliminary results conclude our
belief that each botnet command and communication channel should have a unique
level of entropy in their network exchanges. In the near future we will improve the
current cloud based botnets. In particular we will speed up the packet creation process
by having every packet to contain the same 65000 bytes and creating worker threads to
create new strings of random bytes to use. Moreover we will encrypt communications
between C&C and the bots in the cloud based botnets. In terms of experimental
evaluation we will extend the traffic collection to a longer time period and then
automate the task of identifying a consistent and unique entropy fingerprint for botnet
detection by comparing the entropy of network packet sequences to a database of
previously discovered botnet traffic.
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Abstract. With the rapid growth of Internet-of-Things (IoT) devices,
security and privacy issues emerged as a potential roadblock for wide-
spread adoption. Preliminary research indicates that many types of IoT
devices have serious vulnerabilities. It is not easy to investigate security
and privacy issues since each type of device is different and manual exper-
iments need to be conducted on the device. In this paper, we propose a
framework for investigation of security and privacy issues of IoT devices.
The framework consists of four components, a testbed, set of topics to be
investigated, a set of experiments for each topic investigated and a final
report. Fundamental approach used in the framework is to capture layer
2 and layer 3 packets and to analyze the packets for various features.
Proposed framework is low cost and is based on off-the-shelf hardware
and open source software. Using the framework, we can investigate secu-
rity and privacy issues of many IoT devices including HDMI sticks, IP
cameras, activity trackers, smartwatches and drones. A large set of topics
can be investigated on IoT devices using the framework including vulner-
ability issues, protocol security, firmware updates, authentication issues
and privacy violations. Sample experimental results show the promise
of the proposed framework. We believe this framework will serve as the
foundation for a general automated framework to investigate security
and privacy issues of most IoT devices.

Keywords: IoT devices · Security · Privacy · Framework · IoT testbed

1 Introduction

Internet-of-Things (IoT) is the network of physical objects or “things” embedded
with electronics, software, sensors, and network connectivity, which enables these
objects to collect and exchange data. In addition to the smartphones and tablets,
IoTs include large number of novel consumer devices including HDMI sticks, IP
cameras, smartwatches, connected light bulbs, smart thermostats, fitness track-
ers, smart locks, connected sprinkler systems, garage connectivity kits, window
c© Springer International Publishing AG 2017
I. Traore et al. (Eds.): ISDDC 2017, LNCS 10618, pp. 63–83, 2017.
https://doi.org/10.1007/978-3-319-69155-8_5
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and door sensors, smart light switch, home security systems, smart ovens, smart
baby monitors, smart slow cooker and blood pressure monitors. There will prob-
ably be many more connected products introduced in the near future.

Many analysts indicate tremendous growth for IoT devices in the future.
Gartner research forecasts that 4.9 billion connected things will be in use in
2015, and will reach 25 billion by 2020. Cisco’s Internet of Things Group (IOTG)
predicts there will be over 50 billion connected devices by 2020. IDC predicts
that wearables (subcategory of IoT devices), will reach a total of 45.7 million
units in 2015 and it will reach 126.1 million units in 2019 resulting in a five-year
CAGR of 45.1%. Google’s Chromecast HDMI stick that converts a TV with an
HDMI stick into a smart TV has sold over 20 million copies in 2 years on the
market. Even based on the most conservative predictions we will have tens of
billions of IoT devices.

One of the driving forces behind IoTs is the cost factor. A Google Chrome-
cast device costs about $35, a typical IP camera sells for $60 and many older
versions of fitness trackers cost about $50. Smart thermometer that connects to
a smartphone costs about $20. We will soon witness an era where connected
devices will have a very small premium over older systems.

With the deployment of so many different IoT devices over a short period of
time, many security and privacy issues were discovered in these devices. For many
manufacturers time to market is more important than having a fully tested device
with rigorous security and privacy features. Security firm Symantec investigated
50 connected home devices and found various security and privacy issues. 20%
of mobile apps for IoT devices did not use SSL. Mutual authentication between
the server and the client was not used by any of the devices. Symantec identified
10 security issues in 15 web portals used to control IoT devices. HP investigated
10 IoT devices and discovered that 70% of devices used unencrypted network
service, 80% failed to require passwords of sufficient complexity and length in
addition to other security and privacy issues. These studies indicate serious issues
in security and privacy of these devices.

A framework is necessary to simplify the investigation of security and privacy
of IoT devices. This framework has to be general and extensible and produce a
report with minimal manual work. For example, an HDMI stick is plugged in to
a network and a set of experiments are evaluated to produce a report on privacy
and security issues on the device. To investigate security of several HDMI sticks
you need to perform the same experiments on each one and examine the results.
To investigate the security of several IP cameras, you need to perform the same
experiments on each one and examine the results. The framework captures the
common things in evaluation and experiments to simplify the process to produce
results with minimal work.

In this paper, we propose a framework to investigate the security and privacy
issues of IoT devices. The framework consists of a testbed, a set of topics, a set
of experiments for each topic investigated and a final report. Testbed is used to
capture and analyze the packets exchanged. Topics determine the security and
privacy issues investigated. For each topic, experiments are designed to inves-
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tigate the topic in detail. Report includes potential security and privacy issues
as well as suggestions to improve the security and privacy. Major capabilities of
the framework are as follows;

– Captures layer 2 and layer 3 packets sent/received by WiFi or Bluetooth
connected IoT devices.

– Uses off-the-shelf hardware and open source software resulting in a low-cost
configuration.

– Can be used to investigate a wide range of security and privacy issues known
on IoT devices.

– Can be extended to cover all WiFi and Bluetooth connected IoT devices.
– Enables both passive and active investigation of security and privacy.

The rest of the paper is organized as follows: In Sect. 2, we describe various
IoT devices that can benefit from proposed framework. Section 3 discusses the
related work. Proposed framework is explained in detail in Sect. 4. Experimental
results and findings are presented in Sect. 5. We conclude with Sect. 6.

2 IoT Devices

IoT devices include a large number of consumer devices including HDMI sticks,
IP cameras, Smartwatches, Activity Trackers, Smartlocks. Most communicate
using WiFi or bluetooth. Next, we briefly explain some of the devices that can
be analyzed using the proposed testbed.

Multimedia IoT devices vary with respect to their form-factor. Set-top
boxes include Apple TV, Amazon FireTV, Roku 1-2-3, Netgear’s NeoTV series,
GoogleTV enabled boxes from Sony, Asus, Vizio and Hisense. These devices are
usually in the size of a wireless home router and they have built-in wireless net-
work card, Bluetooth, USB/HDMI/Ethernet ports, internal storage, microphone
etc. HDMI dongles are larger than a regular USB stick. They include Google’s
Chromecast, Netgear’s NeoMediacast [1], and Roku’s Streaming Stick and Ama-
zon FireTV Stick [2]. These small form factor devices are both a cost effective
solution to add smart-TV functionality to an older TV set (with an HDMI port)
and easy to set up and use. Integrated Smart-TVs include LG’s 2nd generation
3D GoogleTV [3]. The cost of smart TVs is quite high compared to set-top boxes
and HDMI dongles, while almost similar functionality is provided.

Most common HDMI sticks are Chromecast from Google, FireTV Stick from
Amazon and Roku Streaming Stick from Roku. Chromecast is a thumb-sized
media streaming device that plugs into the HDMI port on TVs. It can be con-
trolled with an app on a smartphone or a tablet to send video to a larger screen,
which is typically a TV. Chromecast has dimensions of 72mm×35mm×12mm,
weighs 34 g and costs $35. As the brain of Chromecast, Marvell 88DE3005-A1
(Armada 1500-mini) [4] system-on-chip is used. Amazon’s Fire TV Stick con-
nects to a TV’s HDMI port. It’s an easy way to watch movies on Netflix, Amazon
Instant Video, HBO NOW, and Hulu Plus, plus games and music. Fire TV stick
has 4 times the storage and 2 times the memory of Chromecast in addition to
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a dual-core processor and 1 GB of memory. FireTV stick does not have a USB
port, developers connect the device over the WiFi in the local network. The
Roku Streaming stick is designed to play a variety of streaming content directly
from the Internet.

There are many different types of IP cameras on the market. Most have
similar underlying hardware. We have NetCam and Dropcam as representative
devices of this category. NetCam is a cloud based wireless IP camera by Belkin.
NetCam comes embedded with a VGA 1/4 in. CMOS sensor. The focal length of
the lens is 3.1 mm. Horizontal view angle is 64◦, Vertical view angle is 48◦ while
diagonal view angle is 80◦. NetCam uses MJPEG and JPEG for still images.
Resolution of the images could be 160× 120, 320× 240 or 640× 480. Dropcam is
an easy to set-up and use, cloud based wireless IP camera by Nest. It is designed
for indoor use and mostly used for home, business monitoring. With Cloud Video
Recording (CVR), Dropcam constantly uploads the captured video stream to a
remote cloud server owned by Nest. Dropcam uses H.264 encoding with 720p
quality for images. Multimedia stream is captured with 1280×720 image size at
30 frames/sec.

There are many smartwatches with various capabilities on the market includ-
ing Apple Watch, Samsung Gear Live, Motorola Moto 360, ASUS Zenwatch,
Sony Smartwatch and LG G watch. Most have 4 GB storage and 0.5 GB ram.
Typical resolution is 320 × 320. They use a stripped down OS such as Android
Wear or WatchOS. Most have WiFi and Bluetooth connectivity. A few including
Sony smartwatch has GPS and some support wireless and magnetic charging.

Activity Trackers on the market are from Fitbit, Jawbone, Garmin, TomTom,
Mio and Runtastic. They work with a smartphone app and display daily met-
rics such as number of steps and sleep time. They synch with the smartphone
using Bluetooth. Some are just a wrist band and others include smart watch
functionality. They typically don’t have GPS. Display is OLED or LCD in most
cases. They support mobile OSs including Android and iOS. Typical battery life
is 4–10 days. Most of them have sleep tracking functionality and have a hearth
rate monitor.

Smart locks gained popularity recently. Although they are expensive they
offer desirable high tech features. August smart lock uses Bluetooth and can open
the lock as you approach the door using your smart phone. It also works with a
key if your phone runs out of battery. Second generation uses voice commands
and Siri on iPhone can be used to open the lock. Kwikset Kevo lets you grant
ekeys to guests and tradesman. It has Bluetooth proximity sensing and opens
the lock without the need to pull the phone out of pocket. Yale keyless connected
lets you open the door using a key fob or a pin. Schlage Sense requires entering
an access code on your phone to open the lock. Lockitron Bolt works with both
Bluetooth and WiFi and lets you unlock the lock remotely. Mul-T-Lock ENTR
uses biometric authentication using a fingerprint ID.
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3 Related Work

In this section, the related work on security and privacy of IoT devices is briefly
mentioned. Preliminary results on security and privacy issues of Chromecast
device is discussed in [5,6]. Many HDMI sticks run a stripped-down version of
Android OS. Although there has been a flurry of research on Android security
recently, most of the research focuses on full-fledged Android OS and application
security. More than 1000 Android malware samples were investigated in [7] and
most of the malware were repackaged versions of legitimate applications with
malicious payloads. Different approaches were used to investigate security of
Android applications. Taintdroid [8] monitors behavior of Android applications
to detect misuse of private information and Kirin [9] is a security service for
lightweight certification to mitigate malware at install time. Static analysis was
used on more than 1,000 Android applications for security [10] and widespread
misuse of private information and advertising networks is detected. Readers are
referred to [11] for an overview of Android Security Framework. All of the above
research focuses on a complete Android OS and to our knowledge no work exists
for stripped-down android OS used on Chromecast device.

A serious vulnerability in Foscam wireless IP cameras that are connected to
the Internet was discovered [12]. Exploiting this weakness, attackers could hijack
the camera and alter the firmware. Another vulnerability that enables remote
attackers to access the live-stream was disclosed for Trendnet IP cameras [13].
A more recent hack of a popular IP camera was revealed in DefCon’22 con-
ference [14]. In their investigation, researchers took apart Dropcam IP camera
in order to get access to the root shell by attaching cables to the PCB board
under the hood over the UART pins, modified and re-flashed the firmware with
malicious code. Analyis of security and privacy issues of NetCam shows that
NetCam does not encrypt the images sent to the cloud and encrypted images
can be reconstructed with some effort [15].

Security of activity trackers has received a lot of attention recently and
many problems were reported on security and privacy issues. Center for Secure
Design [16] explains how secure design of an activity tracker should be done using
a fictional device WearFit. This fictional device uses the operating principles of
activity trackers on the market and this work serves as secure design guidelines
to activity trackers. A comparative analysis of fitness tracker security and pri-
vacy is investigated in [17]. They investigated widely used activity trackers and
associated smartphone apps and discovered several issues with studied activity
tackers. Symantec analysis of self-tracking devices [18] has found security risks
in a large number of self-tracking devices and applications. One of the significant
findings was that all of the devices examined are vulnerable to location tracking.

Smartwatches are another IoT category with large volume of sales and a
device is offered by almost any IoT related company. A research study [19]
conducted by Hewlett-Packard has found that 100% of popular device models
contain severe vulnerabilities. This study combined manual testing along with
the use of digital tools. This study revealed that insufficient user authentication
and authorization are common issues within smartwatches and 70% of devices
have problems with firmware updates.
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Fig. 1. Testbed network setup

4 Framework

The proposed framework provides a platform for investigating security and pri-
vacy issues of IoT devices. Since there are many different IoT devices on the
market, we focus on issues that are common to the majority of the devices.
Our approach is based on capture and analysis of layer 2 and layer 3 packets
sent/received by the IoT devices. A lot of information is available in the trans-
mitted packets. Proposed framework works by connecting an IoT device to a
testbed and letting it run as usual. We also use active methods to test attack
resilience. Proposed framework is extendible and other types of devices can be
added to the framework for analysis.

The proposed framework consists of four parts; (i) a testbed, (ii) set of topics
to be investigated (iii) set of experiments for each topic investigated and (iv) a
report.

4.1 Testbed

Testbed is designed to facilitate investigation of a wide range of topics on secu-
rity and privacy of IoT devices. Primary goal is to build a low cost testbed using
publicly available open source software and low cost off-the-shelf hardware. Pro-
posed testbed is designed to investigate security and privacy issues in IoT devices
that use WiFi or Bluetooth by capturing transmitted packets. As seen in Fig. 1,
we have several different categories of IoT devices in the testbed. HDMI sticks
have integrated WiFi and are communicating with a local mobile app for control
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as well as remote server for content. They are connected to home WiFi network,
which we denote as AccessPoint-1 in Fig. 1. IP Cameras also came with an inte-
grated WiFi and connect to home WiFi network. They stream the multimedia
content continuously to cloud servers. Drones have 2 different WiFi interfaces
integrated to them. 2.4 GHz interface is used to stream live video to a mobile
app on the ground, while 5 GHz signal is connected for receiving control packets.

Activity trackers and Smartwatches are using Bluetooth most frequently.
Bluetooth consumes less power however the range and bandwidth is limited
compared to WiFi. Since Smartwatches and Activity trackers are designed to
communicate to a smartphone or tablet, they are usually close enough to utilize
Bluetooth connection. In our testbed we have used Ubertooth [20] to capture
Bluetooth communication packets. Project Ubertooth is an open source wireless
development platform suitable for Bluetooth experimentation. Ubertooth ships
with a capable BLE (Bluetooth Smart) sniffer and can also sniff data from
Basic Rate (BR) Bluetooth Classic connections. Ubertooth is a custom board
connected to a laptop. It monitors close-by Bluetooth channels and captured
packets are sent to the laptop over USB port. We used Wireshark and Kismet
to dissect captured packets.

Controlling mobile apps are installed on an Android smartphone and an
Android Tablet as seen in Fig. 1. These devices are connected to a different
WiFi device, depicted as AccessPoint-II in our testbed, since we wanted the
communication between MobileApps and IoT devices to be forced into Layer-
3. If controlling mobile apps and IoT devices were all connected to the same
access-point, they utilize Layer-2 to communicate locally, thus packets can not
be captured.

Our testbed involved 5 groups of IoT devices; HDMI sticks, IP cameras,
Drones, Activity-Trackers and Smart-Watches. Among these devices first 3 uti-
lized WiFi and the last 2 communicated over Bluetooth. We have used Google’s
Chromecast, Amazon’s FireTVStick and Roku’s Streaming Stick in the HDMI
sticks category. IP cameras installed in the test-bed included NetCam by Belkin
and Dropcam by Nest. 3D Robotics’ IRIS+ drone was integrated in the test-bed.
We have examined DJI’s Phantom drone and made sure testbed could capture
it’s communications too. As Activity-Trackers, Jawbone and Fitbit devices were
used. Android based Smartwatch from Samsung is utilized in our Testbed as
seen in Fig. 1. Readers are referred to [21] for details of the testbed. An earlier
version of the testbed is used in [5] and [6] to investigate security and privacy
issues of Chromecast HDMI stick.

4.2 Topics Investigated

Second component of the framework is a set of topics on security and privacy
issues that can be investigated using the testbed. Each topic is investigated using
a set of experiments to find information on the issues investigated. We next list
the major topics in our framework and briefly explain them.

1. Vulnerability and Nmap Scans: Vulnerability scanners such as OpenVAS,
Nessus and Nexpose are designed to assess computers, networks and appli-
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cations for weaknesses. However, They are not designed for IoT devices and
have limited support. Nmap scan discovers the device and reveals the open
ports, accepted protocols, fingerprints the OS and the kernel.

2. Firmware Update: IoT devices are relatively new and firmware update is
a way of adding features to these devices. However, some IoT devices
may sit on store shelves for months before they are sold and used. IoT
devices should update the firmware before first use and update periodi-
cally to add features and fix security and performance issues. If network
communication is not secure, IoT devices download the firmware over clear-
text without any encryption and authentication. This can lead to various
types of attacks including installation of malicious firmware and unrequested
firmware upgrades.

3. Protocol Security: Network Time Protocol (NTP), DIAL, STUN and mDNS
are some of the protocols used by IoT devices. NTP is a networking pro-
tocol for clock synchronization between computers. IoT devices use NTP
protocol as well. Older versions of NTP protocol are vulnerable and should
be avoided. Some IoT devices including HDMI sticks connect to the cloud
and use specific protocols such as STUN and DIAL. There is limited work
on the security of these protocols.

4. Password Security: Some IoT devices use passwords for authenticating the
user. Many IoT devices allow the user to choose weak passwords. Most
IoT devices don’t have a mechanism to prevent brute-force password guess-
ing and are vulnerable. Passwords should also be periodically updated and
captchas should be used to prevent automated attacks on IoT devices.

5. Attack Resilience: IoT devices are vulnerable against various type of attacks
including Man-in-the-middle (Mitm) and DoS attacks. Mitm attacks can
lead to major security and privacy issues. Potential DoS attacks range from
SYN flood attacks to more advanced attacks. DoS resilience of IoT devices
should be investigated since they have limited resources and are vulnerable
to these attacks.

6. Mobile App Security: Almost every IoT device comes with a mobile app
installed on a smartphone. Vulnerabilities in these mobile apps can lead to
problems on the IoT devices. For example, data read from an activity tracker
can be modified on the phone before being submitted to the cloud. Falsified
activity data can be inserted using the smartphone app. Thus, mobile apps
should be tested for potential vulnerabilities.

7. Cloud Security: State-of-the-art IoT devices are cloud based, and are in
constant communication with the cloud. Typically, there is a server running
in the cloud that controls/orchestrates the device, and we the security of
services running on the cloud should be investigated. For example, web
interface on the cloud can lead to potential attacks on the server.

8. Network Traffic Analysis: Many IoT devices are in constant communication
with the cloud even if they are not actively used. Monitoring of idle network
traffic and connections kept-alive reveal a lot about the IoT devices. DNS
queries during idle varies by the device and the query pattern and the servers
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queried reveals the existence of a device behind a network since many IoT
devices query hard-coded DNS servers regularly.

9. Privacy: Privacy is a major issue for IoT devices since a lot of sensitive data
is collected by the IoT devices. For example, activity trackers keep track
of when you are active, your location and when you sleep. What is sent to
the servers needs to be investigated along with the privacy policy of the
device. Some IoT devices may share the data with third parties to used for
marketing purposes. Information sent to the servers should be encrypted
and authenticated.

10. Proper use of Security Protocols: Cipher suites is are combinations of authen-
tication, encryption, message authentication code (MAC) and key exchange
algorithms used to negotiate the security settings for a network connection
using the Transport Layer Security (TLS)/Secure Sockets Layer (SSL) net-
work protocol. Latest version of SSL/TLS should be used for security. Since
IoT devices have limited hardware resources they may prefer weaker cipher
suites. Weaker cipher suites should be avoided. Certificate and Key strength
used by the IoT devices should be high.

11. Device Specific Topics: There are device specific issues unique to a group
of IoT devices such as IP cameras, HDMI sticks or activity trackers. For
example, reconstruction of images sent by an IP camera may be possible if
proper security measures are not deployed. When data is cast from a tablet
to an HDMI stick, data and the link should be secured properly. Activity
tracker data stored on a smartphone should be secured properly.

4.3 Experiments on Topics Investigated

Third component of the framework is a set of experiments on each topic that is
investigated. This set of experiments collects the data that is used to creation
of the final report.

We mostly use open source software for the experiments due to the advan-
tages they offer. Software used for experiments include Wiresark in Desktop and
Laptop, Kismet in Laptop, Kali Linux in Attacker box, Open-Wrt on the wireless
access points.

– Wireshark: is used to capture and dissect the network packets that are cap-
tured.

– Kismet: is used to capture and dissect wireless and bluetooth packets.
– Open-WRT: installed on wireless access points. We used the iptables’s TEE

module to send a copy of the packets
– Kali Linux: utilized in the attacker machine. It comes with vast amount of

pentesting tools.
– OpenVAS, Nessus, Nexpose: are used as vulnerability scanners.
– binwalk: is used to analyze and investigate the firmware of IoT devices.
– Scapy: is used to manipulate packets to test attack resilience of IoT devices.

We next briefly discuss the major experiments for each topic.



72 A. Tekeoglu and A.Ş. Tosun

1. Vulnerability and Nmap Scans: OpenVAS (Open Vulnerability Assessment
System) [22] is an open source vulnerability scanner that is updated daily
from several security advisories. We run the most rigorous test against IoT
devices to scan them for known vulnerabilities. OpenVAS rates vulnerabili-
ties on a scale of 1 (low) to 10 (high). We do an Nmap scan on IoT devices
to find open ports and find accepted protocols.

2. Firmware Update: We first check if the IoT device updates the firmware
when it is first set up. This is necessary since they may be sitting on store
shelves for months and new firmware may be released during that time. We
check if the IoT device has a regular firmware update mechanism built in. If
there is one, we check if the firmware update is authenticated and whether
it is sent in cleartext. If firmware is sent in cleartext, binwalk software can
be used to identify the file headers that exist in the firmware file. It may
also possible to decompile the firmware, update it and stitch it together to
form a malicious firmware if cleartext transmission and no authentication is
used.

3. Protocol Security: Older versions of protocols typically have bugs and vul-
nerabilities that are fixed in later versions. For this topic, we check the ver-
sion of NTP protocol used, version of Dial protocol used, version of mDNS
protocol used and version of STUN protocol used.

4. Password Security: Some IoT devices require passwords for authenticating
the user. We check the length and strength of the password required by
IoT device, We check if they have any schemes to prevent automated brute-
force password cracking attacks, we also check if they require the user to
change any default passwords that are used to access the device when it
is first set up. We investigate if there is a password reset/recovery scheme
implemented.

5. Attack Resilience: We perform various types of Denial-of-service attacks on
the IoT devices and examine how they respond to the attacks. We expect
increased response time but no system crashes. We also perform Man-in-
the-middle attacks and investigate the results.

6. Mobile App Security: We investigate whether the mobile app uses proper
authentication and encryption for the connections between the IoT and the
mobile device and the mobile device and the cloud. We also use decompiling
tools to reverse engineer the mobile app to modify it.

7. Cloud Security: We investigate the security of the web interface at the cloud
server against OWASP top 10 most critical web application security risks.
We use tools such as sqlmap for sql injection attack vulnerabilities at the
server since servers run some form of database.

8. Network Traffic Analysis: We investigate the network traffic during normal
operation and during idle. We examine servers connected, connections, DNS
queries and NTP servers connected. Many IoT devices have a connection
open to the server all the time and generate traffic even during idle.

9. Privacy: We investigate the privacy policy of the IoT device. If no encryption
is used, we capture and analyze the data sent to the cloud. We investigate
whether the data stored on a mobile device is properly secured. We also
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check if the data is sent to other sites from the mobile or IoT for data
analytics purposes.

10. Proper use of Security Protocols: We first check if SSL/TLS is used to
secure communication. If SSL/TLS is used, we check if the latest version is
used and examine the cipher suites that the IoT devices uses and compare
them against Cipher Suite Black List [23]. We also check certificate and key
strength used by the protocols.

11. Device Specific Topics: For IP cameras, we check if the transmitted images
can be reconstructed if no encryption mechanism is used. For HDMI stick,
we investigate whether casting process from a tablet or a mobile to the
HDMI stick is secured properly. For activity trackers, we check if the data
stored on a smartphone is secured properly.

4.4 Report

Report has a brief description of the IoT device being investigated and results of
the security and privacy experiments conducted on the device. Report is orga-
nized by topics and lists potential problems with the device as well as mitigation
schemes. For example, for Roku streaming stick, Vulnerability and Nmap scans
topic lists one vulnerability with 2.6 (low severity) on TCP timestamp imple-
mentation. For chromecast HDMI stick, NTP experiment lists version 3 being
used where latest stable release is 4.2.8 at ntp.org official site. This report can
be evaluated by the IoT design staff to improve the security and privacy of the
IoT device.

5 Results and Findings

In our experiments, we installed Chromecast, FireTV, Roku, Dropcam and Net-
Cam Android applications on our Nexus-7, Android 4.4.4 tablet. The Chrome
browser running on desktop computer has GoogleCast plug-in version 14.805.0.6
for TabCasting experiments. IoT devices automatically check for updates every
time they boot up. We have found several interesting points that might be either
improved or extended for better privacy of these devices. Following are exper-
iments that have been done on the test-bed to examine the network packets
exchanged under different scenarios.

5.1 Vulnerability and Nmap Scans

OpenVAS (Open Vulnerability Assessment System) [22] is an open source vul-
nerability scanner that is updated daily from several security advisories. We run
the most rigorous test against Chromecast, Roku and FireTVstick to scan them
for known vulnerabilities.

OpenVAS scan against Roku revealed one vulnerability with 2.6 (Low Sever-
ity). This vulnerability was about TCP Timestamps being implemented in Roku
networking stack, therefore allowing to compute the uptime by a remote attacker.

www.ntp.org/
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Scan also listed a service running at TCP port 8060 as a web server. Besides,
the HTTP server’s type and version running on port 8060 was discovered as
UPnP/1.0 MiniUPnPd/1.4.

Chromecast is scanned with the same rigorous vulnerability scan test and
listed 3 different vulnerabilities with 5.0 (Medium), 4.3 (Medium) and 2.6 (Low)
severity levels. First and most important vulnerability, Infinite HTTP Request
on TCP port 8008, was found which makes it possible to kill the web server by
sending an invalid Infinite HTTP Request that never ends. An attacker might
exploit this vulnerability to make the web server on port 8008 crash continu-
ally by consuming all available memory or even execute arbitrary code on the
system. Even though OpenVAS found this serious vulnerability, it noted that it
was unable to crash the web server running on Chromecast’s port 8008. Second
vulnerability discovered with 4.3 (medium) severity level was about the presence
of 6 weak SSL Ciphers presented by the web server running on port 8009. The
last and least severe vulnerability was the implementation of TCP Timestamps
which would reveal uptime.

The same vulnerability scan test on FireTVstick returned more serious prob-
lems. The first vulnerability listed had the top severity score of 10 (High). The
server running on FireTVstick’s TCP port 49986 found to be vulnerable against
Format String Attack on URI. This means an attacker might use this flaw to
crash the server or execute arbitrary code. Second vulnerability listed was also
about the server running on the same port, and had a high severity level of
7.5. This problem was called CERN httpd CGI name heap overflow vulnera-
bility. Abusing this flaw, an attacker possibly disrupt, kill or run malicious code
on the server. Third listed vulnerability with severity level 5.0 (Medium) was
the Infinite HTTP Request flaw, which is same as the Chromecast’s problem
mentioned above. The last vulnerability had severity level 4.3 (medium) and was
about Cross Site Scripting.

We also did several different Nmap scans on the 3 HDMI sticks. Nmap TCP
SYN scan listed 2 open ports in Chromecast; 8008 and 8009. Port 8008 is listening
for http connections and port 8009 is listed as “ajp13” (Apache JServ Protocol
version 1.3) service. Nmap TCP SYN scan on Roku listed the TCP port 8060
as open a “http-proxy” service waiting for connections. Same Nmap scan on
FireTVstick listed TCP port 8008 as open with a “http” service listening for
incoming connections.

IP cameras; NetCam and Dropcam are scanned with OpenVAS. Several prob-
lems with NetCam such as open ports, default/weak credentials were found. The
most severe vulnerability found by the scanners was the “HTTP Brute Force
Logins with Default Credentials”. Scanners found out that the HTTP server
running on the TCP port 80 was using default login credentials admin:admin.
The next less severe vulnerability listed by the scanners was “TCP Timestamps:
RFC1323 is implemented” which means an attacker can compute the uptime
leading to other attacks. The remaining vulnerabilities such as were listed as
having 0 severity.
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DropCam did not reveal any serious vulnerabilities. It had the same 0 severity
vulnerabilities as NetCam.

5.2 Firmware Update

New functionality is frequently pushed to IoT devices via firmware updates.
We examined the long network traces and looked for clear-text firmware
updates. Roku Streaming stick found to have this security issue. During the
first time setup of Roku Streaming Stick, it connects to a remote host at
“firmware.roku.com” and queries the latest firmware that is available to down-
load. After getting the DNS response for “firmware.roku.com”, Roku sends a
HTTP HEAD request which actually asks the firmware server about the details
of the latest firmware such as build date, file size etc. In case Roku decides that
its current firmware is out of date, it sends a HTTP GET request and downloads
the firmware.

We have extracted the firmware bytes from the Wireshark capture, and run
the “binwalk” tool against the extracted binary. Binwalk was able to collect
some interesting information about the firmware running on Roku. Such as the
firmware containing a Linux OS kernel, the CPU architecture firmware compiled
for is ARM, it is compressed with gzip format and the name of the kernel image
in the firmware was “linux-2.6.35.14-grsec2.2.2”, also the compile time for the
image was “last modified: Wed Sep 24 12:38:44 2014”.

We have seen that Chromecast has updated itself several times during our
experiments, however in the network captures there were not any evidence that
the updated binary was downloaded in clear-text as Roku did. Thus, we believe
that it is downloaded from one of the servers in *.google.com that Chromecast
communicates over TLSv1.2. Similary for the FireTVstick, there were not any
clear-text binary download, which implies that the updates were downloaded
over SSL/TLS channels.

5.3 Protocol Security

In [24], authors discuss the security issues of NTP protocol. As a solution to
address the security problems in NTP protocol, authors proposed a new security
model named Autokey which is implemented in NTP version 4.

Chromecast uses NTP protocol right after it is rebooted in order to get the
current time through a NTP server. However, there are some known vulnerabili-
ties in this protocol, specifically the version that is used by Chromecast and time
servers it is connecting to. The most current stable version of NTP is listed as
4.2.8 at ntp.org official website [25]. Chromecast uses NTPv3 which was released
in 1999 that has long been deprecated. Even though Chromecast uses an inse-
cure version of NTP, this connections are infrequent. Figure 4a shows that NTP
servers are connected only 5 times over a 65 h of idle period.

Amazon FireTVstick is also utilizing remote NTP servers for time synchro-
nization during reboot and initialization. Similar to Chromecast, it is using NTP
client version 3. Only difference from Chromecast is that, FireTVstick queries

http://firmware.roku.com/
http://firmware.roku.com/
www.ntp.org/
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either 2.android.pool.ntp.org or ntp-g7g.amazon.com from the DNS server before
connecting to update its internal clock.

Roku Streaming Stick take network time synchronization more seriously and
did not rely on public NTP servers nor NTP protocol. Roku streaming stick
DNS queries ntp.rokutime.com server and connects to it over encrypted TLSv1
stream to update its internal time.

Chromecast uses the STUN protocol, however, instead of using registered
UDP port number 3478 for this protocol, Chromecast communicates over port
19302 with Google STUN server which is for Google Talk Voice and Video
connections.

5.4 Password Security

Some IoT devices use passwords for authenticating the user. Many IoT devices
allow the user to choose weak passwords. The strength of the password required
is analyzed. Most IoT devices don’t lock users after a number of failed login
attempts, leading to brute-force attacks. dropcam.com/login requires passwords
with at least 8 characters, upper and lower-case letter, numbers and symbols.
netcam.belkin.com checks for weak passwords but does not enforce it. User can
even have 123456 as a password. FireTV stick comes with Amazon account of
the owner already set-up, thus it uses Amazon username and password. Amazon
requires 6 characters minimum as a password. Chromecast and Roku mobile
apps do not require login to use the device. Once the app is launched, it finds
the local IoT sticks. However there is no authentication implemented.

5.5 Attack Resilience

NetCam IP camera and Belkin cloud server keeps a TCP connection alive always
with regular [PSH-ACK] packet exchange. We wanted to attack this connection
to trick the cloud that NetCam is going offline. By using a Python library for
crafting & sending custom network packets called Scapy [26], we put together
[RST] and [FIN] packets and send them to both NetCam and cloud server
that’s at the other end of the connection. This attack, renders the NetCam
as unavailable in the list of cameras when a user logs into his/her account at
netcam.belkin.com. Since keep-alive [PSH, ACK] packets are exchanged in a reg-
ular interval, if an attacker can synchronize sending crafted connection RST and
FIN packets right after the keep-alive packets, a NetCam owner would see his
NetCam as offline all the time.

5.6 Network Traffic Analysis

Chromecast maintains a couple of connections to Google servers when it is con-
nected to the home wireless network, but not streaming video. One connection
is for retrieving the images that are displayed on screen as a wallpaper. For this
purpose, Chromecast connects to a Google server every 60 s to download the
next image.

http://2.android.pool.ntp.org/
http://ntp-g7g.amazon.com/
http://ntp.rokutime.com/
https://www.dropcam.com/login
https://netcam.belkin.com/
https://netcam.belkin.com/


An Experimental Framework for Investigating Security 77

 0

 50000

 100000

 150000

 200000

 250000

 300000

0-60
60-120

120-180

180-240

240-300

300-360

360-420

420-480

480-540

540-600

600-660

660-720

720-780

780-840

840-900

900-960

960-1020

1020-1080

1080-1140

1140-1200

T
ot

al
 S

iz
e 

(B
yt

es
)

Time Range (Seconds)

Time vs. PacketSize (Incoming to Chromecast)

TotalIncomingBytes

Fig. 2. Bar graph of incoming packets to chromecast at idle

These images are retrieved from several different Google servers. Chrome-
cast queries the Google’s DNS server at 8.8.8.8, which in turn responds with
couple of different IP addresses of Google content servers that Chromecast can
connect and download a new image to display as wallpaper. Chromecast opens
a connection to the first address in the DNS response. After a successful TCP-
Handshake they set-up a TLS v1.2 connection, with Chromecast offering Cipher
Suites for authentication-bulk encryption-decryption-Hashing and signature. In
case Chromecast would keep downloading the image from the IP address, it
keeps the connection alive with a TCP Keep-Alive packet, which is sent 45 s
after wallpaper image is downloaded from the server. 15 s after the TCP Keep-
Alive, another image is requested from the same server or DNS is queried again to
get another IP to keep downloading wallpaper images.

The bar-graph in Fig. 2 shows us the total amount of data incoming to
Chromecast device per minute. This corresponds to the wallpaper images that
are displayed on screen when the Chromecast is not used actively by another
local remote control device. Although the packets are encrypted with TLS v1.2,
someone listening the traffic from outside can differentiate which image is dis-
played on the screen from the total size of incoming packets every 60 s.

Data from a 3 days of network trace plotted in Fig. 3a shows that Chromecast,
when running in idle, is connecting to many different IP addresses. Even though
its connecting to 11 different domains as shown in Fig. 4a, every once in a while
IP address corresponding to the same domain name changes for load balancing
& availability reasons. This could be mistaken as a malware leaking information
from internal network over-time.

Figure 4b, shows us the number of queries per domain name sent by Chrome-
cast to DNS server during a streaming session of 2 h from YouTube. When Fig. 4a
and b are compared, YouTube streaming session of only 2 h establishes connec-
tions to more domains as opposed to days of idle streaming.

To examine the total number of different IP address that Chromecast con-
nects during the same 2 h YouTube streaming experiment; Fig. 3b is plotted.
Chromecast connects to several Google content servers on different IPs for image
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Fig. 3. Chromecast connecting to different IPs

download on idle as seen in Fig. 3a and for downloading different parts of stripped
video as depicted in Fig. 3b while streaming from YouTube.
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Fig. 4. Chromecast DNS queries

Chromecast always uses the Google DNS Server, 8.8.8.8. As show in
Fig. 4a the requests at idle are for the following Address Mapping Records(A).
For random wallpaper image download at idle, first Chromecast queries
the Google DNS server for an Address Mapping Record(A) with the name
lh3.googleusercontent.com, lh4.googleusercontent.com, lh5.googleusercontent.
com or lh6.googleusercontent.com. Then, DNS server replies with cou-
ple of IP addresses which maps to the cannonical name (CNAME)
googlehosted.l.googleusercontent.com. Also, Address Mapping Records(A) for
clients3.google.com and clients4.google.com are queried from DNS server and
it replies with usually 17 IP records for canonical name clients.l.google.com.
Another DNS query Chromecast sends, asks for the IP address of
tools.google.com, which the DNS server replies with 17 IP addresses mapped
to the Canonical Name Record (CNAME) of tools.l.google.com. However, this

http://lh3.googleusercontent.com/
http://lh4.googleusercontent.com/
http://lh5.googleusercontent.com/
http://lh5.googleusercontent.com/
http://lh6.googleusercontent.com
http://googlehosted.l.googleusercontent.com/
http://clients3.google.com/
http://clients4.google.com/
http://clients.l.google.com/
http://tools.google.com/
http://tools.l.google.com/
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query is not common, in our experiments it was queried once in every 3–4 h.
Chromecast also queries the DNS server for pool.ntp.org address, however it
was not frequent.

Roku has the minimal network traffic during idle. It has three character-
istic communication patterns; 3 SSDP NOTIFY packets over UDP port 1900
every 20 min advertising its location in the network, ICMP Ping Requests every
5 s to local network gateway with a payload of 184 bytes consisting of English
alphabet (minus last 3 characters) repeating 8 times and DNS querying the
“giga.logs.roku.com” followed by a TLSv1 connection which uploads encrypted
data end terminates the connection. There were also other infrequent DNS
queries and connections to netflix domains.

Amazon FireTVstick also sends regular SSDP NOTIFY packets to the local
network to advertise itself just like Roku and Chromecast. FiretTVstick, how-
ever, provides more information in the SSDP NOTIFY packet sequence. It sends
12 packets at a time compared to Roku’s 3. Also, it sends the 12 packet every
15 min compared to 20 min in Roku. FireTV stick connects to many servers
in amazon.com domain and also utilizes mDNS for advertising itself besides
DIAL/SSDP packets similar to Chromecast, while Roku does not utilize mDNS.

5.7 Proper Use of Security Protocols

According to SSL/TLS protocol, after TCP handshake, client and server
exchange Client Hello and Server Hello messages. A Client Hello mes-
sage contains a list of Cipher Suites that client supports. Server responds with
a Server Hello message in which it chooses one of the Cipher Suites from the
client supported cipher suites list [27].

Chromecast always uses TLSv1.2 for communicating with TLS capable
servers. Chromecast’s Client Hello messages include 34 bytes of TLS Exten-
sion with an Extension Type (0 × 0010) that Wireshark listed as “Unknown”.
This extension tells the server that Chromecast supports “spdy/2, spdy/3,
spdy/3.1 and http/1.1” over SSL encryption and it’s unique to Chromecast.

We found that Chromecast offers two different cipher suite lists in its Client
Hello messages. Lists either consisted of 18 or 62 cipher suites. About 99% of
the Client Hello messages consisted of 18 cipher suites, where the tiny 1%
offered 62 different cipher suites.

Out of the list of Cipher Suites supported by Chromecast, TLS ECDHE ECDSA

WITH AES 128 GCM SHA256 was the most chosen by Google’s Servers which was also
listed as the first cipher suite in the Chromecast’s list, 99.29% of the
time. TLS ECDHE RSA WITH AES 128 GCM SHA256 and TLS ECDHE RSA WITH AES 256 GCM SHA384 were also
chosen.

Amazon’s FireTVstick always utilizes SSL with TLSv1.0 when communi-
cating sensitive information with remote servers over the internet, compared to
Chromecast’s TLSv1.2. We captured the first 66 h of traffic when the FireTVstick
was initially set up. Not all the Client Hello messages sent by FireTVstick has
a “TLS Server Name” extension, only 71% had during the experiments.

http://pool.ntp.org/
http://giga.logs.roku.com
https://www.amazon.com/
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FireTVstick Client Hello messages, offer one of 3 different lists to the
servers during TLS handshake. This lists either have 35, 13 or 3 cipher suites.
The list containing 35 cipher suites is used in 83% of the Client Hello messages
during the initial 66 h experiment. Each of the other two lists are used about
8% of the time. The most popular cipher suite both FireTVstick and Amazon
servers agrees upon 71% of the time was TLS RSA WITH RC4 128 MD5. Which is one of
the top cipher suites in the HTTP version 2, Cipher Suite Black List [23].

Roku Streaming stick utilize SSL mainly with TLSv1.0 (67%) and also with
TLSv1.2 for specific domain servers (33% of all Client Hellos). We captured
the 64 h initial setup followed by idle traffic of Roku. TLSv1.2 is used for *.net-
flix.com domains, and TLSv1.0 used for the rest. In this experiment 75% of the
Client Hello messages had “TLS Server Name” extension.

Roku Client Hello messages offered Cipher Suite lists of length either
46(%33), 19(41%) or 3(25%). Cipher Suite of length 46 is used with *.net-
flix.com domain servers with TLSv1.2. Cipher suite list with only 2 cipher
suites was used when TLSv1.0 handshaking with *.roku.com servers. List of 19
Cipher Suites is used during TLSv1.0 communication with “giga.logs.roku.com”,
*.mgo.com and *.mgo-images.com domain servers. Out of the Cipher Suites pro-
posed by Roku Streaming Stick, the most chosen ones by the remote servers were
TLS DHE RSA WITH AES 128 CBC SHA (32%) followed by TLS DHE RSA WITH AES 256 CBC SHA (28%),
both of which are in the Cipher Suite Black List for HTTP/2 [23].

NetCam experiment that take 20 h of mixed idle and live stream-
ing traffic showed that only ssl/tls traffic was between www.seedonk.com
at TCP port 443. NetCam supports 46 different Cipher Suites; where
TLS ECDHE RSA WITH AES 256 CBC SHA is the first one in the list. Second cipher in the list
is; TLS ECDHE ECDSA WITH AES 256 CBC SHA and TLS DHE RSA WITH AES 256 CBC SHA is the third one.
From the list the 3rd one is chosen by the www.seedonk.com server at the other
end of the TLSv1.0 connection. There are also 25 different elliptic curves sup-
ported by NetCam. All the cipher suites used are in “TLS 1.2 Cipher Suite Black
List” for HTTP/2 [23].

5.8 Device Specific Issues

– Tablet Casting YouTube to Chromecast: YouTube app in Android tablet has a
cast to Chromecast button enabled. Once tapped, the tablet would stop show-
ing the video in the small screen and start streaming the YouTube video to
the Chromecast attached larger screen. Tablet device becomes a remote con-
trol. In this setting the control packets such as play, stop, pause etc. are sent
through clear-text over HTTP from tablet to YouTube servers. This would
pose a security threat and provide feasibility for man-in-the-middle attacks
and replay-attacks. The video control packets are sent from the mobile remote
device to YouTube servers and video is streamed directly to the Chromecast.
When looked closer to the control packets; they use HTTP POST, HTTP
GET methods to control the video played on Chromecast attached screen.
Several information that could be extracted from these packets that are going
unencrypted such as; the google account username (if logged in to YouTube),

http://giga.logs.roku.com
www.seedonk.com
www.seedonk.com
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which video is being watched at what time of the day, what kind of Operat-
ing System and which version is installed on the remote device (Android
4.2.2, iOS etc.), brand and model of remote device used (brand = Asus,
model = Nexus) etc. Even if listened passively from outside home-network
without any attacks, this information could be seen as a leak of privacy.

– NetCam: Reconstructing unencrypted MJPEG stream: We discovered that
NetCam does not encrypt streams it sends to the cloud and we tried to recon-
struct the streams. Our first attempt using Xplico [28] tool was unsuccessful.
Since JPEG images are always sent in multiple TCP packets due to the size
of a JPEG file, we looked for packets carrying the maximum amount of data
in the TCP data payload section. Maximum Transmission Unit (MTU) for
today’s networks is 1500 bytes, thus we expected to find binary JPEG image
data in TCP packets with sizes closer to MTU. Using a Wireshark Display
Filter, we obtained the big enough packets (frame.len≥ 1000) that has the
source IP of NetCam that are not ssl or telnet packets.
These filter left us with packets that are destined to a specific IP address,
which was in 64.62.206.0/24 range, at specific TCP port 4103. This is the same
machine that NetCam have been keeping the connection alive at all times by
periodic TCP [PSH, ACK] packet exchange through TCP port 4104. TCP
4103 port is registered as Braille Protocol (brlp-2) by IANA in the User Ports
Range [29]. Several known port assignments databases [30], list the TCP 4103
port as used by NVR/CCTV/DVR software. This might possibly imply that
our NetCam is sending the images (JPEG) and video (M-JPEG) to a Net-
work Video Recorder software that is running on the cloud servers. We used
that searches for the TCP packets that carry a payload containing special
JPEG marker bytes; also known as JPEG Magic Numbers [31]. JPEG data is
stored as a stream of blocks, and each block is identified by a marker value.
For example, every JPEG file has a special format which includes a header
file that has some markers for denoting the start of image, end of image, start
of binary image data etc. . . The most important JPEG markers to recover the
hidden images in the packets of the TCP flow were the JPEG Start Of Image
(SOI) marker, FF D8 FF and End Of Image (EOI) marker, FF D9 .
We wrote a Python script that first goes over the pcap trace, using a library
named dpkt [32], to extract and append to a binary file. Script only extracts
the TCP payload of a packet if it contains the local IP of NetCam as Source
IP, 4103 as a Destination Port and if the TCP payload length is greater than
0. Then the second part of the script reads the extracted binary data 1 byte
at a time to check for JPEG SOI marker bytes. Once marker is found, it
appends the upcoming bytes to a separate JPEG file until the JPEG EOI
marker is encountered and at that time current JPEG file is constructed.
In our 20 h live and idle trace, this script reconstructed 253 JPEG images.
The reason Xplico tool couldn’t reconstruct the images is because the JPEG
images were always preceded by 32 bytes that carry some encoded information
about the connection including the NetCam’s owner’s username. By hiding
the JPEG SOI marker behind some random or implicit data bytes, NetCam
might have expected to secure the image stream however security by obscurity
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is no security at all. Since these images are reconstructed from the data going
to a remote server, anyone in between sniffing the packets would be able to
reconstruct them.

6 Conclusion

With the rapid increase in number of IoT devices, security and privacy of these
devices needs to be addressed. In this paper, we propose a framework to evaluate
the security and privacy issues of IoT devices. The framework is extensible and
can be used for other types of IoT devices as they are released. The framework
consists of a testbed to facilitate experiments, a set of topics investigated, a set of
experiments for each topic investigated and a report to describe the findings. We
applied the framework to IoT devices including HDMI sticks and IP Cameras.
There are various security and privacy issues in these devices ranging from simple
issues such as passwords to more complex issues such as insecure mobile app
and web interface. Communication is not secured in some devices leading to
many security and privacy issues. Proposed framework can easily be applied to
other IoT devices just connecting them to the access point and executing the
experiments. Our work indicates that more work needs to be done on security
and privacy of IoT devices to convince the public to use them without hesitation.
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Abstract. Security represents a vital element for sanctioning the widespread
adoption of Internet of Things technologies and applications. While not guar-
antees in terms of system-level confidentiality, credibility and privacy the rel-
evant stakeholders are unlikely to adopt Internet of Things solutions on an
oversized scale. In early-stage Internet of Things deployments (e.g., supported
RFIDs only), security solutions have principally been devised in an advert hoc
approach. This comes from the very fact that such deployments were sometimes
vertically integrated, with all elements beneath the management of one body
entity during this work we have a tendency to propose a brand new dynamic
cipher to access quite one device at the same time during a network employing a
single controller by creating use of Dynamic variable cipher security certificate
protocol. This protocol uses key matrices thought during this protocol we have a
tendency to create use of key matrices and store same key matrix the least bit the
human action nodes. So once plain text is encrypted to cipher text at the causing
facet, the sender transmits the cipher text while not the key that’s to be won’t to
decode the message. To access more than one device simultaneously in a net-
work using a single controller by making use of Dynamic variable cipher
security certificate protocol.

Keywords: Internet of things � Security � Encryption � Dynamic cipher

1 Security in IoT

As with the advancement of IoT, the application of IoT/M2 M is affecting our daily
lives. So it is very important to ensure the security of the IoT/M2 M system. As IP
addresses are being used in order to develop IoT/M2 M systems, the system has
become the target of various intruders and attacks. With time these attacks will grow
complex and more sophisticated and it is necessary to stop such attacks by incorpo-
rating various security measures in the IoT/M2 M system. Also there are large number
of endpoints in the IoT system, so the intruder can enter through any of the end-point in
the system, thus making it more complex to establish security in the system. The
potential attack can span from just minor stalking to damage to infrastructure or loss of
life.

As seen, the threats to the IoT system may be similar to that of the conventional
system but the damage that can be done is significantly different. That is why there are
many efforts to analyze the threats and risks.
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One of the fundamental elements in securing an IoT infrastructure is around device
identity and mechanisms to authenticate it. Many IOT devices may not have the
required compute power, memory or storage to support the current authentication
protocols. Today’s strong encryption and authentication schemes are based on cryp-
tographic suites such as Advanced Encryption Suite (AES) for confidential data
transport, Rivest-Shamir-Adleman (RSA) for digital signatures and key transport and
Diffie-Hellman (DH) for key negotiations and management. While the protocols are
robust, they require high compute platform and a resource that may not exist in all
IoT-attached devices. Authentication and authorization need to be done in an appro-
priate way in order to make our new IoT world threat free.

The authentication and authorization protocols need human intervention which is
not possible in some cases due to limited access to IoT devices. Therefore these devices
need initial configuration to be done to protect from tampering, thefts and any other
form of attack throughout its life.

In order to overcome these issues new authentication and authorization need to be
built using the experience of today’s strong encryption algorithms.

2 Related Work

Most of the security for IoT depends on encryption. As new work process come up for
sensors and elements connected to internet, devices might outlive the effectiveness of
encryption method. The communication and data transport channels should also be
secured to allow devices to send and receive data with no effect from outside. Various
Algorithms and methods have been developed by researchers to provide security in IoT
domain including.

(Skarmeta 2014) proposed a paper that provides various challenges that are present
in this field and also provides description of some challenges that need to be overcome
in coming years for full acceptance of IoT by the society. The paper also proposes a
capability-based access control mechanism which is built on public key cryptography
in order to eradicate or overcome these challenges. Its solution is based on token used
to access the constrained application protocol (CoAP). It also uses an optimized
implementation of Elliptical curve Digital Signature Algorithm (ECDSA) inside the
smart entities.

(Xingmei 2013) proposed a paper that introduces various aspects like basic char-
acteristics, network architecture, key technologies and Security problems of internet of
things. The basic characteristics include overall perception, reliable transmission and
intelligent processing. The network architecture is divided into layers via- sensing
layer, transport layer and application layer. The Key technologies comprise of radio
frequency identification (RFID), Sensor technology and network and embedded system
technology. The paper also describes some method to provide security in internet of
things.

(Lee et al. 2015) have published a paper on securing internet of things network. As
we know that using the present internet, data owners can provide integrity and
authentication when data is getting generated. But confidentiality is not implemented
by the owners as it is implemented by the symmetric keys between ends. But in internet
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of things confidentiality cannot be implemented suitably using this method as there are
many consumers. Also consumers differ in their ability to use only a specific a part of
the cipher text as the nodes don’t know about the context. In this paper they have
shown work as how confidentiality can be done in IoT. They have proposed a way in
which producer encrypts the data along with context. They have improved key policy
attribute based encryption and cipher text policy attribute based encryption to allow
consumers to decrypt data according to context.

(Lee et al. 2015) proposed an authentication scheme based on elliptical curve
cryptosystem and opened in the internet of things. In internet of things secure com-
munication should be designed between one node and the other. In this paper they have
focussed on an efficient secure key establishment based on ECC. This proposed method
can prevent attacks like eavesdropping, man in the middle, replay attacks.

(Leusse et al.) proposed a paper on internet of things. In this paper it has stated as in
internet of things large number of items can be addressed through internet and thus
various attacks can be done. Therefore, it has led to the conclusion that current internet
cannot be used as the platform to IoT. In this paper the authors has also stated various
requirements for resources that will make them to be used in IoT environment. Also the
authors have proposed an architectural model of self managed security cell.

(Peretti et al. 2015) proposed a paper entitles “An end to end security framework
for internet of things”. The paper describes a framework called as BlinkToSCoAP. The
name due to the integration of three lightweight technologies of DTLS, CoAP and
6LoWPAN over tinyOS.

(Hochleitner et al. 2012) proposes a paper in which they have given a method of
making the end points trustworthy. One of the important end point of internet of thing
environment are mobile phones. These end points help users to interact with their
appliances known as “things” in IoT. This paper presents an approach that provides
users with the underlying security information on mobile systems and helps them to
establish trust in internet of things.

(Radomirovic et al. 2008) proposed a paper in which they provide a security model
which allows to ponder about security and privacy of communication protocols in the
internet of things. The model they provided is designed on few assumptions and on
various observations on various threats that we may face in internet of things.

(Suo et al. 2012) proposed a paper in security of internet of things. In the past
decade internet of things is finding its use in full throttle. The key features of IoT
application are security and privacy. With such advancement in technology Internet of
things is still facing various enormous challenges in its application. The paper proposed
by the author puts emphasis on these key features i.e. security. The paper has discussed
the status of the key technologies being used in implementation of internet of things.
These technologies include encryption mechanism, communication security, protection
of sensor data and various cryptographic algorithms.

(Wen 2012) proposed a paper that describes the security structure of sensor level,
network layer and application layer in internet of things. The paper analyses the
security feature of the sensor layer and then applies a protocol called as Dynamic
variable Cyber security certificate, a new method for authentication mechanism among
various nodes in sensor level. This certificate is based on the principle “one time one
cipher” between communicating nodes. This technology or method uses time stamp
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technology band timeliness is guaranteed between two parties. Dynamic variable cipher
certificate can be applied for communication among various nodes in IoT. The dynamic
variable security certificate is an authentication protocol; based on request-reply
mechanism.

Internet of thing is one of the latest technologies that are widely being accepted. We
can make use of this technology in our day to day life and thus reducing human
workload. With the help of this technology we can access any object to which an IP
address can be assigned. One of the toughest challenges of this technology is its
security. There have been many proposals in order to achieve secure transmission
between the nodes. One of the proposed method is making use of “Dynamic variable
Cipher Security Certificate” Protocol. We can make the use of same protocol and
combine multiple cipher texts and transmits the cipher text to multiple devices in the
network. The devices will make use of the specific part of the cipher text for its
operation. Thus we can access multiple devices using a single controller that will
generate a combined cipher text for all the devices.

3 Dynamic Variable Cipher Security Certificate

Dynamic variable cipher security certificate is a protocol that works on reply-request
mechanism. In this protocol a key matrix is generated and same key matrix is stored at
all communicating parties. The advance thing in using this protocol is that the sender
does not need to send decryption key instead it sends the co-ordinate of the key matrix
where this key is stored. As same key matrix is stored at all the nodes, the recipient will
use the co-ordinate sent by the sender and will get the key from its key matrix using this
co-ordinate. The authentication process of this protocol is shown between two parties A
and B as client and server respectively (Fig. 1).

A B

1

2

3

Fig. 1. Reply request mechanism of dynamic cipher certificate protocol
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The process is as follows:

1. A B: Pos_x1_y1, E(Kab1: ID_A, cmd, Ta1)
2. B A: Pos_X2_Y2, E(Kab2: ID_B, Com_x_y, Ta1, Tb1)
3. A B: E(Kab3: Text, ID_A, Ta2, Tb1)

Where ID_A, ID_B means ID number of node A and node, Cmd means connection
request, Pos_X_Y means coordinates of the key matrix, TA and TB means timestamp
of node A and node B, E(Kab:m) means using password Kab to code message m, Text
means message constant.

As seen from the above description, three steps exists, in the first step client node A
send the encrypted information ID_a, a connection request Cmd, and a timestamp Ta1,
and at the same time client A starts a timer and id it does not receive acknowledgment
in allotted time then cancels the session.

If some information is received by server B, it will verify the ID_a from node A.
If A validates it then B sends an encrypted information to A. The encrypted information
consists of encrypted information ID_b, co-ordinates of key matrix Com_x_y,
Timestamp Ta1, Timestamp Tb1 and at the same tie B starts a timer. If it does not
receive any feedback from client A, it will cancel the session.

When some information is received at A, it will verify the encrypted information
Ta1. If B is validity the A gets a communication password Kab according to
co-ordinates of the key matrix. Then A generates a new time stamp ta2, combines with
ta1 and sending message constant. Whole of this will be sent to B and up to this point a
communicational channel is set between two parties.

4 Simulation Parameters

Following table describes the simulation parameters for IoT mobility in MATLAB,
each node properties is defined in MATLAB Structure.

Parameter Value

Node POSITION_X_INTERVAL 10–30
Node POSITION_Y_INTERVAL 10–30
Node SPEED_INTERVAL 0.2–2.2
Node PAUSE_INTERVAL 0–1
Node WALK_INTERVAL 2.00–6.00
Node DIRECTION_INTERVAL −180–180
SIMULATION_TIME 500
Number of nodes 20
Public key encryption RSA
Private key encryption AES
Packet size 512 bytes

Node POSITION_X_INTERVAL: X position of the Node at any given moment,
updates due to Random Way Point Model.
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Node POSITION_Y_INTERVAL: Y position of the Node at any given moment,
updates due to Random Way Point Model.

Node SPEED_INTERVAL: Speed Range of Each Node factor of 0.2 to 2.2�
speed with respect to stationary nodes.

Node PAUSE_INTERVAL: For how long a node will stay stationary.
Node WALK_INTERVAL: For how long a node will stay moving.
Node DIRECTION_INTERVAL: In which direction the node will be moving.
SIMULATION_TIME: Overall Simulation Time of the Node.
Number of Nodes: Total number of nodes present in the Simulation (default: 20).
Public Key Encryption: Encryption Scheme used to Encrypt Messages using

Public Key of the node and Decryption using the Private keys.
Private Key Encryption: Encryption Scheme used to encrypt Private Key of the

Node using the Location of each node before sending any data.

Step 1: Receiver R Requests data from the node S, only receiver knows the exact
location of itself.

Step 2: On receiving request from the R node the sender initiate public key
Exchange using RSA algorithm and stores keys Pk as Private Key of the
node R and Pu as the public key to encrypt the data.

Step 3: Node S then Request the Location LRxy of the node R.
Step 4: After receiving request from the node S the R sends its location LRxy to the

node S.
Step 5: S then Encrypts the private key of the by using LRxy as Private Key using

AES algorithm.
Step 6: For multiple recipients the same process in repeated and a matrix is formed

in following manner and forwarded to recipients.
Step 7: After receiving the packet the recipient decrypts the private key using its

location and then decrypts the data sent by the sender (Fig. 2).

The nodes need to send data between each other. But if the nodes will send the data in
plain text, any attacker or intruder can get that data andmisuse it or even alter it. So in order
to restrict an intruder to carry out any sort of attack on the data, the data is sent in a form
that is not easily understandable by any third party person. We used AES algorithm to
encrypt the private key of the authenticated user by estimating its exact location (Fig. 3).

Encrypted Data
(RSA)

LRxy private key of the 
receiver 1 (AES)

LRxy private key of the 
receiver 2 (AES)

….

LRxy private key of the 
receiver N (AES)

Fig. 2. Packet data format for dynamic cipher protocol

Dynamic Cipher for Enhanced Cryptography and Communication for IoT 89



As for each location a new private key is generated and attached to the packet, we
require that there must not be a significant overhead as the Number of recipient grow
(Fig. 4).
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The two main characteristics that identify and differentiate one encryption algo-
rithm from another are its ability to secure the protected data against attacks and its
speed and efficiency in doing so. This speed surmounts the symmetric encryption
problem of managing secret keys. As on the other hand, this unique feature of public
key encryption makes it mathematically less prone to attacks. However, asymmetric
encryption techniques are slower than symmetric techniques, because they require
more computational processing power. As it can be seen from above figure the
encryption time does not increases too much when number of nodes increase as seen in
above figure. So does the decryption process as seen below (Figs. 5 and 6).

The Results demonstrate that the Dynamic Cipher certificate Protocol is more
secure and efficient than existing works. We further demonstrate that as the Number of
node increases, the efficiency of all proposed scheme increases, but the efficiency
gained by the more flexible and dynamic Cipher certificate Protocol schemes over the
fixed scheme increases also. We also observe that the as the number of nodes increase
the overall quality of service in encryption and decryption time is preserved.
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Fig. 5. Time required for decryption 512 bytes data packet used
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5 Conclusion and Future Scope

The presented simulation results showed that proposed method has a better perfor-
mance than other common encryption algorithms used. Since it becomes very difficult
to estimate the exact location of the node and has not any known security weak points
so far, which makes it an excellent candidate to be considered as a standard encryption
algorithm for communication between IoT nodes? Using hybrid encryption has
although added extra processing time, but overall it was relatively negligible especially
for certain application that requires more secure encryption to a relatively large data
blocks. The Results demonstrate that the Dynamic Cipher certificate Protocol is more
secure and efficient than existing works. We further demonstrate that as the Number of
node increases, the efficiency of all proposed scheme increases, but the efficiency
gained by the more flexible and dynamic Cipher certificate Protocol schemes over the
fixed scheme increases also. We also observe that the as the number of nodes increase
the overall quality of service in encryption and decryption time is preserved. In future
we can work on dynamic block based encryption for IoT specific hardware to solve
such issues. Also for future work, we aim at a deeper feasibility analysis of the
discussed protocols in different settings and for different trust models.
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Abstract. Internet of Things (IoT) is an emerging paradigm which enables
physical objects to operate over the Internet, and collect and share the data that
describe the real physical world. In this ubiquitous environment, due to the
heterogeneity of objects, communication, topology, security protocols, and the
computationally limited nature of IoT objects, conventional authentication
schemes may not meet the IoT security requirements since they are considered
impractical, weak, or outdated. In this paper, a two-factor inter device mutual
authentication scheme for smart home is proposed, where in the first level, the
key exchange is performed using the Diffie-Hellman protocol and a public key
cryptography in order to validate the identity of devices; and the second level
relies on the use of infrared communication to distribute the One-Time Pass-
words (OTPs) among devices for authentication purpose. The HLPSL language
is used to model the proposed protocol, and a security analysis is conducted
using the SPAN (Security Protocol Animator for AVISPA (SPAN)/AVISPA
(Automated Validation of Internet Security Protocol and Applications) tool,
showing that the proposed scheme can achieve the goals of secrecy of secret
keys and mutual authentication. A proof-of-concept in the form of a hardware
design is also proposed using Raspberry-Pi, Linux Infrared Remote Control
(LIRC), Infrared circuit and a public-key-infrastructure. Experimentally, it is
shown that this hardware design can achieve secure device-to-device
authentication.

1 Introduction

The emerging Internet of Things (IoT) paradigm is the driver for many applications in
the area of smart home, smart cities, to name a few. In IoT, devices (objects) are
typically grouped into clusters, and to enable secured and integrated communications
across these IoT objects, the applications and objects are required to first authenticate
each other, for instance, via a cloud platform, using IoT communication protocols such
as Constrained Application Protocol, Message Queue Telemetry Transport, to name a
few [1]. However, most of these protocols do not have inbuilt security mechanisms, or
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they rely on limited inbuilt single-factor authentication security mechanisms [2]. This
motivates the need for a two-factor authentication scheme for IoT. In this paper, we
report on the adaptability of a particular class of authentication for IoT devices in the
cloud, namely OTP.

Our literature survey reveals that most existing OTP schemes [3] have not been
designed specifically for IoT, in particular smart homes. In this paper, an OTP-based
inter device two factor authentication scheme is proposed, and modelled using the
SPAN/AVISPAS tool [4]. Its performance in terms of achieving the secrecy of secret
keys and mutual authentication is evaluated by simulation. Finally, a proof-of-concept
in the form of a hardware design of the proposed authentication scheme is proposed
using Raspberry-Pi, Linux Infrared Remote Control, Infrared circuit and public-key
infrastructure, and validated experimentally.

The paper is organized as follows. In Sect. 2, some background on authentication
for smart homes are presented. In Sect. 3, some related work are discussed. In Sect. 4,
the proposed authentication scheme is described. In Sect. 5, the modelling of the
proposed protocol using the High-Level Protocol Specification Language (HLPSL) is
described, followed by its simulations and formal analysis using the SPAN/AVISPA
tool. An informal security analysis is also presented. In Sect. 6, a proof-of-concept (in
the form of a hardware solution) of the proposed authentication scheme is presented.
Finally Sect. 7 concludes the paper.

2 Background on Authentication for Smart Homes

Smart Homes: The advent of IoT has changed the way that systems are used and
perceived [1]. In an IoT system [1], devices can communicate with each other without
the need for human intervention, and the network of these devices can manage itself.
A smart home (also known as home automation) can be defined as an instance of a IoT
network. It is often referred to as a home where an automated system is deployed for
monitoring the temperature, doors, alarms, windows, alerts, appliances, to name a few
[5]. Typically, smart home devices are equipped with sensors and some network
capabilities as shown in Fig. 1.

Usually, these devices are connected to each other through a Home Gateway (HG),
an interface between the home network and the Internet. In order to control the smart
home system, the HG has a routing functionality and is usually connected to the user
interface using a mobile software, a wall-mounted solution, to name a few. Some smart
home implementations also include the use of a home server, which is responsible for
authenticating the devices.

Communication Technologies: Communication technologies in a smart home envi-
ronment include radio waves – which are electromagnetic waves with frequencies
between 3 kHz to 300 GHz - and light waves communication – where light is used as
communication medium. The former is widely accepted and has the ability to penetrate
through the wall or objects, making them suitable for smart homes while the latter is
rarely utilized and usually cannot penetrate through walls or objects, limiting the
communication space. Common radio wave technologies include X10, Ethernet,
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RS-485, 6LoWPAN, Bluetooth LE (BLE), ZigBee, Li-Wi, and Z-Wave. On the other
hand, Li-Wi is a well-known example of light waves communication [6] where
communication is achieved by turning the light ON or OFF. Indeed, light-emitting
diodes (LEDs), in particular Visible Light Communication (VLC) can be used as a
mean to achieve light communication because of their high performance to turn the
light ON or OFF. However, one of the problems encountered with the use of VLC is
that it requires the light to be constantly ON for the communication to happen. In a
smart home, this requirement might not be met since in the night, the lights are likely to
be turned OFF. Other types of light communication include Dark visible light com-
munication - which uses VLC for communication purpose - and infrared communi-
cation – which uses Infrared light spectrum for the same purpose [7]. In our proposed
hardware solution, we have used infrared-light for inter-device communication pur-
pose. However, any other light communication medium could have been used as well.

Need for Multi-factor Authentication: Authentication is the process of confirming
the identity of a subject (person, computer process, device, network connection, to
name a few). It consists of asserting who a subject is (identification) and authentication
itself, i.e. proving the asserted identity. Due to advancements in computing power, the
development of secure and reliable authentication mechanisms has been a major
research concern in the area of computer security in the recent years, especially in the
IoT context such as a smart home network. One can distinguish single factor
authentication schemes vs. multifactor ones. In the former, the subject is identified
using only one category of patterns (or credentials) while in the latter, multiple patterns
are combined and use for the same purpose. In general, to evaluate an authentication
scheme, the Burrows-Abadi-Needham (BAN) logic [8] can be used in conjunction with
the AVISPA [4] simulation tool, the goal being to authenticate the communicating
entities and/or the key agreement between them.

In conventional authentication schemes, the client and the server have no limita-
tions regarding the resources. All devices are able to run complex algorithms such as

Fig. 1. Example of a smart home
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encryption; and they have no memory limitations. On the contrary, in the smart home
context, devices have inherent limitations on CPU, memory and network capabilities,
therefore, they cannot run complex algorithms. This prompts the need for new
authentication mechanisms for smart homes.

In a smart home environment [1], devices are generally grouped into two cate-
gories: constrained devices and unconstrained ones. Constrained devices are those
which have some limitations in terms of resources such as CPU, memory, to name a
few. Examples of such devices include fire sensor, temperature sensor, and activity
motion sensor. On the other hand, unconstrained devices are those devices that can
perform complex operations such as encryption and send huge amount of data to other
devices or to the cloud. Due to this heterogeneous nature of smart home devices, one
needs to approach the security concern is a different way than security is tackled in
conventional systems and networks.

In a smart home, devices are expected to run under various different protocols,
technologies, and as discussed above, they have different resource constraints. Thus,
device-to-device authentication in such environment is a challenge. Most smart home
systems use wireless technologies such as Wi-Fi or Zigbee for communication purpose;
and if an intruder can hold the related network packages, he/she can apply various
types of attacks such as replay attack, eavesdropping, masquerading, message modi-
fication, denial-of-service, impersonation attacks [9, 10] to compromise the security of
the system.

For device-to-device communication to occur, the authentication information such
as password and keys are typically stored in the device’s memory (or storage disk) and
not in cleartext as per the recommendations made by various compliance standards
including NIST [10]. Often, the sensitive information is encrypted using keys, which
are often stored in their encrypted form, and a passphrase is used to protect the
encrypted key, but the passphrase should also be protected as well. Therefore, the
design of multi-factor authentication schemes for smart home environments has
become an essential requirement. In this paper, a device-to-device two factor mutual
authentication scheme for smart homes is proposed, where in the first level, the key
exchange is performed using the Diffie-Hellman protocol, and a public key cryptog-
raphy in order to validate the identity of devices; and in the second level, the OTP
server is requested to provide the OTPs over an infrared channel, which in turn are
distributed among the devices for second level authentication purpose. A proof of
concept of the proposed scheme (in the form of a hardware solution) is also designed
and validated.

3 Related Work

Authentication schemes for IoT environments have been intensively investigated in the
recent years. Representative ones are described as follows. In [3], Madsen reports on
new mechanisms and standards that can be used to authenticate IoT actors in a health
care devices architecture. Related challenges and opportunities are also described. In
[11], Shivraj et al. proposed an end-to-end authentication scheme for IoT based on
Lamport’s OTP. In their scheme, the OTP generation is modelled as a 4 steps process,
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namely: (1) the Setup phase - where some cryptographic parameters are involved in the
PKI generation to optimize some computations over elliptic curve; (2) the Extract
phase - where public and private keys are assigned to registered IoT applications and
devices; (3) the Generate phase - where both the requests and data are transferred
between IoT devices and a IoT cloud center using the aforementioned keys, and the
required information are extracted; and (4) the Validate phase - where the OTP received
at the cloud center is checked against that originally sent by the device. It is proved that
the hardness of the OTP generation scheme is equivalent to solving the computational
Diffie Hellman problem. In [12], Yao et al. proposed a lightweight multicast authen-
tication scheme for small scale IoT applications based on the absorbency property of
the original Nyberg’s fast one-way accumulator [13]. In their scheme, the MAC is
exploited to achieve such design; and in terms of security analysis, seven cardinal
properties that are required by multicast authentication for resource-constraint appli-
cations are assessed and validated. In [14], Hernandez-Ramos et al. proposed a set of
lightweight authentication and authorization mechanisms which can be used to assure
authentication and authorization functionalities on constrained smart objects. These
mechanisms are combined with some standard technologies to address different
security planes of the life cycle of an IoT device within an Architectural Reference
Model (ARM)-compliant security framework [15]. The suitability of the proposed
framework for IoT scenarios is demonstrated through experiments, showing promising
results. In [16], Sharaf-Dabbagh and Saad proposed an authentication framework for
IoT objects, which uses the unique fingerprints of these objects to differentiate between
normal changes in fingerprints and security attacks. In their scheme, the IoT objet set is
divided into multiple hierarchies based on the types and geographic locations of the
fingerprinting features. Each partition is then modelled as a set of distributions on
which a learning approach is performed to extract the knowledge from the different
fingerprints, thereby identifying the IoT objects. From simulations, it is found that their
scheme outperforms the conventional authentication schemes by up to 8% in terms of
authentication performance. In [17], Shin et al. proposed an authentication scheme for
smart home networks, which uses a group key shared among the devices to encrypt and
decrypt all messages from all devices. A digital DNA is also used to differentiate the
devices against those pertaining to other smart home networks. The DNA is similar to a
magical number generated by the authentication server or home server. However, if the
group key is compromised, so will be the entire system. This scheme has been shown
to be vulnerable to replay attacks since they do not use any timestamps or other
mechanisms to prevent these types of attacks. In their scheme, the initial registration
phase assumes that the communication channel is secure while registering a new
device. In [18], Kumar et al. here proposed a short token-based authentication scheme
which can be used for secure key establishment in smart home environments. In their
scheme, the device registration is performed offline, which is a quite cumbersome
process. This scheme is not fully protected against DoS attacks and the communication
using it cannot be kept anonymous. Moreover, devices cannot communicate with each
other. In [19], Santoso et al. proposed an elliptic curve cryptography (ECC)-based
authentication scheme for smart homes, where the authentication mechanism involves
the use of a mobile device. First, the user gets the identity information (such as device
ID), and a secret key for the device, then passes them to the IoT device, which is
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connected automatically to the mobile device, which in turn shares this information
with the gateway. Using this mechanism, the device attempts a connection to the
gateway, and if the gateway has the secret key, a second level authentication process
starts and a secure connection is established. However, the secret information is stored
on the device itself, which is an issue. Their scheme does not keep the network
anonymous, and the communication is handled via a Wi-Fi channel, which makes it
vulnerable to DoS and replay attacks.

The authentication scheme proposed in this paper is fundamentally different from
the above-discussed schemes by its design features. In addition, its designed hardware
solution includes the use of Raspberry-Pi, Infrared circuit and the OpenSSH protocol.

4 Proposed Device-to-Device Mutual Authentication Scheme

The notations in Table 1 will be used for the design of the proposed authentication
protocol.

The high-level architecture of the proposed scheme is shown in Fig. 2, where we
have three devices: OTP-server, Device 1, and Device 2. Device 2 is initiating the
authentication request with Device 1. Device 1 after being authenticated using a
public-key infrastructure, sends a request for OTPs to the OTP-serve; The OTP-server
then reply by sending the OTPs to both Device 1 and Device 2.

Table 1. A-B-style-notation.

Notation Description

D1 Client device
D2 Server device
OTP-server OTP server that generates and send the OTPs
T1, T2, T3, T4, T5 Current timestamp
KD1;KD2 Public keys of D1 and D2
K 0
D1;K

0
D2 Private keys of D1 and D2

P Prime number
G primitive root modulo of P
N1, N2 Random secret numbers
SK Secret Key generated using DH exchange
H() Hash function
A -> B: M A send message M to B
En{}_K Encryption is performed using key K
EXP Exponent function
REQ OTP request number
MOD Modulus operation
OTP1, OTP2 One-Time-Password
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The working of the proposed scheme consist of three phases: pre-deployment
phase, deployment and registration phase, and functioning phase, described as follows.

Pre-deployment Phase: In this phase, the manufacturer presets up the device for
father coming phases. First, the manufacturer builds the device along with the infrared
light transceivers which will be used for infrared communication. In this process, each
device gets its unique device ID, and using those IDs, devices will communicate with
each other. The manufacturer then uploads the software (i.e. the operating system such
as Linux or other hardening tools such as Lynis, CIS-CAT and Tiger) to a device,
including the drivers for infrared light communication. The software is then configured
in such a way that it is compliant with the regulations/standards such NIST [10]. Even
though our focus is not on the hardening of devices, it is a good practice to harden the
system in advance to protect against zero-day attacks. It is also assumed that the
software is capable of updating itself frequently in a secure manner.

Deployment and Registration Phase: In this phase, all devices are registered with the
OTP-server, as well as with peer devices with whom they need to authenticate in future.
To register with the OTP-server, the public key of the device is stored with the
OTP-server in secure manner, along with the device ID. The location of the device with
respect to the OTP-server is also stored, in the form of degree of angle. One thing to
point is that the devices would be facing towards the OTP-server in order for the
infrared light communication to occur. In addition, devices will save the IP address
information and device ID of the OTP-server. For a device, say D1, to communicate
with another device, say D2, D1 needs to pre-register with D2 the same way that it has
register with the OTP server.

Functioning Phase: When a device, say D1 wants to communicate with another
device, say D2, D1 initiates the request for authentication. The first step is to generate a
secret key which will be used for future communication. Here, the Diffie-Hellman
(DH) key exchange protocol is used to generate the secret keys that will be kept secret
between D1 and D2. For every new session, a different secret key will be generated for
the communication. First, D1 generates a random number N1 and calculates the
exponent of G to the power and N1, where G is a chosen positive integer. The result of

Fig. 2. High-level architecture of the proposed authentication scheme
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this operation is used to find the modulus over P using the MOD (modulus) function.
G and P are publically known. D1 then sends the message below to device D2 which is
signed by its private key.

D2 first checks if the message is coming from D1 using D1’s public key, and then
checks whether the timestamp is recent or not. If both checks are succeeded, D2
continues with the request; otherwise that request is dropped. If succeeded, D2 saves
the MOD(EXP(G, N1), P) into a variable, say, AA. Then D2 calculates the exponent G
to the power N2 and the result is used to calculate the modulus over P. Then D2 send
below message sign by its private key.

After sending the message to D1, it computes the secret key by calculating MOD
(EXP(AA, N2), P) to obtain the secret key SK.

When D1 receives the message, it first check the authenticity of the message using
D2’s public key. Then it checks all the time stamp if it is recent. If both checks succeed,
it will go further, otherwise it understands that something has gone wrong or it drops
the message. If both checks succeed, it will save MOD(EXP(G, N2), P) into a variable,
say, BB. Then, will compute the secret key by calculating MOD(EXP(BB, N1), P).

At this point, both devices have successfully shared the secret key using the DH
key exchange algorithm, and the first phase of the protocol application is completed.

Upon a successful completion of phase 1, the D2 device requests the OTP-server to
provide theOTPs for both devicesD1andD2.To issue such request, deviceD1generates a
timestamp T3 and send the below message to device D2 by signing with its private key.

After receiving the request, the OTP-server checks if the message is really sent by
device D2 and it also checks if the timestamp is recent. If both conditions are met, the
OTP-server continues further; otherwise, it drops the request. If both conditions were
satisfied, theOTP serverwouldgenerate twoOTPs:OTP1andOTP2.Then itwill generate
timestamp T4 and send the below message to D1 by encrypting with D1’s public key.

Similarly, the OTP server would send the below message to D2, but keeping the
OTPs order swapped and encrypted by D2’s public key.

It should be noted that the OTPs are sent over the infrared communication within
the home, which is considered a secure channel, thus, one can optionally skip the
encryption part of it.
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At this point, both devices, D1 and D2 have received the OTPs. The D1 device
sends the hash of OTP2 to device D2; and similarly, the D2 device sends the hash of
OTP1 to device D1. The communication happens securely by encrypting the message
with the secret key SK.

Now, both the devices can authenticate each other by matching the hash received
with the second OTP’s hash. If both hashes match for both devices, the authentication
is deemed successful, otherwise it has failed.

5 Modelling of the Proposed Authentication Scheme Using
HLPSL

The SPAN/AVISPA virtual machine tool [4] (depicted in Fig. 3) is used for a formal
evaluation of our proposed authentication scheme.

It considers as the protocol (written in HLPSL format) that needs to be analyzed.
Then converts it into an Intermediate format (IF) using the intrinsic HLPSL2IF
translator, which in turn is passed to a specific backend tool (made of four modules,
whose goal is to analyze the security of the given protocol and verify its effectiveness
against various types of attacks, then check if the sessions are bounded or unbounded,
and present the results in an output format (OF).

These four backend modules are:

• On-the-fly Model-Checker (OFMC): This module is responsible for the protocol
falsification and bounded session verification. It considers typed and untyped

Fig. 3. High Level design of AVISPA tool [4]

An Inter-device Authentication Scheme for Smart Homes 103



protocol models and have integrated various symbolic, constraint-based techniques
which can be used to ensure that no attacks are lost. OFMC supports the intruder
implementation who can guess weak passwords; it also provides the specification of
algebraic properties of cryptographic operators. When the OFMC model specifies
that the protocol is “safe”, it means that all the specified goals are achieved.

• Constraint-Logic-based Attack Searcher (CL-AtSe): This module also performs the
protocol falsification and verification. It translates the protocol specification into a
set of constraints, which are then used to find the attacks; it also optimizes the
branches in the protocol symbolic execution.

• SAT-based Model-Checker (SATMC): This module builds a propositional formula
from the input, then converts it to state-of-the-art SAT solvers. If any model is
found, it is translated into an attack.

• Tree Automata based on Automatic Approximations for the Analysis of Security
Protocols (TA4SP): This module verifies the security of the protocol by approxi-
mating the intruder knowledge. For the secrecy property, the TA4SP can be used to
judge whether the protocol is flawed or not.

HLPSL Syntax: As stated earlier, AVISPA considers the protocol modelled in
HLPSL format as input in order to operate. HLPSL is a role based language, where all
the entities such as client, server, environment, session, to name a few, have a role. For
instance, one can use HLPSL to define the security properties of a protocol and the
protocol itself. As also stated earlier, AVISPA has four different backend analysis
modules (shown in Fig. 2), each of which has a different implementation which can be
used for analyzing the security threats in a given protocol. It implements the Dolev Yao
(DY) network in which an attacker model has a full control over the network, therefore,
an attacker can perform all kind of hacking tricks to compromise the protocol. The DY
network is the default and most widely used attacker model in AVISPA, meaning that
when the tool is run, the generated output is usually interpreted as “safe” or “unsafe”
against the DY attacker model. The abstract notations listed in Table 2 are used to
represent the data exchanged in AVISPA [4]

In HLPSL, variables start with capital letters and constants are represented in lower
case letters. HLPSL is a typed language, so each variable and constant have a unique
type. In HLPSL, the entities that are involved in the communication process are
modeled as roles along with their message exchanges. Two kind of roles prevail: basic
and composed ones, depending on whether they represent the actions of only one agent
or more. Usually, composed roles are adopted. In order to realize the required message
exchanges, a session is created between the roles and the environment for all the
sessions simultaneously. The key concepts of HLPSL and their syntax are as follows:

Basic Role: A protocol can easily be written in HLPSL format if the Alice-Bob (A-B)
notation is used. As an example, using such notation, “A sends an encrypted message
M to B, using key K to encrypt the message” is represented as:
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An example [4] of the syntax of a basic role declared in HLPSL is:

In this example, Alice is a role, which should be called with parameters A, B, S as
agent type, Kas as symmetric share key between A and S, Kab as symmetric shared key
between A and B and SND, RCV as Dolev-Yao (dy) channels.

Transition: The system behavior in HLPSL is modelled as a `state’, and each state has
variables that are responsible for state transitions. A transition consists of a trigger or
precondition, and an action to be performed when the trigger event occurs [4]. An
example of a transition is:

Table 2. HLPSL notations.

Notation Description

. Associative concatenation (of messages)
:= Initialization (of local variable) in init-section OR assignment to

(primed!) local variable
’ Prime, used for referring to the next (new) value of variable in a

transition
/\ Conjunction (logical AND)
¼|> Immediate transition
{} Set delimiter e.g. in knowledge declaration
{}_ Encryption or signature
agent Data-type for agents
channel (dy) Data-type for channels. Currently only Dolev-Yao channels

implemented.
def= Indicates beginning of body of a role
hash_func Data-type for one-way functions
exp Exponentiation operator (prefix)
init Indicates initialisation of local variables
inv Inverse of a key: given a public key returns the private key
intruder_knowledge Defines knowledge of the intruder
played_by For basic roles: specifies which agent is playing this role
request Used to check strong authentication (together with a witness)
witness Used to check authentication (together with the request)
secret Used to check secrecy
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where step1 is the name of the transition. This transition specifies that if the value of the
state is equal to zero and a message, which contains some value Kab’ encrypted with
Kas is received on a RVC channel, the transition will take place and a new state value
will be set to 2 and the same value of Kab’ encrypted with Kbs will be send on a SND
channel.

Composed Role: This consists of basic roles that are composed together in sessions
where the knowledge shared between these roles are explicitly known. Here is an
example of a composed roles made of three different basic roles [4], where the symbol /
\ indicates that the constituent roles are executed in parallel.

Environment: The environment used for protocol execution is also defined as a
composed type, where ‘i’ denotes the intruder. In the environment role, top level global
constants are defined. In this top-level role, the intruder_knowledge parameter which
defines the intruder’s initial knowledge is also specified. Here is an example of an
environment role [4]:

Modelling the Protocol Using HLPSL: As per the above HLPSL syntax specifica-
tions [4], our proposed mutual authentication scheme protocol can be modelled as
follows:
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First, initially, when a device (client) wants to start communication with another
device (server), it sends the request along with all parameters required for DH key
exchange. This request is modelled in HLPSL as follows:

Here, the state variable is initialized to 0 in the init section. Initially, the client
receives a “start” message via the RCV channel to start the protocol. It first updates the
state variable’s new value to 1, then generates a random number, which in turn is used
to generate the DH key exchange. It also generates the current timestamp (it is assumed
that all the system’s time is in sync). Then, it calculates the modulus of G to the power
Na’, where G and P are global variables, then stores that as AA’, which is known to the
intruder. It then calculates the hash of message. Afterwards, it sends the message by
signing it with its private key. On receiving this message, the server checks if the
timestamp is valid, and if validated, the server sends back its calculated value for the
DH key exchange. This is modelled in HLPSL as follows:

In this specification, the state variables are local to both the client and the server.
Second, the server generates its own private random number Nb’ for the DH key

exchange, then calculates BB’ and sends the message to the client by signing it with its
private key. At this point, the server can form the secret session key Key’. Here, the
secret() function is used to check the secrecy of the session key. The server then request
the OTP-server to provide the OTPs to both the client and itself. At the same time, the
client receives the message from the server. It then attempts to validate the timestamp
and authenticity of the message. If the validation is successful, the client will acquire
the BB’ value from the server, and form a session as shown below:
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Third, the OTP server attempts to validate the timestamp and the authenticity of the
request. If successful, it sends the OTPs to both client and the server by encrypting
them with their respective public keys as shown below:

It should be noted that the OTPs are sent on the light channel within the house,
which is considered secure since the light cannot pass through objects such as walls. In
real situations, the OTPs can be sent unencrypted because it is assumed that the intruder
cannot get the hold on this light channel; however, the OTPs have been kept encrypted.
Also, it should be noted that the secrecy of the OTPs is ensured by using the secret()
function.

Forth, when both the client and the server receive the OTPs from the OTP-server,
they unencrypt the message and validate the timestamp. Afterwards, the client sends
OTP2 encrypted with the session key and the server sends OTP1 encrypted with the
session key as well. Both the client and the server mutually authenticate each other if
the encrypted hash of the received OTP rmatches with the hash of the OTP which was
not sent by both entities. In the client side, to check for strong authentication, which is
achieved by means of the request() and witness() functions, the following HLPSL code
is used:

Now, at the server side, the server witnesses the message and OTP hash it has
received by the client and request for its message and hashed OTP using the following
HLPSL code.

Next, the goals of keeping OTP1 and OTP2 secret; ensuring the secrecy of the
session key; and achieving mutual authentication between the client and server, is
coded as follows using HLPSL:
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Protocol Simulation and Formal Analysis of Security Properties: The
SPAN/AVISPA tool [4] is used to determine whether the proposed protocol (in HLPSL
format) is secure or not in terms of authentication, secrecy, and integrity. Here, the
authentication is achieved when two devices D1 and D2 can validate their identities,
using OTPs, secrecy refers to ensuring that the information that is exchange between
device D2 cannot be deciphered or cannot be disclosed to an unauthorized entity and
only the intended receiver can decipher it; integrity refers to the fact that it is not
possible for an intruder to alter or destroy the information shared by devices D1 and D2
during the communication process. This is achieved by adding a hash to the message at
its source and by re-computing the hash of the message at the destination, then check
for a match between the two quantities. In our proposed scheme, the session keys
(which are symmetric keys) are utilized to encrypt the message and the DH key
exchange is used as key exchange algorithm over an insecure channel. The simulation
results of our proposed scheme are based on OFMC and CL-AtSe, the two
widely-accepted AVISPA back-end tools. The SPAN gives a better understanding of
the protocol and it is used to confirm whether the specification is executable or not. It
also helps visualizing the protocol as shown in Fig. 4.

Fig. 4. Protocol Simulation in AVISPA.
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Verification of Results: The two back-ends modules of AVISPA, namely OFMC and
CL-ATSe reported that the proposed protocol is safe as confirmed in Figs. 5 and 6
respectively.

Indeed, Figs. 5 and 6 indicate that no authentication attack, nor secrecy attack has
occurred on the proposed protocol. In addition, no attack is found on the session key by
the intruder and the secrecy of the transferred message between devices and the session
key are also maintained. In the proposed scheme, we have exchanged the session keys
using the DH key exchange and this was checked for secrecy purpose and the AVISPA
tool validated this checking. We have also check for the secrecy of OTP1 and OTP2,
which was also validated by the AVISPA tool. In addition, our goals of keeping the
OTP1 and OTP2 secret, ensuring the secrecy of the session key, and achieving mutual
authentication between the client and the server, have been validated by the
SPAN/AVISPA tool since the protocol is reported as safe.

Fig. 5. Protocol verification using the OFMC back-end

Fig. 6. Protocol verification using the CL-AtSE back-end
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Informal Security Analysis: Here, we discuss about some attacks and how our
proposed mutual authentication scheme can be used to protect against each of them.

Eavesdropping Attack: In this attack, the eavesdropper silently listens to the com-
munication of others without their knowledge. He/she may gain some sensitive
information if not protected. In our scheme, the DH key exchange algorithm is used to
construct the session keys, and the identity of the messages is signed using the private
keys, which only the owner has access to. In addition, on top of it, the OTPs are sent
over a light communication and an eavesdropper cannot get access to these entities
after a successful authentication since all the communication entities use the session
key to encrypt the data and the eavesdropper cannot make anything out of it. The
session keys are generated for each session in order to maintain high security.

Masquerading/Impersonation Attack: In this kind of attack, the intruder presents
himself as a genuine entity to gain the unauthorized access. Our scheme makes use of
digital signature to validate the messages in the first phase, where the session keys are
exchanged. Therefore, masquerading attempts will be blocked right at the first phase.

Replay Attack: In this kind of attack, the intruder first captures the data packets which
can be used later to gain access to the system. To protect against this typed of attack,
the current timestamp is used in our scheme, which is included in the digital signature,
and it is assumed that the systems sync on time. On top of it, OTPs are used, which are
randomly generated for each session.

Message Modification Attack: In this type of attack, the intruder tries to tamper the
message. Our scheme uses a public key Infrastructure in its first phase to check if the
message is legitimate or not. In its second phase, the hashed OTPs are sent by
encrypting them with the session keys. If the message is tampered at any phase, the
authentication will fail. Therefore, our scheme can be used to protect against message
modification.

6 Proof of Concept

We have developed a proof-of-concept in the form of a hardware design of our
authentication scheme, using three Raspberry-Pi (B+, Pi2, and Pi3) as home devices.
The OTP-server is running on Raspberry-Pi3; the server is running on Raspberry-Pi-B+,
and the client is running on Raspberry-Pi2. All Raspberry devices are running with the
Raspbian Operating System. Each of these devices was embedded with an infrared
transceiver circuit as shown in Fig. 7.

For the infrared communication, we have used an infrared emitter (IR333c LED) to
send the infrared signal and the TSOP38238 as an infrared receiver. To send and
receive the infrared signals, we have used the Linux Infrared Remote Control (LIRC)
[21], which is meant for infrared remote communication. The LIRC package on Linux
comes with multiple programs; we have used the “irsend” and “irw” programs. To
configure the LIRC, a config-file [21] is used.

An Inter-device Authentication Scheme for Smart Homes 111



The OPT-server is installed with a 3D rotation device made of two SG90 Micro
servo motors, which can be rotated only by 180°. To build a 3D rotation, we integrated
the two servos together as shown in Fig. 8.

Fig. 7. Raspberry Pi Infrared trancever circuit for LIRC [20]

Fig. 8. 3D rotating servo placement.
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The infrared transceiver is set on top of it to send the infrared signal in the direction
that the 3D device is pointing to. The servo circuit diagram is shown in Fig. 9.

To control the servos, a program in Python is developed using the GPIO library
[21]. For the first level of authentication, the OpenSSH is utilized. On the server side, a
Pluggable Authentication Module (PAM) is developed, which runs on Python; for this
purpose, the “python-pam” python module has been installed. This PAM module
achieves an infrared communication-based OTP authentication as second level of
authentication.

Setup Phase: Initially, the Raspbian OS is downloaded from [22] and installed on all
the devices. Python comes by default, and the “pyopenssl” and “python-pam” python
modules are installed, followed by “lirc” the Linux package “lirc”. Next, the LIRC
remote config file [21] is installed and the sshd PAM (/etc./pam.d/sshd) is configured in
order to enable the PAM module (OTP_PAM.py) for ssh. The OTP_PAM.py is also
configured using the OTP-server’s IP as follows:

Fig. 9. 3D rotating servo circuit.
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auth required pam python:so OTP PAM:py:

Next, the sshd config file (/etc./ssh/sshd_config) is configured to enable the use of
public-key based authentication using PAM as follows:

PasswordAuthentication no
UsePAM yes
AuthenticationMethods publickey, keyboard-interactive

To create the public-private key pairs for public-key authentication, we have used
ssh-keygen. We have used user “pi” for this proof of concept; ssh uses this information
to create the identity. The public key is copied from the client machine to the server
machine, and the public-private key pair is generated in the PEM format for the
OTP-server using the “openssl” command, then the public key of the OTP-server is
copied to both devices. The OTP-server runs OTP-server.py, which creates and serves
the OTPs. As the part of the setup, the client and server devices’ direction should be
registered in the OTP-server.py file as well, relatively to the 3D rotating device. After
these configurations are done, the ssh is restarted to enable a new configuration. To
setup the hardware, the 3D rotating device is attached to the OTP-server and the GPIOs
are connected to the device as shown in Fig. 8. Then, the infrared transceiver circuit is
connected as shown in Fig. 9. For both the client and the server device, the infrared
circuit are also configured as shown in Fig. 9.

Experimental Phase: To run the proposed hardware design, LOGIN.py is excecuted
on the client machine (i.e. the machine which is requesting the authentication). LOGIN.
py uses ssh to establish the session key using DH key exchange algorithm. After the
server and the client have authenticated each other, and have generated a session key,
the PAM module is called on the server side for the second phase authentication. It
should be noted that using the ssh public-key authentication alone is not sufficient and
there is a need for a second phase to successfully achieve the device-to-device
authentication. The PAM module figures out the information on both the client and
server IPs and uses it to requests for OTPs to the OTP-server. As response, the
OTP-server sends back two OTPs (one for the client and one for the server. It should be
noticed thse OTPs can further be encrypted in order to strengthen the security of the
proposed scheme. Both the client and the server calculates the hash of their OTPs and
sends these values to each other over a Wifi channel. Then, both devices check if the
hash of each other OTPs matches with the received hashed-OTP; if so, the mutual
authentication has occur.

Results: For the proof of concept purpose, all the information have been recorded in
log files. The experimental results are shown in Fig. 10. On the left-down of Fig. 10,
the OTP-server’s logs is showing which OTPs have been generated and which device
requested the OTPs. The OTP-server sends the OTPs (OTP1, OTP2) to both devices,
but in the opposite order. On the right-hand side of Fig. 10, the server’s Syslog file is
shown, where the PAM module is logging. The results are displayed by running the tail
command on the Syslog file (/var/log/syslog). This shows which device requested for
authentication; once it asks for the OTP-server to provide OTPs, it waits till it receives
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both OTPs. It is observed that both OTPs are received over the infrared channel. It then
sends the hash of OTP1 to the client over a Wifi connection and waits for the hashed
OTP2. On receiving the hashed OTP2, it validates it, which is shown since it is
observed that the authentication has succeeded. On left-top of Fig. 10, the client logs
are shown, where LOGIN.py is the script used for authentication purpose. First, the
public-key authentication occurs, then the OTPs (OTP2, OTP1) are received by the
devices. From the server side, it receives the OTP1 hash, which is validated and the
hash of OTP2 is sent back.

We have encounter an issue in the infrared emission, i.e. the LED transmission can
be detected in a wide range. To fix this problem, a narrow pipe is created and foiled,
which is used to the Infrared light on the infrared LED and immediately close the back
side of the pipe after installation. In conducting the above experiments, two python
program have been developed, namely OTP_SERVER.py and servo_controller.py to
generate the OTP and send it over the infrared channel. Their pseudo-code are available
on demand.

7 Conclusion

We proposed a novel two-factor mutual authentication scheme for smart homes. In its
first phase, the scheme partially authenticates the devices and establishes a session key
using the DH key exchange algorithm. In its second phase, OTPs are distributed over
an infrared channel and the OTP hash is exchanged to achieved a complete mutual
authentication of devices. Our proposed authentication scheme is formally validated

Fig. 10. OTP based mutual authentication using infrared channel.
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using the SPAN/AVISPA tool and an informal evaluation is also described. A proof of
concept of the proposed scheme (in the form of a hardware implementation using
Raspberry-Pi, LIRC, infrared circuit, and servo motors, is proposed and validated by
experiment, showing that the device-to-device secure authentication goal is met. As
future work, it would be interesting to consider light communication such as visible
light, black light, or infrared light based communication as unique medium of com-
munication between the devices and assess the effectiveness of the proposed protocol in
such context.
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Abstract. In recent past Wireless Sensor Network has emerged as a promising
technology and has proved to be a leading motivational force for a new inno-
vation namely Internet of Things. Due to characteristics constraints, security is
one of key challenge to sustain the performance of wireless sensor networks.
Blackhole attack is a major threat for Wireless Sensor Network in which an
intruder absorbs the traffic intended for base station by introducing a malicious
node. In this paper a new technique is proposed to detect and prevent blackhole
attack in Wireless Sensor Network. The simulation results obtained with the
proposed technique establishes that in the event of blackhole attack the mali-
cious node is successfully detected and usage of proposed technique prevents
the deterioration in the performance of Wireless Sensor Network.

Keywords: Wireless sensor network � Sensor node � Blackhole attack

1 Introduction

Due to ease of use of attributes such as small and low cost sensors deployment Wireless
Sensor Networks (WSNs) are turning out to be a promising technology [1] in various
fields including healthcare, industrial monitoring, environmental data record, auto-
mobile, military applications, home automation, fire detection [2] and many more.
Generally, in WSNs sensor nodes (SNs) are connected to one or several base stations
known as sinks. These base stations or sinks have mission to collect information
circulating on the network, and store them or send them directly via an Internet or a
GSM connection. One of major constraint in the working of WSNs is energy/power.
The major chunk of energy in WSNs is consumed for communication of sensed data. In
order to limit the consumption of energy during communications WSNs need protocols
with effective routes.

Routing in WSNs is very challenging due to the inherent characteristics that dis-
tinguish these networks from other wireless networks like mobile ad hoc networks or
cellular networks [3]. Routing protocols in WSNs are broadly divided into three cat-
egories [4]: flat network protocols, hierarchical protocols and location based protocols.
In flat networks all nodes have same capability of sensing and routing data, while
location-based protocols utilize position information to relay the data to the desired
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regions rather than the whole network. The intent of hierarchical protocols is to save
energy used for routing data to base station by individual nodes. A solution is to use
clustering, which divides networks in many clusters as shown in Fig. 1. In each cluster,
a cluster head is elected and this cluster head collects data from the sensor nodes of the
cluster and transmits the data to sink node. The election of the cluster head is made by
choosing a node with the higher energy or residual energy. The objective is to extend
the life of WSN by reducing the number of data exchanges.

2 Attacks in WSN

Security is a crucial issue in WSNs. The solutions used in conventional adhoc networks
cannot be applied in WSNs because of their specific characteristics such as
limited-power, lower-bandwidth, shorter-range radios [5–10]. These characteristics of
WSNs make them more vulnerable to security attacks. The attacks in WSNs can be
classified as external and internal attacks, active and passive attacks or attacks at
different layers. Some common and most dangerous attacks are as discussed below:

2.1 Sybil Attack

Sybil attack is a typical identity spoofing attack in which an attacker illegally presents
multiple MAC identities. To participate in network communication by hiding itself, an
attacker can spoof as a normal legitimate sensor or as a base station to obtain unau-
thorized privileges or resources of the WSN. Spoofing attacks are usually the basis of
further cross-layer attacks that can cause serious consequences. For example, Sybil
attacks may expose legitimate information to the adversary or provide wrong infor-
mation for routing to launch false routing attacks.

Sensor node         Cluster head          Sink node

CH1 CH2

SN1

SN2 SN3

SN4SN1

SN2 SN3

SN4

SINK

Fig. 1. Normal data flow in WSN with two clusters and one sink node
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2.2 Greyhole Attack

In greyhole attack the attacker selectively forwards the information to next node. In
case of sensor nodes, non critical data is transmitted to base station to prove the
integrity but critical data is absorbed. Such kind of attack is more difficult to detect and
can easily disrupt the performance of whole WSN.

2.3 Wormhole Attack

In wormhole attack two or more compromised nodes apart far from each other form a
tunnel posing themself as neighboring nodes. All traffic is diverted through the tunnel
considering it as a shortest path Wormholes are especially dangerous because they can
cause damage without even having the knowledge of protocols used or the services
offered in the network. Wormholes are hard to detect because a private, out-of-band
channel is used that is invisible to the underlying WSN.

2.4 False Routing Attack

False routing attacks are launched by enforcing false routing information. Different
approaches like overflow of routing tables, poisoning of routing cache and poisoning of
tables may be used to launch the attack. The attacker by injecting a large volume of
void information, eventually occupy the major space of routing table of a normal node
and cause overflow.

2.5 Blackhole Attack

The blackhole attack is one of the hazardous security threats that exploit integrity of
WSNs. The blackhole node absorbs all the traffic directed to it by refusing forward
packets to intended nodes. Hence, the throughput of a particular area especially the
neighboring nodes around the attacker is dramatically decreased. The performance of a
WSN is influenced by the location of blackhole nodes on the network.

After extensive literature survey it is found that balckhole attack is one of the severe
attacks prevalent in WSNs and there is need of some effective strategies to prevent and
detect blackhole attacks in WSNs.

3 Existing Methodologies

A lot of research has been done in order to figure out the flaws in existing system
against blackhole attack. Different algorithms have been proposed based on checking
agents and multiple base stations, multipath routing, trust based mechanisms and
cryptographic techniques.

A technique for detection of malicious node based on the time intervals of data
shared by sensor nodes to cluster head (CH) and by CH to base station is presented by
Lal [11]. Two different scenarios of blackhole attack viz within a cluster and among the
clusters have been considered. Cluster head selection is based on Optimized Weight
Based Clustering algorithm. Cluster head maintain a table via assigning IDs and
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Sequence number to all nodes present in the cluster. Base stations are responsible for
detection of malicious cluster heads via maintaining a table having assigned IDs and
Sequence number for each cluster. The detection of malicious node is done by keeping
check on the time intervals of data shared by sensor nodes to CH and by CH to base
station. If data is not received any CH and base station after a defined interval of time
the node is considered as malicious.

Prathapani [12] presented the use of intelligent agents called Honeypots to detect
blackhole attacks in WSN’s. The Honeypots generate dummy route request packets to
lure and trap blackhole attackers. It has been demonstrated that honeypot based
detection model aids in increase of throughput in a wireless mesh networks with
blackhole nodes and has a high detection rate and low false positive rate.

Misra [13] proposed an efficient technique based on the deployment of spatially
diverse multiple base stations in the network to mitigate black hole attacks. The
technique is applied on flat wired networks where all sensor nodes are directly attached
to base station. The routes between base stations and sensor nodes are established by
using TinyOS beacons.

A methodology based on mobile agent is presented by Sheela [14] to tackle
blackhole attack in WSNs. The proposed scheme applies multiple BS by using mobile
agents to overcome the impact of blackhole attack. The applied mobile agent is a
program segment which is self-controlling. A simulation based model is also presented
to recover from blackhole attack in WSNs.

Jian [15] proposed a hierarchal secure routing protocol against black hole attack
using symmetric key cryptography. In hierarchal secure routing protocol network is
divided into different groups organized as a tree with each group leader as the root of
the tree. After inter-group shared key and intra-group shared key establishment, black
hole attacks are detected locally. For detection of cooperative black hole attack a
randomized data acknowledgement scheme is proposed.

Tripathi [16] proposed an energy efficient window based scheme to detect mis-
behavior in WSN. Most of the computations are done at base station only. The base
station has data of all the cluster heads as well as residual energy of all the nodes it
watches the behavior of all nodes to detect the malicious node.

4 Detection and Prevention Methodology for Blackhole
in WSN

Blackhole attack is a kind of denial of service in nature. Blackhole attacks are easy to
constitute and they are capable of undermining network effectiveness by absorbing all
the traffic directed to it that leads to decrease in network performance. In cluster based
WSN, blackhole node make itself appear more attractive to prove the candidature of
being a cluster head by advertising as it has a highest energy. After becoming a CH
blackhole node starts dropping data packets intended for base station causing consid-
erable effect on quality of service parameters. The placement/position of malicious
nodes has significant impact on severity of blackhole attack.

In cluster based WSN a normal flow of data is shown in Fig. 1 and data flow under
blackhole attack is represented in Fig. 2. Each cluster having four number of sensor
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nodes including a CH responsible to transmit data to base station. Sink node is not
receiving any data from CH of cluster 1 even though cluster 1 is receiving data from the
sensor nodes associated with it. CHs have always higher possibility of becoming a
blackhole node because effectiveness of attack is multiplied by blocking a large amount
of data. Blackhole attack has severe impact on performance of WSN especially the
end-to- end delay and throughput. So to sustain the efficiency of WSN it becomes very
important to detect and prevent Blackhole attack.

Wireless Sensor Network consists of numerous sensors possessing the ability to
communicate among each other. Each individual sensor node has the capability of
performing routing and network management. While transmitting sensed information
security and efficient use of energy are prime concerns in WSNs. Cluster based
structure of WSN is most energy efficient way to transmit sensed data to sink node.
LEACH is most commonly used clustering algorithm that allows dynamic selection of
cluster heads in order to preserve energy of all sensor nodes in WSNs. LEACH is
divided into number of rounds for selecting cluster heads. The election of cluster head
is rotation based and is repeated after a fix amount of time. In process of electing a
cluster head, there are considerable chances that a compromised node will present itself
a suitable candidate with having maximum energy and appropriate distance from sink
node in order to acquire considerable data and disrupt the performance of WSN.

In cluster based networks, a CH is responsible to transmit all the data of a cluster to
base station. A compromised CH may badly affect the efficiency of single hop WSN. In
multihop WSN, the blackhole CH placed near to base station can harm more as
compare to blackhole CH placed far from base station.

After a comprehensive review of literature it has been found that maximum damage
in the working of WSN is done when a malicious node get selected as CH. Hence there
is need of an efficient algorithm which should ensure that a malicious node does not
become the CH.

Cluster1 Cluster 2

Sensor node   Cluster head      Sink node

CH2

SN1

SN2 SN3

SN4SN1

SN2 SN3

SN4

SINK

CH1 as Blackhole

Fig. 2. WSN under blackhole attack
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In this paper an algorithm for detection and prevention of blackhole attack in WSN
is proposed. The proposed algorithm follows an iterative procedure to ensure that a
malicious node is not selected as CH. The broad procedure of the proposed algorithm is
elaborated herewith:

– Sink node will maintain the information of all sensor nodes.
– The responsibility of election of CHs lies with the Sink node.
– In first round of election of CH:

• The sensor node having maximum residual energy is selected as CH.
• If two or more nodes possess same amount of residualenergy then the sensor

node having optimal distance from sink node will be elected as CH.
– In the subsequent rounds of CH election following two scenarios are taken care off:

• It is checked that if a node already elected as CH is again advertising same
maximum residual energy level as presented in round 1 then it will be marked as
suspicious blackhole sensor node because as communication proceeds the
energy level of CH node should decrease.

• If a node already elected as CH is showing slight decrease in residual energy
level, then its ratio of decrease in energy level will be compared with ratio of
decrease in energy level of other CHnodes. The wide variation in the ratio of
decrease in energy level will be considered as suspicious and node may be
declared as blackhole.

– Sink node will maintain the information of all elected CHs with their associated
sensor nodes.

– Sink node waits a ti amount of time to receive data from CHs.
– If a CH is not responding after the lapse of titime, sink node will declare that CH as

a blackhole node.
– Sink node will assign a new CH to all sensor nodes earlier associated with the

blackhole CH.

The procedure will be executed iteratively for maxr number of rounds. The pseudo
code of the proposed algorithm is listed below:

Start ( )
for (r=1;r<=maxr;r++)

{
if (r=1)then
{

Call Select CH ( )
}
else
{

if (CH advertises maximum residual energy level same as in r=1)
{mark as suspicious blackhole sensor node}

endif
if (level of decrease in residual energy level of a CH is odd in comparison

to decrease in residual energy level of other CH’s)
{mark as suspicious blackhole sensor node}

endif
Call Select CH ( )

}
endif
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After lapse of ti waiting time check whether all CHs have sent data.

if (CH is not responding with data after the lapse of titime)
{mark as suspicious blackhole sensor node}

endif

Call Select CH ( ) // Assign a new CH to all sensor nodes earlier associated with
the blackholeCH

}
endfor
}
Stop

Select CH ( )
{
for (i=1;i<=n;i++) // n is number of sensor nodes

{
Select SNi with maximum residual energy as CH

if (two nodes have same level of residual energy)

{Select SNi having optimal distance from sink node as CH}

endif
}

endfor

}

5 Simulation and Result Analysis

The performance of WSN under blackhole attack has been evaluated using QualNet
5.02 network simulator. The simulation area is set 1000 m � 1000 m flat areas. CBR
is used as data traffic application with multiple source and destination. Simulation
scenario consists of six clusters with five sensor nodes in each including CH and a PAN
coordinator (sink node). The sink node used is a fully functioned device without any
energy constraint and other remaining nodes are the devices having limited constraints
like storage, energy and power. Simulation is performed by deploying one CH as
blackhole. The proposed algorithm is implemented on WSN against blackhole attack.
The simulation time is 200 s. The performance is measured on the basis of metrics like
throughput and end-to-end delay.

In Fig. 3 the variation has been presented for all three cases i.e. network without
blackhole, with blackhole and after implementing proposed algorithm. It is clear that
the throughput decreases effectively after deploying blackhole attack. The proposed
algorithm is able to procure throughput almost same as without blackhole attack.

Average end-to-end delay of the data packets is defined as the interval between the
data packet generation time and the time of arrival of last bit at the destination. Figure 4
shows the increase in end to end delay while network is under blackhole attack. After
implementing the proposed algorithm the value of end to end delay decreases near to
the value of without blackhole attack.
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6 Conclusion

Blackhole attack degrades the performance of WSN drastically. The proposed
methodology handles the blackhole attack in WSN efficiently both when malicious
node is acting as CH as well as when it is trying to be elected as CH. The simulation
results obtained with the proposed technique establishes that in the event of blackhole
attack the malicious node is successfully detected and usage of proposed technique
prevents the deterioration in the performance of WSN. In future the proposed technique
may be extended to detect blackhole in multihop WSNs.
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Abstract. Fake news is a phenomenon which is having a significant impact on
our social life, in particular in the political world. Fake news detection is an
emerging research area which is gaining interest but involved some challenges
due to the limited amount of resources (i.e., datasets, published literature)
available. We propose in this paper, a fake news detection model that use
n-gram analysis and machine learning techniques. We investigate and compare
two different features extraction techniques and six different machine classifi-
cation techniques. Experimental evaluation yields the best performance using
Term Frequency-Inverted Document Frequency (TF-IDF) as feature extraction
technique, and Linear Support Vector Machine (LSVM) as a classifier, with an
accuracy of 92%.

Keywords: Online fake news � Text classification � Online social network
security � Fake news detection � N-gram analysis

1 Introduction

In the recent years, online content has been playing a significant role in swaying users
decisions and opinions. Opinions such as online reviews are the main source of
information for e-commerce customers to help with gaining insight into the products
they are planning to buy.

Recently it has become apparent that opinion spam does not only exist in product
reviews and customers’ feedback. In fact, fake news and misleading articles is another
form of opinion spam, which has gained traction. Some of the biggest sources of
spreading fake news or rumors are social media websites such as Google Plus,
Facebook, Twitters, and other social media outlet [1].

Even though the problem of fake news is not a new issue, detecting fake news is
believed to be a complex task given that humans tend to believe misleading infor-
mation and the lack of control of the spread of fake content [2]. Fake news has been
getting more attention in the last couple of years, especially since the US election in
2016. It is tough for humans to detect fake news. It can be argued that the only way for
a person to manually identify fake news is to have a vast knowledge of the covered
topic. Even with the knowledge, it is considerably hard to successfully identify if the
information in the article is real or fake. The open nature of the web and social media in
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addition to the recent advance in computer science simplify the process of creating and
spreading fake news. While it is easier to understand and trace the intention and the
impact of fake reviews, the intention, and the impact of creating propaganda by
spreading fake news cannot be measured or understood easily. For instance, it is clear
that fake review affects the product owner, customer and online stores; on the other
hand, it is not easy to identify the entities affected by the fake news. This is because
identifying these entities require measuring the news propagation, which has shown to
be complex and resource intensive [3]. Trend Micro, a cyber security company, ana-
lyzed hundreds of fake news services provider around the globe. They reported that it is
effortless to purchase one of those services. In fact, according to the report, it is much
cheaper for politicians and political parties to use those services to manipulate election
outcomes and people opinions about certain topics [4, 5]. Detecting fake news is
believed to be a complex task and much harder than detecting fake product reviews
given that they spread easily using social media and word of mouth.

We present in this paper an n-gram features based approach to detect fake news,
which consists of using text analysis based on n-gram features and machine learning
classification techniques. We study and compare six different supervised classification
techniques, namely, K-Nearest Neighbor (KNN), Support Vector Machine (SVM),
Logistic Regression (LR), Linear Support Vector Machine (LSVM), Decision tree
(DT) and Stochastic Gradient Descent (SGD). Experimental evaluation is conducted
using a dataset compiled from real and fake news websites, yielding very encouraging
results.

The remaining sections are structured as follows. Section 2 is a review of related
works. Section 3 introduces our proposed approach and model. Section 4 presents the
experiments conducted to evaluate our proposed fake news detection model. Section 5
makes concluding remarks and discusses future work.

2 Related Works

Research on fake news detection is still at an early stage, as this is a relatively recent
phenomenon, at least regarding the interest raised by society. We review some of the
published work in the following. In general, Fake news could be categorized into three
groups. The first group is fake news, which is news that is completely fake and is made
up by the writers of the articles. The second group is fake satire news, which is fake
news whose main purpose is to provide humor to the readers. The third group is poorly
written news articles, which have some degree of real news, but they are not entirely
accurate. In short, it is news that uses, for example, quotes from political figures to
report a fully fake story. Usually, this kind of news is designed to promote certain
agenda or biased opinion [6].

Rubin et al. [7] discuss three types of fake news. Each is a representation of
inaccurate or deceptive reporting. Furthermore, the authors weigh the different kinds of
fake news and the pros and cons of using different text analytics and predictive
modeling methods in detecting them. In this paper, they separated the fake news types
into three groups:
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– Serious fabrications are news not published in mainstream or participant media,
yellow press or tabloids, which as such, will be harder to collect.

– Large-Scale hoaxes are creative and unique and often appear on multiple platforms.
The authors argued that it may require methods beyond text analytics to detect this
type of fake news.

– Humorous fake news, are intended by their writers to be entertaining, mocking, and
even absurd. According to the authors, the nature of the style of this type of fake
news could have an adverse effect on the effectiveness of text classification
techniques.

The authors argued that the latest advance in natural language processing
(NLP) and deception detection could be helpful in detecting deceptive news. However,
the lack of available corpora for predictive modeling is an important limiting factor in
designing effective models to detect fake news.

Horne et al. [8] illustrated how obvious it is to distinguish between fake and honest
articles. According to their observations, fake news titles have fewer stop-words and
nouns, while having more nouns and verbs. They extracted different features grouped
into three categories as follows:

– Complexity features calculate the complexity and readability of the text.
– Psychology features illustrate and measure the cognitive process and personal

concerns underlying the writings, such as the number of emotion words and casual
words.

– Stylistic features reflect the style of the writers and syntax of the text, such as the
number of verbs and the number of nouns.

The aforementioned features were used to build an SVM classification model. The
authors used a dataset consisting of real news from BuzzFeed and other news websites,
and Burfoot and Baldwin’s satire dataset [9] to test their model. When they compared
real news against satire articles (humorous article), they achieved 91% accuracy.
However, the accuracy dropped to 71% when predicting fake news against real news.

Wang et al. [10] introduced LIAR, a new dataset that can be used for automatic
fake news detection. Thought LIAR is considerably bigger in size, unlike other data
sets, this data set does not contain full articles, it contains 12800 manually labeled short
statements from politicalFact.com.

Rubin et al. [11] proposed a model to identify satire and humor news articles. They
examined and inspected 360 Satirical news articles in mainly four domains, namely,
civics, science, business, and what they called “soft news” (‘entertainment/gossip
articles’). They proposed an SVM classification model using mainly five features
developed based on their analysis of the satirical news. The five features are Absurdity,
Humor, Grammar, Negative Affect, and Punctuation. Their highest precision of 90%
was achieved using only three combinations of features which are Absurdity, Grammar,
and Punctuation.
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3 Proposed Approach and Models

3.1 N-gram Model

N-gram modeling is a popular feature identification and analysis approach used in
language modeling and Natural language processing fields. N-gram is a contiguous
sequence of items with length n. It could be a sequence of words, bytes, syllables, or
characters. The most used n-gram models in text categorization are word-based and
character-based n-grams. In this work, we use word-based n-gram to represent the
context of the document and generate features to classify the document. We develop a
simple n-gram based classifier to differentiate between fake and honest news articles.
The idea is to generate various sets of n-gram frequency profiles from the training data
to represent fake and truthful news articles. We used several baseline n-gram features
based on words and examined the effect of the n-gram length on the accuracy of
different classification algorithms.

3.2 Data Pre-processing

Before representing the data using n-gram and vector-based model, the data need to be
subjected to certain refinements like stop-word removal, tokenization, a lower casing,
sentence segmentation, and punctuation removal. This will help us reduce the size of
actual data by removing the irrelevant information that exists in the data.

We created a generic processing function to remove punctuation and non-letter
characters for each document; then we lowered the letter case in the document. In
addition, an n-gram word based tokenizer was created to slice the text based on the
length of n.

Stop Word Removal
Stop words are insignificant words in a language that will create noise when used as
features in text classification. These are words commonly used a lot in sentences to help
connect thought or to assist in the sentence structure. Articles, prepositions and con-
junctions and some pronouns are considered stop words. We removed common words
such as, a, about, an, are, as, at, be, by, for, from, how, in, is, of, on, or, that, the, these,
this, too, was, what, when, where, who, will, etc. Those words were removed from each
document, and the processed documents were stored and passed on to the next step.

Stemming
After tokenizing the data, the next step is to transform the tokens into a standard form.
Stemming simply is changing the words into their original form, and decreasing the
number of word types or classes in the data. For example, the words “Running”, “Ran”
and “Runner” will be reduced to the word “run.” We use stemming to make classifi-
cation faster and efficient. Furthermore, we use Porter stemmer, which is the most
commonly used stemming algorithms due to its accuracy.
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3.3 Features Extraction

One of the challenges of text categorization is learning from high dimensional data.
There is a large number of terms, words, and phrases in documents that lead to a high
computational burden for the learning process. Furthermore, irrelevant and redundant
features can hurt the accuracy and performance of the classifiers. Thus, it is best to
perform feature reduction to reduce the text feature size and avoid large feature space
dimension. We studied in this research two different features selection methods,
namely, Term Frequency (TF) and Term Frequency-Inverted Document Frequency
(TF-IDF). These methods are described in the following.

Term Frequency (TF)
Term Frequency is an approach that utilizes the counts of words appearing in the
documents to figure out the similarity between documents. Each document is repre-
sented by an equal length vector that contains the words counts. Next, each vector is
normalized in a way that the sum of its elements will add to one. Each word count is
then converted into the probability of such word existing in the documents. For
example, if a word is in a certain document it will be represented as one, and if it is not
in the document, it will be set to zero. Thus, each document is represented by groups of
words.

TF-IDF
The Term Frequency-Inverted Document Frequency (TF-IDF) is a weighting metric
often used in information retrieval and natural language processing. It is a statistical
metric used to measure how important a term is to a document in a dataset. A term
importance increases with the number of times a word appears in the document,
however, this is counteracted by the frequency of the word in the corpus.

One of the main characteristics of IDF is it weights down the term frequency while
scaling up the rare ones. For example, words such as “the” and “then” often appear in
the text, and if we only use TF, terms such as these will dominate the frequency count.
However, using IDF scales down the impact of these terms.

3.4 Classification Process

Figure 1 is a diagrammatic representation of the classification process. It starts with
preprocessing the data set, by removing unnecessary characters and words from the
data. N-gram features are extracted, and a features matrix is formed representing the
documents involved. The last step in the classification process is to train the classifier.
We investigated different classifiers to predict the class of the documents. We inves-
tigated specifically six different machine learning algorithms, namely, Stochastic
Gradient Descent (SGD), Support Vector Machines (SVM), Linear Support Vector
Machines (LSVM), K-Nearest Neighbour (KNN) and Decision Trees (DT). We used
implementations of these classifiers from the Python Natural Language Toolkit
(NLTK).

We split the dataset into training and testing sets. For instance, in the experiments
presented subsequently, we use 5-fold cross validation, so in each validation around
80% of the dataset is used for training and 20% for testing.
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Assume that D ¼ di½ �1� i�m is our training set consisting of m documents di.
Using one of the feature extraction techniques (i.e., TF or TF_IDF), we calculate

the feature values corresponding to all the terms/words involved in all the documents in
the training corpus and select the p terms tjð1 � j � pÞ with the highest feature values.
Next, we build the features matrix X ¼ xij

� �
1� i�m;1� j� p, where:

xij ¼ feature tj
� �

if tj 2 di
xij ¼ 0 otherwise

�

In other words, xij corresponds to the feature extracted (using TF or TF-IDF) for
term tj for document di. Such value is null (0) if the term is not in the document.

4 Experiments

4.1 Dataset

The field of fake news detection is a relatively new area of research. Hence, few public
datasets are available. We used in this work primarily a new dataset collected by our
team by compiling publicly available news article. We also tested our model on the
data set Horne and Adali [8], which is accessible to the public.

Dataset
News ar cles

Pre-processing the 
data 

(tokenizing,stemming 
...etc)

Features Extrac ons
TF, TFI-DF

Training the classifierNews Classifica on

Truthful News

Fake News

Fig. 1. Classification process
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Our new dataset was entirely collected from real world sources1. We collected news
articles from Reuters.com (News website) for real news articles. As for the fake news,
they were collected from a fake news dataset on kaggle.com. The collector of the data set
collected fake news items from unreliable web sites that Politifact (a fact checking
organization in the USA) has been working with Facebook to stamp out. We used 12,600
fake news articles from kaggle.com and, 12,600 truthful articles. We decided to focus
only on political news article because these are currently the main target of spammers.
The news articles from both fake and truthful categories happened in the same timeline,
specifically in 2016. Each of the articles length is bigger than 200 characters.

For every article, the following information is available:

• Article Text
• Article Type
• Article label (fake or truthful)
• Article Title
• Article Date

4.2 Experiments Procedure

We run the aforementioned machine learning algorithms on the dataset, with the goal of
predicting whether the articles are truthful or fake. The experiments started by studying
the impact of the size (n) of n-grams on the performance. We started with unigram
(n = 1), then bigram (n = 2), then steadily increased n by one until reaching n = 4.
Furthermore, each n value was tested combined with a different number of features.

The experiments were run using 5-fold cross validation; in each validation round
the dataset is divided into 80% for training and 20% for testing.

The algorithms were used to create learning models, and then the learned models
were used to predict the labels assigned to the testing data. Experiment results were then
presented, analyzed and interpreted. In the start of our research, we applied our model on
a combination of news articles from different years with a broader variety of political
topics. Our model achieved 98% accuracy when using this type of data. Thus, we
decided to collect our data set so we can require fake and real articles from the same year
and even same month. Furthermore, we decided to limit the scope of the articles. Thus
we only focused on news articles that revolve around the 2016 US elections and the
articles that discuss topics around it. In total, we picked 2000 articles from real and fake
articles we collected, 1000 fake articles and 1000 real articles. The 2,000 articles rep-
resent a subset of the dataset described in the previous section that focuses only politics.

4.3 Experiments Results

We studied two different features extraction methods, TF-IDF, and TF (described
earlier), and varied the size of the n-gram from n = 1 to n = 4. We also varied the
number of features p (i.e., top features selected), ranging from 1,000 to 50,000.
Tables 1, 2, 3, 4, 5 and 6 show the obtained results.

1 http://www.uvic.ca/engineering/ece/isot/datasets/index.php.
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Table 1. SVM accuracy results. The second row corresponds to features size. Accuracy values
are in %.

N-
Gram 
Size

TF-IDF TF 

1000 5000 10,000 50,000 1000 5000 10,000 50,000

Uni-
gram 

84.0 86.0 84.0 84.0 85.0 72.0 69.0 69.4

Bi- 

Gram

78.0 73.0 67.0 54.0 68.0 51.0 47.0 47.0

Tri-

Gram

71.0 59.0 53.0 48.0 53.0 47.0 53.0 47.0

Four-
Gram

55.0 37.0 37.0 45.0 47.0 48.0 40.0 47.0

Table 2. LSVM Accuracy results. The second row corresponds to the features size. Accuracy
values are in %.

N-
Gram 
Size

TF-IDF TF 

1000 5000 10,000 50,000 1000 5000 10,000 50,000

Uni-
gram 

89.0 89.0 89.0 92.0 87.0 87.0 87.0 87.0

Bi- 

gram 

87.0 87.0 88.0 89.0 86.0 83.0 82.0 82.0

Tri-
gram 

84.0 85.0 86.0 87.0 86.0 84.0 84.0 79.0

Four-
gram

71.0 76.0 76.0 81.0 70.0 70.0 70.0 61.0
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Table 3. KNN Accuracy results. The second row corresponds to the features size. Accuracy
values are in %.

N-
Gram 
Size

TF-IDF TF 

1000 5000 10,000 50,000 1000 5000 10,000 50,000

Uni-
gram 

79.0 83.0 82.0 83.0 77.0 70.0 68.0 68.0

Bi- 

gram 

67.0 65.0 68.0 64.0 62.0 55.0 51.0 45.0

Tri-
gram 

73.0 68.0 65.0 67.0 76.0 63.0 57.0 46.0

Four-
gram

69.0 68.0 68.0 58.0 67.0 54.0 56.0 43.0

Table 4. DT Accuracy Results. The second row corresponds to the features size. Accuracy
values are in %.

N- 

gram  

Size

TF-IDF TF 

1000 5000 10,000 50,000 1000 5000 10,000 50,000

Uni-

gram 

88.0 88.0 89.0 89.0 83.0 88.0 88.0 80.0

Bi- 

gram 

85.0 85.0 85.0 84.0 84.0 87.0 87.0 84.0

Tri-

Gram

86.0 86.0 87.0 85.0 86.0 86.0 84.0 86.0

Four- 

gram

74.0 74.0 71.0 74.0 67.0 67.0 70.0 67.0
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Table 5. SGD Accuracy Results. The second row corresponds to the features size. Accuracy
values are in %.

N- 

gram 

Size

TF-IDF TF 

1000 5000 10,000 50,000 1000 5000 10,000 50,000

Uni- 

gram 

88.0 86.0 88.0 89.0 87.0 86.0 89.0 85.0

Bi- 

gram 

86.0 85.0 87.0 86.0 85.0 84.0 85.0 84.0

Tri-

gram 

84.0 85.0 86.0 86.0 85.0 85.0 87.0 87.0

Four- 

gram

70.0 72.0 74.0 80.0 72.0 73.0 72.0 78.0

Table 6. LR Accuracy Results. The second row corresponds to the features size. Accuracy
values are in %.

N-
Gram 
Size

TF-IDF TF 

1000 5000 10,000 50,000 1000 5000 10,000 50,000

Uni-
gram 

83.0 89.0 89.0 89.0 89.0 89.0 83.0 89.0

Bi- 

gram 

87.0 87.0 88.0 88.0 87.0 85.0 86.0 86.0

Tri-
gram 

86.0 85.0 88.0 87.0 83.0 83.0 83.0 82.0

Four-
gram

70.0 76.0 75.0 81.0 68.0 67.0 67.0 61.0
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From the results obtained in our experiments, Linear-based classifiers (Linear
SVM, SDG, and Logistic regression) achieved better results than nonlinear ones.
However, nonlinear classifiers achieved good results too; DT achieved 89% accuracy.
The highest accuracy was achieved using Linear SVM as 92%. This classifier performs
well no matter the number of feature values used. Also with the increase of n-gram
(Tri-gram, Four-gram), the accuracy of the algorithm decreases. Furthermore, TF-IDF
outperformed TF. The lowest accuracy of 47.2% was achieved using KNN and SVM
with four-gram words and 50,000 and 10,000 feature values.

We conducted additional experiments by running our model on the dataset of Adali
and Horne [8], consisting of real news from BuzzFeed and other news websites, and
satires from Burfoot and Baldwin’s satire dataset. We obtained 87% accuracy using
n-gram features and LSVM algorithm when classifying fake news against real new,
which is much better than the 71% accuracy achieved by the authors on the same
dataset.

5 Conclusion

The problem of fake news has gained attention in 2016, especially in the aftermath of
the last US presidential elections. Recent statistics and research show that 62% of US
adults get news on social media [12, 13]. Most of the popular fake news stories were
more widely shared on Facebook than the most popular mainstream news stories [14].
A sizable number of people who read fake news stories have reported that they believe
them more than news from mainstream media. Dewey [15] claimed that fake news
played a huge role in the 2016 US election and that they continue to affect people
opinions and decisions.

In this paper, we have presented a detection model for fake news using n-gram
analysis through the lenses of different features extraction techniques. Furthermore, we
investigated two different features extraction techniques and six different machine
learning techniques. The proposed model achieves its highest accuracy when using
unigram features and Linear SVM classifier. The highest accuracy score is 92%.

Fake news detection is an emerging research area with few public datasets. We run
our model on an existing dataset, showing that our model outperforms the original
approach published by the authors of the dataset. In our future work, we will run our
model on the few other publicly available datasets, such as the LIAR dataset which was
released only recently, after we completed the current phase of our research [10].
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Abstract. Social Payment Apps have now become an integral part of indi-
vidual’s life and business operations because of its reliability, easiness, and pace
of transferring money. However, with the development of new technology, the
security related issues have also increased drastically. In this research, many
problematic issues have been observed in various apps that are in use these days.
Both technical and social vulnerabilities were observed, that would allow an
adversary to steal individual’s credential information or leak it. Moreover, a
usable and secure payment guidelines and steps will be provided to make a
better payment application which will gain users’ trust and e-commerce busi-
ness. To measure the performance of the used payment app, one needs to dive
off the boat in order to understand the flaws. Venmo, Google Wallet, and Apple
Pay are the key apps that are analyzed and risks are observed in relation to social
engineering. Moreover, a secure payment protocol using one-time password
tokenization method is proposed that will keep transactions more secure. This
research enlightens the security challenges and possible mitigations to prevent
data breaches.

Keywords: Tokenization � Social engineering � PCI-DSS compliance � Social
payment apps � Security � Payment protocol � Private key � Public key

1 Introduction

These days fascination has led to the inception of new types of payment services that
are blending capabilities with social networking. This new type is termed as “Social
Payment App”. The good examples of this blend of service are [1] ‘PayPal’, ‘Venmo’,
‘Google Wallet’, ‘Apple Pay’ and much more, that lets you request, pool and pay
money with your friends.

The social payment apps are directly connected to either user’s bank account or
debit/credit card detail and turn into a website or an app. The money is withdrawn or
deposited to the account as per user’s choices [1]. These apps are now capitalized in
businesses nowadays as they have the ability to integrate loyalty and incentive pro-
grams [2].

Social payment applications bring new opportunities and with them, the new risks
are evolved eventually with the growth of vulnerability and threat. With the
advancement of technology, people always seek for an ease, flexibility and of course
security while exchanging money on social apps. Social payment transactions can be
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more exposed to risk as several users are linked to each other in performing payment
service. This multi-user transaction environment is favorable to exploitation by
adversaries using technological attacks if appropriate preventive measures are not
established throughout the whole payment system [3]. As the technology advances,
digital hacking is also growing at the same pace.

To retain high-security standards, it is imperative for service providers of social
payment apps to consider this as a major parameter. Assuming that system or user’s
phone are somehow undermined then an adversary can easily access the bank infor-
mation or can easily manipulate the payments on the app. With the emergence of the
new market, it would be a challenge to step ahead along with customer education,
service providers, payment methods and fraud detections and preventions for the
mitigation of security risks [4].

About Project
The analysis is performed on different social payment apps such as Venmo, Google
Wallet and Apple pay that are currently used among users because of their services at
the intersection of the payment process and social network. The standard laws related
to mobile payment security are also compared. Finally, the issues found in these social
payment apps that violate security, such as fraudulent transactions or information
leakage of users whose access must be restricted are improved using possible solutions.

2 Related Work

Customers now carry mobile phones more often than a wallet or purse. Making pay-
ment through mobile payment apps is much easier service that has been issued to the
customer but security and privacy risks are major barriers to adoption. The major
concern is about hacking or intercepting of personal data. At the point when customers
or users are offered a protected online payment condition, customers don’t have to give
cash each time they want to split a bill or make a purchase.

In the year 2014, Venmo app was used for security research. Kraft and his team [5]
researched technical and social vulnerabilities and found several issues in the appli-
cation. They analyze the issues at payment processing position and at social net-
working. They looked for bugs that could allow others to steal the money of another
person. Moreover, they gave some considerable suggestions for the improvement of
application.

The researchers initially downloaded the APK file of the Android version of
Venmo and then used dex2jar for decompiling of a file. Later on, they tried to figure
out apps process and their payment system which resulted in them finding a private API
endpoint.

Another group in the year 2016 also researched on this social payment apps
security. Khandekar and her team [6] analyze Square Cash and highlight its flaws. In
order to find risks and security issues, they tried different methods to inspect issues in
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this application. They researched on every aspect such as security checking, authen-
tication, authorization and other related issues.

This group initially retrieved APK file and unpacked it. Later they convert the
obtained .dex file through reverse engineering into a jar file using dex2jar. The
recovered jar file was decompiled using a decompiler and source code. They proposed
a secure payment protocol as an improvement method and provide some useful
guidelines that could help in building a secure protocol.

Jawale and Park [7] analyze the possible security concerns and vulnerabilities in
Apple Pay. They relate their work with other social payment apps such as Google
Wallet, Samsung Pay, PayPal, and AliPay. In their findings, they found some security
concerns regarding transactions and payment data that deal directly with the users and
their credential information.

Moreover, researchers even analyzed and suggested the best possible ways to make
the system more reliable along with the implementation to overcome security flaws.

Roland and Langer [8] performed the relay attack on Google Wallet to understand
its functionality and security issues. To compare this with Apple Pay, Margraf and his
team [8] performed similar actions on Apple Pay to determine components needed for
functionality and transaction security issues.

After analyzing security parameters both in Apple Pay and Google Wallet, they
demonstrated that security vulnerabilities are more exploited in later in contrast to the
former.

3 Analysis

3.1 Risk Assessment of Social Payment Apps

3.1.1 “Venmo”
Venmo is a widely used social payments application that has provided a frictionless
way among friends to pay each other cashless such as sharing rent or splitting bills and
anything else. Venmo is fast, casual, convenient and trendy. It has allowed users to
connect with their friends, send payments, charge other users, and publicize their
transactions to other users under various privacy settings [5].

Venmo was acquired by PayPal which is owned by eBay. It prominently assures its
security by using the encryption on all connections with the help of SSL (Secure Socket
Layer) basically called as bank-grade security (used by leading banks and govern-
mental agencies) to secure users’ transactions or access to their personal data
information.

Ben Kraft and his team [5] reverse engineered their private API to analyze issues
that violate Venmo’s security. In their findings, they disclose the leakage of infor-
mation about transactions during API call and sending and receiving spoofed messages.
Moreover, in their testing, they found Venmo’s security policy more unsecured as they
were able to make fake accounts and send payments to non-friend users too.

Venmo took a heat when security holes were revealed after a user’s account was
defrauded to a huge amount of money. It’s been studied that Venmo’s interface and
social networking interface made it vulnerable to social engineering attacks [9].
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Apart from this Venmo still does not hold some basic security feature such as
two-factor authentication [10] or any notifications when a password is changed or
account is added. These issues have not trickled down yet which is a big problem.

3.1.2 “Google Wallet”
Google wallet is another peer-to-peer social payment app which is developed and
owned by Google itself. Both the debit card details and bank account information are
linked to the Google account and could be used in both Android and iOS system. The
funds are added to the Google account and then could be used accordingly such as
transferring to another account or paying directly whenever one makes a purchase [11].

Though Google assures 100% security coverage but still there are some major
concerns that must be taken into account. On Android devices, Google run pseudo
open ecosystem due to which the device makers and carriers get the ability over custom
versions of firmware and give access to the third-party application. This simply
explains the lack of control of Google on running devices. In the year 2012, a security
flaw was uncovered in which an adversary could view all credential information of
user’s digital wallet on a device. This could be made possible with Brute force attack
uncovering PIN code associated user’s Google Wallet [12].

Since Google Wallet stores credential information but officials claimed that the data
is encrypted and an attacker will not be able to get access as the information is never
shown in the app. Moreover, this social payment app uses host card emulation rather
than tokenization to obtain a secure connection using Near Field Communication chip.
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Due to effective fraud reduction, all major credit card companies, banks, and
corporations are backing this new technology. With the addition of a layer of security,
there will always be a chance of some form of a security breach due to some unno-
ticeable vulnerability [13].

3.1.3 “Apple Pay”
Apple Pay is another social payment app or digital wallet that uses iOS devices
including iPhone, Apple Watch, iPad, and Mac. In order to get rid of credit/debit cards
or PIN/magnetic stripe transaction, Apple designs this solution with additional
Two-factor authentication contactless transaction method. It allows a user to initialize
payments and transfer money between user, merchant and card issuer.

It’s aim is to replace wallet and prevent people from digging into purse or wallet to
look for credit cards and debit cards [14]. It uses NFC technology and can be used at
any NFC-based contactless payment POS terminal.

Apple somehow put emphasis on security to gain the trust of iPhone users and
assuring the owners that payment information and transaction is safe and secure than
their physical wallet [14]. It’s hard to define the difference between Google Wallet and
Apple Pay but if a single point of failure is considered then Google Wallet lags behind.

Though Apple pay possesses some vulnerability, still they are more secure than
credit cards. Apple has a partnership with many major banks to handle transactions. For
the security problems identified, it has to keep in mind that security measures such as
passwords or fingerprint scanners are always on edge of risk.

3.2 Potential Security Issues in Social Payment Apps

Surprisingly, money is social which is considered for buying or selling products. These
days mobile and social networks have become a funnel for online payment which offers
great business deals to financial industries and gives rise to new security threats as well.
In this study risk assessment is analyzed by considering confidentiality, availability,
and integrity as principle areas. Social payment apps link directly to the individual’s
bank account/credential information and thus require highest security standards. If
systems or personal phones are compromised, hackers could easily access information
of users and manipulate payments [15].
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On the surface, all social payment apps use security policies such as Secure Socket
Layer to protect their customers’ information by encrypting data, hashing passwords
and verifying links with banks and other users in order to protect it from snooping.

As discussed in the analysis the possible threats are Verification Lapse,
Unauthorized/Fake accounts (Open access), Malware/Virus (DOS attack). Moreover,
some of the apps don’t use two-factor authentication and do not even notify when
changes are made in the account. A phishing scam is another effective attack that
somehow attempts to steal information from customers. Some other security concerns
that can be traced generally are Human Error when a personal device (mobile phones)
are hacked and other could be using Public Wi-Fi which gives hackers to access
unsecured data [16].

Contactless technology, in general, presents new risks and frauds interconnected
with finance, technology, legal and compliance and of course users. These challenges
require a clear focus on risk and governance to overcome this issue. All social payment
apps have some vulnerability so do the processors, and even the trusted credit card in
the wallet. Vendors who have created such apps are diligently working to figure out
risk factors and mitigation techniques for it.

4 Scope Problem and PCI DSS Compliance Requirements

The Payment Card Industry Data Security Standards (PCI DSS) develops and main-
tains information security standards for organizations that manage payment data
security. PCI DSS provides best practices to social app developers or manufacturers.

PCI DSS has a big impact on organizations and is much more challenging than
most organizations realize because with the growth of organizations the information
also spread at the same pace. PCI DSS requirements/guidelines are important to follow
the credibility and security purposes of a company. Companies dealing with PCI DSS
struggles to follow a pattern [17]. As with most information security issues, PCI DSS
compliance starts with the information of an individual. It is not limited to payment
card data but to any kind of data that involves confidential information. In order to deal
with PCI DSS, strategic planning needs to be followed not tactical (Fig. 1).

Objectives of PCI DSS [18]:

1. Building and maintaining a Secure Network and protecting cardholder data.
2. Implementing strong access control measures and maintaining security policies.
3. Preventing account data from being intercepted when entered into a mobile device.
4. Preventing account data from compromise while processed or stored within the

mobile device.
5. Preventing account data from interception upon transmission out of the mobile

device.
6. Preventing unauthorized device access and escalation of privileges.
7. Protection against malware and known vulnerabilities.
8. Confirming secure coding, engineering, and testing.
9. Detection of theft or loss of data and able to report events on server side.

144 J. Saini



The main focus of above objectives is to show direction on how to secure social
payment processes along with the payment environment itself and how to prevent it
from being intercepted during a transaction or being compromised on mobile devices
while processing or storage, by giving training to developers in the emerging market.

Venmo protects user data with firewalls as stated on their webpage [19]. To protect
user’s cardholder data, Venmo follows all PCI requirements and guidelines such as
encrypting data transmission of cardholder in all types of networks.

Google Wallet has a PCI standards level of one, which is the highest a business can
achieve [20]. They submit a quarterly network scan after testing security breaches in
their payment infrastructure and then send an attestation of compliance form to the
Council to inform them that they’ve met the security requirements, such as protecting
IDs, passwords, personal information of customer or using a firewall configuration.

Apple’s new token-based system has definitely changed the environment. The
specific way of designing new security system and keeping customer’s privacy, res-
onate across the market [21]. Apple Pay worked on enhancing the security for the
transactions that are directed through it. The multiple ways of protection such as
fingerprint identification, dedicated chip to hold payment information, and a single-use
payment “token” offer security that is today’s need for transactions. Apple Pay is a
leading, developed and promising app but still need to maintain PCI DSS requirements
like point-to-point encryption for protection of data.

5 Recommendations

The Payment Card Industry wants the cardholder data that includes credit card numbers
and other identity information, to be protected. In short, privacy is the main challenge
as it deals with user’s confidential information. The ongoing battle between security
vendors and adversaries regarding a loss of sensitive data is a big problem and is likely
to be worse for established companies. In order to lower this exposure, the practice of
tokenization can be used.

5.1 Rate Limiting Mechanism

Social payment apps have numerous benefits when it comes to the ease of use and
security. All the payment transactions are protected under the security policies followed
by payment app companies whether it’s encryption or repellence of malware. To
prevent fraudsters brute forcing the secret codes or card verification value code the ‘rate

Fig. 1. Payment card industry security standards
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limiting mechanism’ [22] is one of the suggested solutions. Not all apps require
adopting this, but apps like Apple Pay and Venmo need this implementation. This
mechanism will simply shut down the system after 3 incorrect tries and user will have
to wait for 24 h before retrying for next time.

5.2 Tokenization

These social apps are currently working on smart phones under secured protocol but
still facing security issues. The tokenization is used to protect it by replacing sensitive
information with modified data from which it is improbable that an adversary could
recover the sensitive information. This technology provides secure and good protection
to the information.

Tokenization converts the plaintext message into a token. The tokenization server
replaces the plaintext with the encrypted one. The security provided by a tokenization
system is essentially unrelated to the difficulty an attacker has in converting a token into
the corresponding plaintext. This is probably so hard that it’s essentially impossible.
Instead, other aspects of a tokenization system will always be much easier to exploit,
and these are where we should focus our attention.

5.3 One Time Password

One-time passwords are passwords that are only valid for a single or small number of
transactions. This contrasts with conventional passwords which are valid for many
transactions as users are reluctant to voluntarily change passwords frequently. Since
OTPs are only valid for a limited number of users, an attacker has a smaller window of
time to gain access to resources guarded by such a password because any previously
stolen passwords will likely have become invalid. As with traditional passwords,
one-time passwords are vulnerable to man-in-the-middle attacks [23].

By observing the OTP before it is successfully received by the authenticator, an
attacker has a valid password. Because of this undesirable property, both OTPs and
conventional passwords must travel securely. Typically, the one-time password is
generated by a hardware device that the person desiring to be authenticated carries to
promote use across many physically distant domains. The hardware implements an
algorithm that generates passwords in a specific manner that the authenticator knows.
The hardware device will often display the password on a small screen for a user to
type into the authenticator.

6 Proposed Secured Payment Protocol

Since not every application is using all of the above recommendations, it is hard to say
which app is more secure and safer. After analyzing extensively possible security issues
in them, we designed a proposed secured protocol that helps mitigate possible security
flaws up to some extent. The proposed secured payment protocol for social payment
apps is comprised of following stages using both tokenization and one-time password:
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Proposed Scenario

• Sender shares his information with a server such as ID, receiver’s detail, and
witness value W, private key P, generated using Diffie–Hellman assumption, and
request for receiver’s ID to initiate a transaction.

• To initiate transaction sender will be provided with one-time password token which
will be used to compute ID.

• The server checks the authorization of both senders’ from issuer and receivers’ from
acquirer and responds accordingly to transaction request made by a sender with
required details like receiver’s ID.

• It further calculates witness W using receiver’s one-time password token after
receiver accepts the request.

• Once sender computes W, it calculates private key X.
• To get authentication, the sender sends an encrypted authentication request to server

and server further send it to the payment gateway.
• Payment gateway contacts issuer and acquirer financial organizations for withdrawal

and transfer of the amount from respective accounts after verifying their tokens,
encrypted form of credit/debit card details, generated using the tokenization method.

• Payment gateway has all required parameters to calculate private and public keys, so
as to decrypt messages. On response to these authentication requests, payment gate-
way sends an encrypted response which is recovered by a server and later by sender.

Stage 1: Issuing a One-time password token
Sender and receiver will be issued a 6-digit token once he tried to log in. This one-time
password token is sent as SMS or email. Token generator will generate a random token
for particular time period.

Stage 2: Self-generating key
In proposed protocol, a self-certified public key is generated based on identity and
one-time password. As per Diffie–Hellman assumption, internal mechanism in sender’s
end device generates a nonsingular elliptic curve E defined over a finite field Fq of
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characteristic p such that Fq is used with base point generator P of prime order n. It
chooses a key pair (S, Pk), where Pk = SP. The related parameter Pk is public key
while S is secret key [24].

Private Key Generation

• Sender chooses a one-time password O1 and computes N such that

N ¼ H1 ID;O1ð ÞP ð1Þ

• ID, O1 are sending to system authority over secure channel and request receiver to
exchange his one-time password (O2) after receiving request message and calcu-
lates W as a witness payer.

W ¼ NþO2P ð2Þ

• It computes partial private key X as follows

X ¼ H2 ID;Wð ÞSþO2 ð3Þ

• Finally Server returns W, X to user over secure channel using which Secret Key Sk
can be calculated

Sk ¼ XþH1 ID;O1ð Þ ð4Þ

Public Key Extraction

• From Eq. (4) we obtain

Sk ¼ XþH1 ID;O1ð Þ

• Multiply Prime number P on both sides

SkP ¼ XPþH1 ID;O1ð ÞP

• Using value of X from Eq. (3)

SkP ¼ H2 ID;Wð ÞSPþO2PþH1 ID;O1ð ÞP

• As per Eq. (1), N = H1(ID, O1)P

SkP ¼ H2 ID;Wð ÞSPþO2PþN

• As per Eq. (2), N + O2P = W

SkP ¼ H2 ID;Wð ÞSPþW
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• As Pk = SP

SkP ¼ H2 ID;Wð ÞPkþW

• Public key is

Pk ¼ SkP�Wð Þ=H2 ID;Wð Þ

Stage 3: Transaction Completion
Payment gateway now has both public key and private key that are computed as above.
These keys are used for the decryption of information sent by sender and details related
to it. The payment gateway holds all the parameters and thus contact sender’s issuer
and receiver’s acquirer for encrypted authentication request and responds to server and
later to sender for the completion of transaction.

7 Conclusion

In this paper, security analysis of various social payment applications is done in various
factors. It has been observed that these apps are secured and reliable. However, in order
to improve the level of security, a new payment protocol was introduced called as self
certified key generation payment protocol using one-time password tokens to establish
a link between two participants for sharing a key. Using this protocol, user can send or
receive money without any third-party involvement for key generation which reduces
various types of security attacks, provide user anonymity and secure tokenized trans-
action. This proposal will help in future developments in secured social payment apps.
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Abstract. Hyper-Spectral Image (HSI) classification is one of the essential
problems in hyperspectral image processing. It has been researched extensively
and has resulted in a variety of publications. A key approach investigated in
recent years incorporates both spectral and spatial characteristics to analyze the
hyperspectral data. In this paper we have presented our proposed approach to
improve the accuracy of HSI classification. Support Vector Machines have been
used to classify spectral characteristics of images in conjunction with Markov
Random Fields that classify HSI using spatial means. However, this current
technique of combining them does not enforce smoothness in spatial and
spectral analyses. We ensure finer segmentations in the results by adding our
innovative approach of including Fuzzy-Markov Random Field to spectral
classification. The ‘fuzziness’ promotes smoother transitions among classified
pixels while preserving region integrity. Results show the efficacy of our
approach.

Keywords: Hyperspectral imagery � Support Vector Machines � Fuzzy image
processing � Markov Random Fields

1 Introduction

In recent years, immense research efforts have been devoted to hyperspectral image
classification. Given a set of pixel vectors of a hyperspectral image, the goal of clas-
sification is to assign a unique label to each pixel-vector so that it can be represented by
a given class. Although classification can be either supervised or unsupervised, due to
its better performance supervised classification has received far more audience. Various
classification techniques have been proposed that label a pixel on the basis of its
spectral properties alone, with no attention to labels which are assigned to neighboring
pixels [1]. A prominent method among such supervised spectral classification tech-
nique is the Support Vector Machines. However, in remote sensing images the pixels in
the neighborhood are likely to be assigned the same labels, because imaging sensors
acquire significant portions of energy from adjacent pixels and also because ground
cover types generally occur over a region that is large compared to the size of a pixel [2].
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Thus there has been a significant trend to incorporate spatial information into the erst-
while spectral classification techniques.

Among the approaches of spectral classification with rudimentary spatial coverage
has been [1]. Here SVM spectral technique has been applied at multiple spatial reso-
lutions and depending on the variation among the SVM results of multiple layers,
segmentation procedure is carried out. In [2] spectral spatial classification is targeted by
incorporating Spatial Markov Random Field based regularization to the SVM gener-
ated spectral classification results. This work was extended in [3] by adding another
spectral classified called the Multilogistic Regression (MLR) in tandem with the SVM.
The MLR learns the spectral class probabilities generated by the SVM and has the
effect of smoothening and refining the SVM predictions. Another extension in this
direction has been [4], the research here performs gradient on the principal component
of hyperspectral imagery and thereby get the edge information. The edge pixel are then
provided higher weights. In [5] a different direction is undertaken. Instead of per-
forming spectral classification, wavelet based spectral compression is carried out
thereby generating compressed spatial scenes. Grayscale morphology is thereupon
performed and resultant data is stacked back into the hyperspectral imagery. This
results in an augmented hyperspectral cube incorporating spatial context. Use of texture
from invariant moments have been used in [6]. Feature vector from texture and spectral
are then used for classification. Other approaches include DNA encoding [7], super
pixel approach [8] minimum spanning tree [9], and window patch based spectral
kernel-classification technique [10].

From the above survey we see that the field of spectral spatial classification as
applied to hyperspectral scenario has been well exploited. Numerous techniques haven
been presented using the MRF model for spatial regularization, but besides a very few,
no work has been done to exploit the inherent MRF structure. The well-known MRF
energy structure considers neighborhood energy as well as likelihood energy. This
paper’s main contribution is to exploit the neighborhood prior of the MRF by incor-
porating nonlinearity in terms of the fuzzy median filtering approach. By incorporating
such advanced novelty we bring a new outlook to application of MRF based spectral
spatial classification for Hyperspectral Imagery. In the following sections we provide
background information on the relevant techniques used in our approach, followed by
the architecture of our novel method and finally end with presentation of comparative
results and conclusions.

2 Materials and Methods

2.1 Data Sets

The scene for testing our algorithm was gathered by AVIRIS sensor over the Indian
Pines test site in North-western Indiana in the late nineties. It consists of a square image
of 145 � 145 pixels and 224 spectral reflectance bands in the wavelength range
0.4–2.5 � 10−6 m. This scene is a subset of a larger one. The Indian Pines scene
contains two-thirds agriculture, and one-third forest or other natural perennial vege-
tation [13]. Other than the agricultural content, there are two major dual lane highways,
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a rail line, as well as some low density housing, other built structures also embedded in
the scene. Since the scene is taken in June some of the crops present, corn, soybeans,
are in early stages of growth with less than 5% coverage, hence there is significant
similarity in their spectral signatures. The ground truth available is designated into
sixteen classes and is not all mutually exclusive. Typically reduced data band image is
used by removing bands covering the region of water absorption: [104–108], [150–
163], 220. The resultant image has 200 bands. Indian Pines data are available through
Purdue University’s MultiSpec site [14].

2.2 Framework

In this section, we detail our process. We first perform probabilistic SVM pixel wise
classification in the first step. The results of the spectral classification is supplied as an
input to spatial processing. Markov Random Field has been used in past as spatial
operator. One of the main contributions of this paper is to use Fuzzy Markov Random
Field to smoothly classify the pixels. We first provide the details for the key techniques,
namely probabilistic SVM and Fuzzy Filtering and Markov Random Fields. We then
detail how these techniques are implemented in our paper.

2.2.1 Probabilistic Support Vector Machines
We refer to the reference [15] for the details of probabilistic SVM. For a pixel, we need
to know the a posteriori probabilities that the pixel belongs to each of the K classes
yi (i = 1, 2,…, K) given that the pixel has the feature vector xk2 Rd (k = 1, 2,…, N);
where d and N are the numbers of bands and pixels of input image respectively. With
the probability, p(yi|xk), we can write a discriminant function as: xk 2 yi if p(yi|xk) > p
(yj|xk).

8j = i: ð1Þ

Various classification techniques are introduced to process hyperspectral data,
however we suggest to use support vector machine (SVM) for this purpose [16, 17].
SVM originally do not provide class probability estimates, while in [17] two previous
techniques are proposed for this purpose based on combining all pairwise comparisons.
We use one which is implemented in the LIBSVM library [18]. The approach used is to
first perform binary SVMs for each class in one-against-all fashion. So for K classes we
generate K binary SVM models. These models are then used to predict the probability
of every pixel being a member of a particular class. The resultant probabilities from all
classes generate the conditional probability of the pixel for each class p(xk|yi) for
xk 2 Rd (k = 1, 2,…, N) and yi (i = 1, 2,…, K).

2.2.2 Fuzzy Image Filtering
The effect of Markov Random Field is to perform spatial regularization. It considers
pixel neighborhoods called Cliques and calculates prior potentials. The potential
generating functions weigh pixel similarity much more than dissimilarity. While this
enables image smoothening, it tends to make the image-edges week and over
smoothens them. For above reasons, we reinforce edges in Markov priors before MRF

Spectral-Spatial Classification of Hyperspectral Imagery 153



processing. We choose Fuzzy based edge reinforcement, which forms one of the key
contributions of this paper. Fuzzy edge enhancement works on window regions which
in our case are Markov cliques. Membership functions play important role in fuzzy
logic and are used to calculate the fuzziness in a fuzzy set. For our case we use
Trapezoid and Gaussian membership function on grey scale differences. The functions
are defined below:

TrzFðDyk; r; s; t; uÞ ¼

0
z�r
s�r ðDyk\rÞorðDyk [ uÞ

r�Dyk � s
1 s�Dyk � t
u�z
u�t t�Dyk � u

8
>>>><

>>>>:

ð2Þ

Where r, s, t and u are various parameters of the trapezoidal Membership Function for
Fig. 1(a).

The details of the Gaussian (shown in Fig. 1(b)) Membership Function are

GFðDyk;m; dÞ ¼ e�
ðDyk�mÞ2

2d2 ð3Þ

where m and d are the mean and variance.
And Dyk represents the respectively the deviation of the representative measure of

the prior within a window y(k), wherein the window size is denoted by the variable
k. Using the ‘fuzzied’ input (by application of the membership functions), and a set of
fuzzy rules [13], and fuzzy output membership functions, we generate an ‘Edgeness’
factor for the clique region. This term can be added to the prior data very much like
High Boosting effect in image processing, thereby producing edge enhanced prior for
MRF processing.

2.2.3 Markov Random Field
The last step of this proposed approach is to utilize the Markov Random Field
(MRF) for spatial regularization. The MRF technique considers spatial neighborhood
of a pixel and its likelihood probability for belonging to any particular class. Based on

Fig. 1. Graphical example of Trapezoid (left) and Gaussian (right) membership functions
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the pixel’s class probability and spatial consistency, MRF generates local energy given
by:

UðxiÞ ¼ UspectralðxiÞþUspatialðxiÞ
UspectralðxiÞ ¼ �lnfPðxijyiÞg
UspatialðxiÞ ¼

X

xi2Ni

bð1� dðyi � yjÞÞ
ð4Þ

where, P(xi|yi) is the conditional likelihood of observation xi belonging to class
yi; ði ¼ 1; . . .;NÞ, and Ni is the neighborhood of observation xi:b is the control
parameter and d :; :ð Þ is the Kronecker delta function. It is to be noted here that the
likelihood probabilities are generated based on the input from the spectral classification
step. The local energy for each observation is then used in an optimization framework
to generate the class prediction for the observation for minimum global energy of the
image. We use the ICM algorithm for calculation of the optimality.

2.3 Architecture of Proposed Method

Traditionally Hyperspectral Imagery has been classified using spectral techniques. This
is due to the significant spectral information available for harnessing. For our dataset
we have 220 bands available for processing. The spectral signatures however do not
consider their neighborhoods. This leads to ‘pixelated’ classifications, and significant
absence of smoothness in the results. This becomes even more important as modern
hyperspectral sensor are able to generate high resolution data and thereby provide
‘spatial consistency’. Recent research approaches have addressed this issue and have
published multiple techniques of utilizing spatial information. Among then use of
Markov Random Field (MRF) regularization scheme is by far most significant, due to
its extreme flexibility and applicability. The MRF approach enables us to enrich the
model further. Recent venue of research on MRF have focused on developing
advanced neighborhood energy criteria. The advancement proposed in this paper,
which also makes it of the key contributions, is to incorporate fuzzy edge enhancement
into the energy the energy criteria. As previously elaborated in Sect. 2.2.2, by per-
forming fuzzy edge enhancement on the neighborhood cliques of the MRF model, we
ensure that the energy term is not biased by smoothness maintaining region consistency
and enforces spatial regularization on the MRF results. So, the effect of incorporating
the fuzzy filtering into the spatial prior formulation of the Markov Random Field is the
changed spectral and spatial energy function, given by:

UspectralðxiÞ ¼ � lnfPðxijy0i kð ÞÞg
UspatialðxiÞ ¼

X

xj2Ni

bð1� dðy0i kð Þ � y0j kð ÞÞÞ ð5Þ

y0 kð Þ ¼ yðkÞþ Edgeness[y(k)] (refer Sect. 2.2.2).
We will see in the experiment section that this enables smoother class segmenta-

tions. The flowchart of the proposed algorithm is shown below in Fig. 2.
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3 Results and Discussion

3.1 Results and Comparison with Previous Techniques

In this section we provide the results of the application of our new algorithm and
compare it with current results. The results show that our approach generates significant
improvement in smoothness of the result and better group uniformity than the current
approaches of classification. Next, we present the table of comparative results between
the spectral classification (using SVM), the spectral spatial classification using
SVMMRF and finally our FuzzySVMMRF technique. In order to compare the results,
we calculate the amount of variance in the output results of each of the three com-
parative algorithms (Fig. 3).

To better study the variance we select 7 groups out of the total sixteen groups. The
choice of selection is based on group size and the uniqueness of their spectral signa-
tures. Figure 4 shows the considered groups, with their group number represented by
false color (jet) image.

For the above seven groups, we use the two commonly used criteria of measuring
variability, namely, standard deviation and range. The result from the three algorithms
under consideration for all the seven groups are presented in the Table 1. From the
result we clearly see that our novel method (FuzzySVMMRF) quite often outperform
the previous two techniques with respect to preserving smoothness within each
group. Markov based techniques can also be applied iteratively, with each iteration
incrementing the spatial regularity. As the performance for all the Markov processes
deteriorate with increased iteration we do not expand in this direction. We also ensure
that the distinction among the ground truth groups are maintained amongst the com-
parative methods. Figure 5 shows the mean values for each of the seven groups as
result of the three algorithms in discussion.

Hyperspectral
Imagery 

SVM based
probabilistic 
spectral 
classification

MRF based
Regularization (with 
incorporation of 
fuzzy prior)

Final
Classification
Result

Fig. 2. Flow chart of the FuzzySVMMRF algorithm’s workflow.

Fig. 3. False color Indiana Pines image and its ground truth map
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From Fig. 5 we see that all the algorithms are able to maintain the distinction
between the groups. it is to be noted that our algorithm outperforms MRF technique as
it provides much more variablity for the mean signatures than MRF technique.

Finally we present visual images for the SVM results and the two MRF based
techniques. As is seen from Fig. 6, our method is able to maintain better smoothness as
well as region consistency. Narrow regions like roads on the top right segment of the
image (highlighted by black oval) are preserved by our technique like MRF, it also

Fig. 4. False color image of the seven groups under consideration.

Table 1. Comparison among the three techniques (SVM, SVMMRF, FuzzySVMMRF for 1
iteration of the MRF-ICM algorithm)

Grp1 Grp2 Grp3 Grp4 Grp5 Grp6 Grp7

Standard deviation per group
SVM 1.3716 2.8767 1.2457 1.2124 1.2203 1.9327 1.5901
SVMMRF 1.3398 2.5322 1.4772 1.3587 1.4344 1.9891 1.6521
FuzzySVMMRF 1.1911 1.324 1.1866 1.286 1.3462 2.1172 2.101
Range per group
SVM 3.7248 6.2009 3.3293 3.2441 3.5724 4.5493 4.0629
SVMMRF 3.3906 5.8531 3.5477 3.4423 3.726 4.9742 4.2277
FuzzySVMMRF 2.9532 3.2711 2.8774 3.1161 3.5267 5.0399 5.1419

Fig. 5. Mean values of each of the seven ground truth groups for the three algorithms.
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(a) 

(b)

Fig. 6. Representative images of the final classification for (a) SVM (b) SVMMRF
(c) FuzzySVMMRF
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does much better in maintaining region segments like in the bottom right of the image
(highlighted by white circle). Thus the efficacy of our approach is clearly visible.

3.2 Conclusion

The results of hyperspectral image spectral-spatial classification using a novel method
is proposed in this paper. The result of spectral classification using probabilistic
approach is augmented using spatial regularization. Extending from generic Markov
Random Field, this paper presents a new fuzzy based neighborhood prior energy term
for the MRF. This advanced MRF is better able to perform classification and maintain
class smoothness as well as region consistency as evidenced from the presented
experimentation.
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Abstract. This paper investigates the monitoring of infants using wearable
sensor networks technologies based on blood oxygen saturation. Wearable
sensors are suitable for the diagnostic and monitoring of “applications”. Their
miniaturization as well as that of electronic circuits play a vital role in the
development of wearable systems. On the other hand, bBood oxygen content is
now considered as one of the vital signs for infant monitoring based on tem-
perature, respiratory rate, heart rate, and blood pressure. One of the main
advantages of pulse oximetry is that measurements are taken non-invasively
through optical measurements. The system consists of a sensor module, a
monitor, and an alarm. The sensor is to be placed on a peripheral tissue bed such
as the child’s ankle. The monitor should be able to receive telemetric data
through a signal from a sensor. The monitor and an alarm could be placed in a
different room, for instance, the parents room. The alarm must sound if an
abnormal level of oxygen or pulse rate is detected. This paper reports on the
usability of such monitoring system. This paper discusses on a general archi-
tecture for infant monitoring system using wireless body area network based on
oxygen saturation.

Keywords: Wireless sensor networks � Pulse oximetry � Sensor module �
Monitor

1 Introduction

In the literature, several care systems have been developed for monitoring the health
status of elderly people, but these systems are not necessarily applicable to infants since
infants are most likely at a great risk of death and such risk cannot be predicted in
advance using the above-mentioned systems. In addition, it has been reported [1] that
most such systems are not necessary suitable for monitoring the oxygen blood content.
These drawbacks have prompted the research community to investigate the design of
systems capable of monitoring the infant’s oxygen saturation. In such system, a
wireless sensor device can be placed on the thin part of the patient’s body-earlobe,
across a foot or fingertip or on the infant body part, then used for monitoring the
amount of oxygen carried in the patient’s body. In such systems, a monitor component
is designed to receive the signal from the sensor component, and an alarm is incor-
porated, whose function is to raise some sounds whenever some abnormal changes
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occur in the patient’s blood saturation level [1]. In the recent years, several devices and
sensors have been developed for clinical research and health monitoring. Meanwhile,
several wearable sensor devices have also emerged as sensing technologies, which
have high accuracy in terms of measurements. Examples of these are baby vest which
includes fully-integrated sensors for measuring various body conditions of infant. In
[2], a monitoring system was developed, which can be used to monitor the breathing,
fever and volume of a baby sleeping in the crib. In [3], a wearable hardware gadget was
developed, which can be used to capture the biological status of the baby such as
motion, temperature and heart rate. In [4], an infant monitoring system was developed,
which can be used to monitor the exhaled air from an infant, in order to reduce the
potential risks of the Sudden Infant Death Syndrome (SIDS). In such system, which
includes a sensor network to monitor the heart rate, temperature and humidity under
clinical observation and home condition, CO2 sensors are placed around the cradle in
order to check the carbon dioxide level. Considering the resulting output, it is possible
to detect unusual infant’s respiration. Indeed, an alarm is raised if something unusual
happens. In [5], a monitoring system based on GSM networks was developed, which
are suitable for measuring the heart rate and blood pressure using a transmitter and a
receiver. Sensors are placed on the infant’s chest and the above-mentioned parameters
are sensed and the results are reported to a microcontroller. The data is received by the
GSM module and send to the server, which makes them available via a Web browser.
Typically, the use of such system typically triggers an audible alarm/message so that
immediate actions can be taken whenever a problem occur.

2 Existing Infant Monitoring Systems

Several monitoring systems for infant monitoring have been proposed in the literature
[1]. Here, our focus is on systems based on the ZigBee technology such as the one
depicted in Fig. 1, which are mainly used for collecting and transferring the monitoring
information using temperature sensor and heart beat sensor. In fact, Zigbee is low-cost
and low-powered network deployed for controlling and monitoring the applications. In
such system, the network is usually operated in a mode where the battery power is
conserved all the time. The considered system consists of five modules, namely the data
acquisition module, the data processing module, the health status detection module, the
wireless communication module and the power supply module. The data acquisition
module collects the data from the infant by using various types of sensors. The data
processing module includes some data processing methods such as A/D conversion,
feature extraction and few data processing algorithms. The health status detection
module is usually meant for comparing the results obtained from the sensors. In
determining the health status of the infant, a threshold is usually predefined. The
wireless communication module is meant to achieve the transmission of information
between infants, the base station, and the parents, which are the three entities usually
involved in the communication. The power supply module provides the necessary
energy for the entire system. There exist at least one coordinator for the network, which
is responsible for handling and storing the information while performing the receiving
and transmitting data operations. In such system, Zigbee routers act as intermediary
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devices that permit the data to pass to/from other devices. Zigbee operates in two
modes, namely, beacon mode and non-beacon mode. In a beacon mode, the coordi-
nators and routers continuously monitor the active state of incoming data, yielding
more power consumption. In this mode, the routers and coordinators are always in the
active mode because at any time, any node can wake up and communicate. In a
non-beacon mode, when there is no data communication from the end-devices, the
routers and coordinators enter into the so-called sleep state. Periodically, the coordi-
nator wakes up and transmits the beacons to the routers in the network whenever it is
deemed necessary. All nodes in this network are connected as a star topology and a
central node is assigned the role of network controller.

Based on specific targeted requirements, the system’s hardware can be modified to
deploy more sensors. Typically, when the measured data exceeds the allowable normal
range, the system triggers an alarm message to the concerned healthcare professionals.
Furthermore, the system depicted in Fig. 1 is meant to measure different physical
parameters of an infant using three different sensors. The microcontroller receives the
signals from the sensors and processes them before sending them to a ZigBee trans-
mitter module. This transmitter module then transmits the signal, which is received at
the other end by the receiving antenna of the ZigBee receiver as illustrated in Fig. 2.

Next, the receiver antenna receives the data sent by the transmitting antenna and the
data are sent to a Monitoring unit for display.

Temperature sensor Heart rate sensor Muscle sensor 

Microcontroller unit

ZigBee

Transmi ng antenna

Fig. 1. Block diagram of the transmitting section

Receiving antenna           ZigBee unit   Monitoring unit 

Fig. 2. Block diagram of the receiving section
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3 System Design

In a nutshell, a wireless sensor network can be defined as a set of autonomous sensor
nodes that are meant to monitor the physical conditions such as sound, temperature,
and pressure. These sensors communicate the data directly to a centralized processing
station, as well as with the base station. A sensor node is typically composed of four
basic components, namely, a sensing unit, a transceiver unit, and a power unit as shown
in Fig. 3.

In the above-mentioned infant monitoring system, the use of a wireless sensor
module (as shown in Fig. 4) is to monitor the important signs of the infant such as
respiration rate, body temperature, and blood pressure. The output of these deployed
pressure sensors is then converted into digital signals using an analog to digital con-
verter (ADC). These signals are processed using a microcontroller and the resulting
output is transferred via a wireless module to the monitor.

In the monitoring module of Fig. 4, the body part activity and facial expression of
the infant are taken into consideration and various sensors such as wet sensors are
placed on the infant to monitor its respiration rate and other vital signs. This module
consists of a cradle made of sensor nodes. The infant is placed in the cradle and sensors
are placed on various parts of the cradle and the infant’s body (for instance, his foot or
ear lobe). An embedded application is invoked to process the information collected by
these sensors. While doing so, an alert message is trigger if something abnormal
occurs. It should be noted that the sensors motes that are used to monitor the oxygen in
the infant’s body transmit the data in pulse intervals once every second, and the
frequency of the generated waveforms is analyzed and sent wirelessly to a micro-
controller which processes them. Other key components of the infant monitoring
system depicted in Fig. 4 include: (1) the respiration rate sensors – example applica-
tions of these sensors in practice are given in [6, 7]; temperature sensors – which
typically fall in two categories, namely those that produce a voltage as indicator and
those that generate other types of physical responses that should be converted into a
voltage for measurement purpose [8]. Well-known examples of such sensors include

Radio transceiver 

Power source

Sensors

Processor

Fig. 3. Components of a wireless sensor network
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thermocouples, resistance temperature detectors, thermistors, infrared, and semicon-
ductor sensors [9]. In using the aforementioned monitoring system, a pulse oximeter is
also involved (as shown in Fig. 5), which is used for measuring how much of the
hemoglobin in the blood of the patient is carrying the oxygen. This is referred to as
measuring the oxygen saturation level (Spo2) [10]. This is done by measuring the
absorption of different wavelengths of light that undergo preferential absorption by the
oxyhemoglobin or the deoxyhemoglobin [11].

Heart Respiration                                

Rate Rate

Temperature 
Sensor

Pressure 
Sensor

ADC

Micro controller

Monitor

Fig. 4. Wireless sensor module

Amplifier Filter Controller

Finger Tissue

LED 

Serial 
Communication

LCD Display

Fig. 5. Block diagram of the pulse oximeter
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The heart rate is determined by measuring the elapsed time between peaks of the IR
signal [11]. The pulse oximeter used for measuring the blood oxygen saturation and
heart rate consists of sensors (see Fig. 5), a led driver, a microcontroller, and a LCD
module [12, 13]. The signals from the sensors are amplified and sent to the micro-
controller which then measures their levels. Next, the data is sent from the micro-
controller to the LCD module. In this system, two types of light are considered, one
referred to as transmitted light and the other referred to as reflected light. Both types of
lights include probes, transmittance probe, and reflectance probe. Transmittance probe
are composed of two LED’s on one side and a light detector on the other side. Thus, the
tissue which needs to be analyzed for blood saturation and heart rate is placed between
the two types of light. On the other hand, the reflectance probe consists of two LED’s
and a light detector on the same side. Thus, it can be placed over any body tissue of the
infant. The light is then emitted with the help of LED and passes through the body
tissues and the same light is reflected by the bone, then is detected. In this process, the
use of the reflectance probe is more complex than that of the transmittance probe.

4 Conclusion

This paper has provided a review of sensor systems for infants, including monitoring
methods and techniques based on some of the recent research on wireless sensor
networks’ applications. As future work, the following points will be explored: (1) il-
lustrating the proposed infant monitoring system using a case scenario which involves
data collection and analysis; (2) qualitative comparison of existing state-of-the-art
infant monitoring systems, including a discussion on metrics or measurements methods
which can be used to evaluate the above-discussed sensor systems for infants; and
(3) Discussion on how the collected data could be used for analytics or insights.
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Abstract. The number of cyber threats is constantly increasing. In 2013,
200,000 malicious tools were identified each day by antivirus vendors. This
figure rose to 800,000 per day in 2014 and then to 1.8 million per day in 2016!
The bar of 3 million per day will be crossed in 2017. Traditional security tools
(mainly signature-based) show their limits and are less and less effective to
detect these new cyber threats. Detecting never-seen-before or zero-day mal-
ware, including ransomware, efficiently requires a new approach in cyber
security management. This requires a move from signature-based detection to
behavior-based detection. We have developed a data breach detection system
named CDS using Machine Learning techniques which is able to identify
zero-day malware by analyzing the network traffic.
In this paper, we present the capability of the CDS to detect zero-day ran-

somware, particularly WannaCry.

Keywords: Network behavior analysis � Ransomware � Artificial intelligence �
Machine learning � Zero-day threat � Compromise detection

1 Introduction

Signature-based malware detection systems struggle with the identification zero-day
malware, as by design such systems rely on known malware patterns. In contrast,
behavioral systems can potentially detect such malware.

One of the latest malware that has challenged the capability of existing malware
detection systems is the WannaCry ransomware. The damage caused by WannaCry is a
testimony to its ability to evade most current malware detection systems, which in
general rely on signature models.

CDS [2] is an advanced malware detection system that uses behavioral features and
heuristics models, combined with machine learning techniques to detect both known
and novel forms of malware.

In this paper, we analyze the behavior of the WannaCry ransomware, and study the
capacity to successfully detect it.

The paper provides a sneak peek on malware analysis and detection using
real-world industry scale appliance.

The rest of the paper is structured as follows. Section 2 gives an overview of CDS.
Section 3 provides an outline of the WannaCry ransomware. Section 4 presents the
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analysis of WannaCry ransomware using CDS. Section 4 discusses related technolo-
gies. Section makes concluding remarks.

2 CDS Overview

CDS (Compromise Detection System) is a new generation of data breach detection
system that incorporates behavioral analysis to detect the most evasive malware, per-
sistent threats and zero-day exploits.

The CDS operates in a systematic way by:

1. Collecting network packets entering and going out of the network;
2. Analyzing network packets for detecting malware, data breach and malware related

activities, and feeding the processed packets to an alerting module and to a learning
module.

3. Determining a normal behaviour of the computer network with machine learning
algorithms for allowing detection of any deviation from normal behaviour of the
computer network;

4. Storing information about the normal behaviour of the computer network and
signatures of known malware, and feeding such information to an analysis module
and a learning module;

5. Correlating results obtained from steps (2) and (3) to reduce false positive in a
behaviour detection phase; and

6. Creating an alert upon detection of malware, data breach, and malware related
activities over the computer network.

The CDS can be configured in active mode to take action when a compromise or
abnormal behavior is detected in a network. Thus, the CDS can:

• Interact with a firewall to block the source of a compromise.
• Interact with a Network Access Control (NAC) when a computer is infected or

displays suspicious behavior. This will result in the isolation of compromised
device from the network.

The CDS has at least two modes of operation:
Standalone mode
In the standalone mode, all the components of the modules are integrated in the

same system acting as a unique appliance being physical or virtual.
Distributed mode
In the distributed mode, different data collection modules are connected to each

segment of a computer network and forward collected data to a centralized analysis
module of the system.

Figures 1, 2 3 depict the CDS dashboard. The dashboard shows the number of
compromised and suspicious devices. The administrator can also see the latest alerts
that were generated, as shown in Fig. 2.

Impacted devices are classified by priority (LOW, MEDIUM, HIGH). Thus, when
an alert is generated, the security administrator knows which devices they must focus
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Fig. 1. CDS Dashboard
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on. High priority devices should be corrected first, followed by Medium and Low
priority ones.

The CDS comes with several default reports. Figure 4 depicts a sample report
which shows the sources of compromises.

Fig. 2. Example of alerts generated by the CDS

Fig. 3. View sources of attacks and compromises, by country

Fig. 4. Threats report
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3 WannaCry Ransomware

WannaCryptor, also known as WannaCry, is a ransomware [1] that surfaced on Friday
May 12th and instantly made international headlines. This great media attention is due
to the ravages caused by this ransomware (crippled hospitals in the UK, massive
infections at FedEx, Vodafone, Renault, etc.) as well as its capacity to propagate in a
way that was never seen before. In fact, more than 200,000 computers spread over 150
countries were infected between May 12th and May 14th, 2017.

WannaCry targets files with specific extensions on the infected computers to
encrypt them. These extensions include but are not limited to .doc, .docx, .xls, .xlsx,
.ppt, .pptx, .pst, .ost, .msg, .eml, .vsd, .vsdx, .txt, .csv, .rtf, .pdf.

3.1 Definitions

To fully understand the scope and operation of WannaCry, it is important to get
familiar with the following concepts and definitions.

Ransomware
A ransomware is a type of malicious software (malware) that encrypts data, mainly
files, on the infected machine and demands a ransom to decrypt the affected data.

Computer Worm
A computer worm is a malicious program similar to a computer virus due to its
malicious effect (it usually causes damage to the system it infects). The difference
between them lies in the method of propagation. A computer worm does not require a
user interaction to propagate as it only needs the available resources on the system to
accomplish that. Therefore, an infected machine could potentially infect dozens if not
hundreds of other machines.

Zero-Day Malware
A zero-day malware refers to a new generation of malicious tool that just appeared.
Conventional security tools based on signatures (i.e. antivirus, intrusion detection or
prevention systems, SIEM) are not capable of detecting this type of cyber threat.

TOR
Internet protocol used to anonymize conversations or communications over the
Internet.

WannaCry ¼ Ransomware þ ComputerWorm

The particularity of WannaCry lies in the fact that it is a ransomware that uses a
worm to spread. In order to infect new targets and spread, WannaCry exploits a critical
vulnerability that affects the Windows operating system [3]. A Microsoft hotfix has
been available since March 14th, 2017, about a month before the major incident caused
by WannaCry.

For information, the vulnerability exploited by WannaCry concerns the SMB
protocol (Server Message Block) [4] and can lead to remote computer code execution.
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Almost all non-updated Windows versions, from Windows XP to Windows 10, are
vulnerable.

4 Analysis of WannaCry Ransomware Using CDS

4.1 Methodology

To analyze WannaCry, we have set up a confined test environment where a Windows 7
computer has been infected (IP = 192.168.0.186). The network traffic generated by the
infected computer was then captured for analysis purposes.

We have established two (2) network configurations for our analysis. In the first
configuration, the infected host had access to the Internet while in the second con-
figuration, the host did not have access to the Internet.

Two (2) variants of the WannaCry ransomware were analyzed: the first version,
which appeared on May 12th, 2017 and the second, which appeared a few days later.
The purpose of the analysis of the second variant was to obtain an idea of its degree of
variation with respect to the initial version (i.e. new functionalities).

1. Version 1 analyzed (original WannaCry version)

File name: WannaCry.EXE
HashSHA256:
ed01ebfbc9eb5bbea545af4d01bf5f1071661840480439c6e5babe8e080e41aa
Hash MD5: 84c82835a5d21bbcf75a61706d8ab549

2. Version 2 analyzed

File name: mssecsvc.exe
Hash SHA256:
24d004a104d4d54034dbcffc2a4b19a11f39008a575aa614ea04703480b1022c
Hash MD5: db349b97c37d22f5ea1d1841e3c89eb4

4.2 Dynamic Analysis of WannaCry

Once infected with the first version of WannaCry (original version), the Windows 7
host scans the local network as well as randomly generated IP addresses for vulnerable
systems. The scans are done on the 445 port (associated with the SMB service). If the
connection is established, WannaCry executes the EternalBlue [5] exploit to infect the
machine.

One of the main behaviors of the original WannaCry version is that before
encrypting the infected host hard disk and scanning the Internet for vulnerable systems,
it sends a DNS query to the following domain: ifferfsodp9ifjaposdfjhgosurijfaewr-
wergwea.com. Figure 5 depicts sample network traffic capture showing a DNS query
initiated to the randomly generated domain name.

As a reminder, the registration of this domain name by Malwaretech, an English
researcher, fortunately slowed down the spread of the ransomware. Indeed, as we have
seen in our analysis, the original version of WannaCry does not run if it does not
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receive a response to its DNS query. This domain name acts as a “kill switch”. The
registration of the domain name ifferfsodp9ifjaposdfjhgosurijfaewrwergwea.com
therefore severely limited the impact of WannaCry.

Another feature of WannaCry is that it installs a TOR client on the infected
machine to communicate with remote malicious servers. This makes all communica-
tions (any encryption key exchange, messages, etc.) anonymous and encrypted.

A word on the domain ifferfsodp9ifjaposdfjhgosurijfaewrwergwea

At a glance, one notices that this domain name is generated randomly (random-
generated domain). However, it has been randomly generated only once and is the
same for all copies of WannaCry version 1.

The use of randomly generated domain names is a widely used technique by several
malicious tools (including malware command and control units- also known as C&C).
This method makes it difficult to track C&C servers because the number of randomly
generated domain names can be as high as 50,000 per day (in the case of the Conficker
malware) and an infected computer can send queries to about 500 domains.

In general, queries to a randomly generated domain name is an indicator of com-
promise or suspicious behavior of a computer.

4.2.1 What to Remember About the Behavior of the Original Version
of WannaCry When It Is Executed in an Environment with Internet Access

• If the DNS query to the domain www.iuqerfsodp9ifjaposdfjhgosurijfaewrwergwea.
com is successful, the execution of the ransomware ends and the hard disk of the
infected host is not encrypted.

• If the DNS query fails, the hard disk is encrypted.

4.2.2 What to Remember About the Behavior of the Original Version
of WannaCry When the Test Is Performed in an Environment Without
Internet Access

• The DNS query to www.iuqerfsodp9ifjaposdfjhgosurijfaewrwergwea.com domain
fails. WannaCry runs and encrypts the hard disk of the infected host. After infec-
tion, WannaCry displays on the user’s screen as shown in Fig. 6.

Fig. 5. DNS query initiated to the randomly generated domain name
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• WannaCry then attempts to connect to TOR [6] routers without success. As shown
in Fig. 7, the ransomware keeps going by running thousands of scans on external
addresses to port 445, the port exploited by the SMB vulnerability in order to
potentially find other vulnerable Windows hosts to infect (confers multiple SYN
requests initiated by the infected host whose IP address is 192.168.0.168).

Fig. 6. Screen displayed after infection of a host by WannaCry

Fig. 7. Scans generated by WannaCry for SMB vulnerability (port 445)
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4.3 Capacity of the CDS to Detect WannaCry

4.3.1 Detection of the Original Version of WannaCry
By analyzing the network packets generated by the WannaCry-infected Windows 7
machine, the Domain Generated Detection module of the CDS generated an alert when
that machine sent the DNS request to the domain www.iuqerfsodp9ifjaposdfjhgosur
ijfaewrwergwea.com. This CDS module uses Domain Generation Algorithms
(DGA) [7] to detect domain names of this kind.

As shown in Fig. 8, CDS was able to detect the first version of WannaCry on day 0
of its expansion, on Friday, May 12, 2017. CDS provides the ability to view or
download all of the network packets that generated the alert in PCAP format. The
downloaded PCAP file could be read by tools such as Wireshark [8] or Tcpdump [9]
(depicted by Fig. 10).

The CDS Signature Detection Module also detected WannaCry, after updating,
following the availability of the SNORT [9] signatures, as shown by Fig. 9.

Fig. 8. Detection of WannaCry by the CDS

Fig. 9. Alerts generated by the CDS signature detection module
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4.3.2 Detection of WannaCry Version 2
The analysis of the second version WannaCry shows that it does not have a “kill
switch”. This variant has therefore been redesigned in order to have no stopping
condition. We also found that this version does not have a “worm” function, which
explains why it does not try to propagate by scanning other computers to exploit the
SMB vulnerability.

The particularity of this version of WannaCry is that it continuously initiates
queries to TOR routers. One notices the use of randomly generated domain names in
queries, as shown in the traffic samples in Figs. 11 and 12.

4.3.2.1 What to Remember About the Behavior of Version 2 of WannaCry When
Executed in an Environment that Does not Have Access to the Internet

• WannaCry encrypts the computer’s disk and continually tries to connect to TOR
routers.

Fig. 10. Viewing network packets related to alerts directly on the CDS Dashboard. It is also
possible to download them in PCAP format.

Fig. 11. The infected host establishes remote connections with TOR routers.
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4.3.2.2 What to Remember About the Behavior of Version 2 of WannaCry When
It Is Executed in an Environment with Internet Access

• WannaCry encrypts the computer disk and connects to remote digital routers.

4.3.2.3 Capacity of the CDS to Detect Version 2 of WannaCry
As with the first WannaCry version, the CDS is able to detect version 2, always relying
on its Domain Name Detection module by analyzing TOR requests.

5 Related Work

In this section, we briefly discuss related malware detection technologies in industry
handled the wannaCry ransomware threat.

5.1 AlienVault Evaluation

AlienVault Unified Security Management (USM) is a well-known Security Information
and Event Management tool (SIEM) which seems to have a capability to detect
zero-day malware (using behavioral monitoring) according to the company. However,
to detect WannaCry, AlienVault released an IDS signature (ET EXPLOIT Possi-
ble ETERNALBLUE MS17-010 Echo Response) to the USM users [11]. This IDS
signature was made available on 18 April 2017 (3 weeks before WannaCry surfaced.).
Even if the IDS signature was available before WannaCry surfaced, this cannot be
considered as a zero-day detection approach because only updated USM were able to
detect WannaCry.

Fig. 12. Identification of random generated domain in TOR traffic
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5.2 McAfee Approach to Detect WannaCry

McAfee did a reverse engineering of WannaCry binary to detect it [12]. A combination
of static analysis and dynamic analysis was done to extract the Indicators of Com-
promise (IOC) of WannaCry. E.g:

Hashes

• DB349B97C37D22F5EA1D1841E3C89EB4 – Example main dropper
• 509C41EC97BB81B0567B059AA2F50FE8 – Example Sub dropper
• 9C514CAB458488A082070560C40D9DAB

IP Addresses

• 212.51.134.123 :9001
• 5.199.142.236 : 9001
• 197.231.221.221:9001

5.3 FireEye Approach to Detect WannaCry

FireEye used an agent (FireEye Exploit Guard) to monitor ransomware activities on
end points in order to detect WannaCry [13]. Exploit Guard uses a combination of
observations to detect WannaCry: executable file created in temporary folder suspi-
ciously, suspicious process starting from temp folder, registry entry creation, etc.

A centralized console is used to view the security activities occurring on the
network.

6 Conclusion

Detecting zero-day ransomware will remain a big challenge for the cyber security
community. A disruptive and pragmatic approach needs to be taken in order to face to
the explosion of cyber threats. The CDS is our response to this new challenge. Unlike
sandboxing solutions, the CDS does not need to extract the binaries of malware to
decide there is an infection. The behavioral analysis of the network flows using
Machine Learning [14, 15] is sufficient for it to make decisions.

During its evaluation, the CDS proved that it is a powerful tool which is able to
detect zero-day ransomware like WannaCry.

In active mode, the CDS could interact with a firewall to block the source of a
compromise. In the case of WannaCry, the CDS can block the IP of the infected
computer, which would isolate it from the network and prevent it from scanning other
computers for propagation. It has a web-based GUI for viewing security alerts and
events; the corresponding network flow is dumped as a pcap file for each alert.
Comprehensive reports may be generated from this information. These resources help
security administrators during investigations, and in determining the impact of a
security incident.
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