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Abstract

Optical band-to-band absorption can produce an electron and a hole in close

proximity which attract each other via Coulomb interaction and can form a

hydrogen-like bond state, the exciton. The spectrum of free Wannier–Mott

excitons in bulk crystals is described by a Rydberg series with an effective

Rydberg constant given by the reduced effective mass and the dielectric con-

stant. A small dielectric constant and large effective mass yield a localized

Frenkel exciton resembling an excited atomic state. Excitons increase the

absorption slightly below the band edge significantly. The interaction of photons

and excitons creates a mixed state, the exciton–polariton, with photon-like and

exciton-like dispersion branches. An exciton can bind another exciton or carriers

to form molecules or higher associates of excitons. Free charged excitons

(trions) and biexcitons have a small binding energy with respect to the exciton

state. The binding energy of all excitonic quasiparticles is significantly enhanced
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in low-dimensional semiconductors. Basic features of confined excitons with

strongest transitions between electron and hole states of equal principal quantum

numbers remain similar. The analysis of exciton spectra provides valuable

information about the electronic structure of the semiconductor.

Keywords

Band-to-band absorption � Biexciton � Binding energy � Bound exciton �
Confined exciton � Coulomb interaction � Dielectric constant � Effective mass �
Exciton complex � Exciton spectra � Excitonic quasiparticles �
Exciton–polariton � Free exciton � Frenkel exciton � Indirect-gap exciton � Quasi-
hydrogen states � Rydberg constant � Rydberg series � Trion �Wannier-Mott

exciton

1 Optical Transitions of Free Excitons

The transitions discussed in the previous chapters considered electron–hole pair

generation by the absorption of a photon with bandgap energy Eg and neglected the

Coulomb attraction between the created electron and hole. With photons ofhv ffi Eg

, both electron and hole do not have enough kinetic energy at low temperatures to

separate. They form a bound state. This state can be modeled by an electron and a

hole, circling each other much like the electron and proton in a hydrogen atom,

except that they have almost the same mass1; hence, in a semiclassical model, their

center of rotation lies closer to the middle on their interconnecting axis (Fig. 1).

This bound state is called an exciton. These excitons have a significant effect on the
optical absorption close to the absorption edge. There are various kinds of excitons.

Free excitons, the main topic of Sect. 1, are free to move in the crystal; further

classification distinguishes the degree of localization and free excitons in direct or

indirect semiconductors. Confined excitons experience spatial restrictions by

heterojunctions in low-dimensional semiconductors and are discussed in Sect. 2.

Bound excitons are excitons trapped in the potential of a defect, e.g., an impurity

atom, when the interaction to the defect becomes larger than their thermal energy;

their analysis requires a knowledge of the specific defect and is considered in

▶ Sect. 2 of chapter “Shallow-Level Centers”. Furthermore, an exciton may be

(weakly) bound to a free carrier or another exciton, forming a charged exciton

(a trion) or an exciton complex. These states are discussed in Sects. 1.4, 2.2, and 2.3.
The Hamiltonian to describe a free exciton can be approximated as

1This causes the breakdown of the adiabatic approximation. The error in this approximation is on

the order of the fourth root of the mass ratio. For hydrogen this is mn=MHð Þ1=4 ffi 10% and is

usually acceptable. For excitons, however, the error is on the order of 1 and is no longer

acceptable. This is relevant for the estimation of exciton molecule formation discussed in Sect. 1.4.
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H ¼ H0 þ U, U ¼ � e2

4πee0 re � rhj j ; (1)

where H0 is the kinetic energy of the electron–hole pair in the center-of-mass frame

(we neglect the center-of-mass kinetic energy) and U describes the Coulomb

attraction between the electron and hole, screened by the dielectric constant e.
The Schrödinger equation Hψ ¼ Eψ has as eigenvalues a series of quasi-hydrogen

states

Eexc, n ¼ �R1 μ

m0

1

e2
1

n2
with R1 ¼ m0e

4

8e20h
2
¼ 13:6 eV; (2)

whereR1 is the Rydberg energy, μ is the reduced exciton mass given by μ�1 ¼ m�1n

þm�1p for simple parabolic bands, and n as the principal quantum number. The

exciton radius is a quasi-hydrogen radius

aexc, n ¼ aH
e

μ=m0

n2 with aH ¼ h2e0
πm0 e2

¼ 0:529 Å; (3)

where aH is the Bohr radius of the hydrogen atom. For a review, see Bassani and

Pastori-Parravicini (1975), Haken (1976), or Singh (1984).

Depending on the reduced exciton mass and dielectric constant, one distin-

guishes between Wannier–Mott excitons, which extend over many lattice

constants and are free to move through the lattice, and Frenkel excitons,
which have a radius comparable to the interatomic distance. Frenkel excitons

become localized and resemble an atomic excited state (for more detail, see

Singh (1984)). For the large Wannier–Mott excitons, the screening of the Coulomb

potential is appropriately described by the static dielectric constant estat which is

used in Eq. 2.

When the lattice interaction is strong, the electron–hole interaction can be

described by an effective dielectric constant e� ¼ e�1opt þ e�1stat

� ��1
, which provides

less shielding. A further reduction of the correlation energy by modifying the

a bFig. 1 (a) Exciton with a

large radius extending over

many lattice constants and a

center of mass slightly shifted

toward the heavier hole

(Wannier–Mott exciton). (b)
Exciton with a small radius

localized at a molecule in an

organic crystal or an atom in

an organic crystal (Frenkel

exciton)
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effective dielectric constant was introduced by Haken (1963 – see ▶Eq. 96 of

chapter “Interaction of Light with Solids”):

U ¼ � e2

4πe0 re � rhj j
1

estat
þ 1

2

1

eopt
� 1

estat

� �
exp

re
rpe

� �
þ exp

rh
rph

� �� �� 	
: (4)

Here, rpe and rph are the electron and hole polaron radii
2, respectively. The radius of

the exciton consequently shrinks, and the use of the effective mass becomes ques-

tionable. Here, a tight-binding approximation becomes more appropriate to estimate

the eigenstates of the exciton, which is now better described as a Frenkel exciton.

For both types of excitons, one obtains eigenstates below the bandgap energy by

an amount given by the binding energy of the exciton. In estimating the binding

energy, the band structure of valence and conduction bands must be considered,

entering into the effective mass and dielectric function. Such structures relate to

light- and heavy-hole bands, energy and position in k of the involved minima of the

conduction band, and other features determining band anisotropies. This will be

explained in more detail in the following sections. We will first discuss some of the

general features of Frenkel and Wannier–Mott excitons.

1.1 Frenkel Excitons

Frenkel excitons (Frenkel 1931 – see also Landau 1933) are observed in ionic

crystals with relatively small dielectric constants, large effective masses, and strong

coupling with lattice, as well as in organic molecular crystals (see below). These

excitons show relatively large binding energies, usually in excess of 0.5 eV, and are

also referred to as tight-binding excitons. They cannot be described in a simple

hydrogenic model.

1.1.1 Excitons in Alkali Halides
In alkali halides Frenkel excitons with lowest energy are localized at the

negatively charged halogen ion, which have lower excitation levels than the

positive ions. Figure 2 shows the absorption spectrum of KCl with two relatively

narrow Frenkel exciton absorption lines. They relate to the two valence bands at

the Γ point that are shifted by spin–orbit splitting. The doublet can be interpreted

as excitation of the Cl� ion representing the valence bands in KCl. This absorp-

tion produces tightly bound excitons, but does not produce free electrons or holes; that

2When a quasi-free charge carrier (electron or hole) moves through a crystal with strong lattice

polarization, it is surrounded by a polarization cloud. Carrier plus polarization form a polaron, a
quasiparticle with an increased effective mass (see ▶ Sect. 1.2 of chapter “Carrier-Transport

Equations”).
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is, it does not produce photoconductivity as does an absorption at higher energy. The

excited state of theCl� is considered theFrenkel exciton (seeKittel 1966). Itmaymove

from one Cl� to the next Cl� ion by quantum-mechanical exchange. The long-range

Coulomb attraction between electron and hole permits additional excited states which

have a hydrogen-like character, although with higher binding energy (�1 eV) than in
typical semiconductors because of a large effectivemass and relatively small dielectric

constant. An extension of a short-range (tight-binding) potential with a Coulomb tail is

observed in a large variety of lattice defects (see chapter▶ “Deep-Level Centers”) and

provides characteristics mixed between a deep-level and a shallow-level series. It

creates a mixture of properties with Frenkel and Wannier–Mott contributions (see

Tomiki 1969).

Lowest excitation energies Eexc,0 of Frenkel excitons in alkali halides are listed

in Table 1 (Song and Williams 1993). The large difference to the bandgap energy

Eg yields large binding energies EB = Eg�Eexc,0, which significantly exceed those

of Wannier excitons.

The strength of the exciton absorption substantially exceeds that of the band

edge which coincides with the series limit (n =1). The features to the right of this

limit in Fig. 2, labeled with roman numerals, result from excitation into the higher

conduction bands.

I

II

III IV

Γ(3/2,1/3)

Γ(1/2,1/2)

23∞

KCl
T=10K

23∞

Photon  energy  (eV)

A
bs

or
pt

io
n 

co
ef

fic
ie

nt
 α

o 

8 9 10 11
0

20

40

60

80

100

l

l
l

Fig. 2 Absorption spectrum

of KCl at 10 K with two

narrow exciton peaks

identified as transitions at the

Γ point. The hydrogen-like

series are due to the Coulomb

tail of the potential (After

Tomiki 1969)

Table 1 Experimental

lowest-excitation energies

Eexc,0 of Frenkel excitons

for alkali-halide crystals;

Eg and EB denote,

respectively, the bandgap

energy and the resulting

binding energy

Crystal Eg (eV) Eexc,0 (eV) EB (eV)

LiF 13.7 12.8 0.9

NaF 11.5 10.7 0.8

NaCl 8.8 7.9 0.9

NaBr 7.1 6.7 0.4

KF 10.8 9.9 0.9

KCl 8.7 7.8 0.9

KBr 7.4 6.7 0.7
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1.1.2 Excitons in Organic Crystals
Frenkel excitons are observed particularly in organic molecular crystals, such as

in anthracene, naphthalene, benzene, etc., where the binding forces within the

molecule (covalent) are large compared to the binding forces between the mole-

cules (van der Waals interaction, see ▶ Sect. 1.5 of chapter “The Structure of

Semiconductors”). Here, localized excited states within the molecules are favored.

If more than one electron is involved in the excited state, we can distinguish

singlet and triplet excited states, while the ground state is always a singlet state (see

Fig. 3a). In recombination, the singlet–singlet transition is allowed (it is a lumines-

cent transition), while the triplet–singlet transition is spin forbidden. Consequently,

the triplet state has a long lifetime, depending on possible triplet/singlet mixing, and

a much weaker luminescence.

Such singlet and triplet excitons are common in organic semiconductors and

have been discussed extensively (see Pope and Swenberg 1982). Their importance

has also been recognized in inorganic semiconductors in the neighborhood of

crystal defects (Cavenett 1984; Davies et al. 1984) and also in layered semicon-

ductors (GaS and GaSe; Cavenett 1980). The luminescence of singlet excitons is

employed in organic LED (OLED) devices used to create displays for, e.g., mobile

phones or TV screen or for solid-state lighting; for more information, see Shinar

(2004) and Kamtekar et al. (2010).

An example of a molecular singlet and triplet Frenkel exciton is shown in Fig. 3.

Panel (a) gives the level scheme of organic molecules with an even number of π
electrons (i.e., no ions or radicals); the absorption spectrum for tetrachlorobenzene
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Fig. 3 (a) Singlet/triplet exciton schematics with ground state S0, excited singlet states S1 and S2,
and triplet states T1 to T3; occupied spin states are indicated beside the electronic levels. (b)
Optical absorption spectrum of singlet–triplet excitons in a tetrachlorobenzene crystal platelet,

measured at 4.2 K with unpolarized light; line labels denote energy differences in units of cm�1

with respect to the zero-phonon line labeled 0,0 (After George and Morris 1970)
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is shown in panel (b). The transition near 375 nm labeled 0,0 refers to the T1 S0
absorption; transitions at shorter wavelength originate from additional excitations

of molecule and lattice vibrations with energies indicated at the lines. When the unit

cell contains more than one identical atom or molecule, an additional small splitting

of the excited eigenstates occurs. This is referred to as Davydov splitting and is

observed in molecule crystals but not in isolated molecules.

For the exciton transport, we have to distinguish between triplet and singlet

excitons – for a short review, see Knox (1984). For the latter, a dipole–dipole

interaction via radiation, i.e., luminescence and reabsorption, contributes to the

exciton transport. Such a mechanism is negligible for triplet excitons, which have a

longer lifetime and therefore much lower luminescence. For exciton diffusion, see

▶ Sect. 2 of chapter “Carrier-Transport Equations”.

1.2 Wannier–Mott Excitons

Wannier–Mott excitons are found in most of the typical semiconductors and extend

over many lattice constants (seeWannier 1937 andMott 1938). In the center-of-mass

frame, their eigenfunctions, which solve the Schrödinger equation with the Hamilto-

nian Eq. 1, can bewritten as the sumof two terms: a translational partϕ(R) describing
the motion of the entire exciton as a particle with massM= mn + mp and a rotational

part ϕn(r) related to the rotation of electron and hole about their center of mass:

ψ ¼ ϕ Rð Þ þ ϕn rð Þ: (5)

The center-of-mass coordinate R and the electron–hole separation r are given by

R ¼ mnre þ mprh

mn þ mp
and r ¼ re � rh: (6)

The Schrödinger equation of the translation is

� ħ2

2M

@2

@R2
ϕ Rð Þ ¼ EK ϕ Rð Þ; (7)

with the eigenfunctions and eigenvalues determined by the wavevectorK= ke + kh
of the entire exciton:

ϕ Rð Þ ¼ eiK�R, EK ¼ ħ2 Kj j2
2M

: (8)

The rotation is described by

� ħ2

2μ

@2

@r2
� e2

4πee0 rj j
� �

ϕn rð Þ ¼ En ϕn rð Þ; (9)

solved by the quasi-hydrogen eigenvalues given in Eq. 2.
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For isotropic parabolic bands, the minimum optical energy needed to excite an

electron and to create an exciton is slightly smaller than the bandgap energy:

Eg, exc ¼ Eg � R1
μ

m0

1

e2stat

1

n2
þ ħ2 K2

2 mn þ mp


 � with n ¼ 1, 2, . . . ; (10)

the second term is the quasi-hydrogen binding energy (Eq. 2) with e = estat,
and the third term is the kinetic energy due to the center-of-mass motion of

the exciton. This term leads to a broadening of optical transitions compared

to those of bound and confined excitons. The bandgap energy can be

determined from two transitions of the series; e.g., from the 1S and 2S transition

energies Eg ¼ Eg, exc þ Reff
1 ¼ 4

3
E 2Sð Þ � E 1Sð Þð Þ þ Reff

1 is concluded, with Reff
1 the

effective Rydberg energy (or binding energy Eexc,n=1) of the exciton. The values of

the binding energy Eexc,n=1 (Eq. 2) and the quasi-hydrogen Bohr radius aexc,n=1

(Eq. 3) show a clear trend in the dependence on bandgap energy: Fig. 4 shows the

increase of the binding energy and the decrease of the exciton Bohr radius

for increasing low-temperature bandgap. For a listing of exciton energies, see Table 2.

The Wannier–Mott exciton is mobile and able to diffuse (see chapter ▶ “Carrier-

Transport Equations”). Since it has no net charge, it is not influenced in its motion by

an electric field3 and does not contribute directly to the electric current.
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Fig. 4 Exciton binding energy (blue symbols) and ground-state Bohr radius for semiconductors

(green symbols) at low temperature. Ordinate and abscissa values are from ▶Table 2 and

▶Table 8 of chapter “Bands and Bandgaps in Solids,” respectively

3It is, however, influenced by the gradient of an electric field or by strain; see, e.g., Tamor and

Wolfe 1980.
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The ionization energy4 of these excitons in typical semiconductors is on

the order of 10 meV (Table 2 and Thomas and Timofeev 1980); hence, the

thermal energy kT at room temperature (26 meV) is sufficient to dissociate most

of them.

Table 2 Experimental parameters of 1SWannier–Mott excitons for some semiconductors at low

temperature; d and i denote direct and indirect excitons, respectively, and A, B, C excitons with

holes from the respective valence bands in wurtzite crystals; T signifies the measurement temper-

ature; 0 refers to extrapolated data

Crystal d/i

Ground-state

energy

Eg,exc
1S (eV) T(K)

Binding

energy

Eexc,n=1

(meV)

Bohr radius

aexc,n=1 (Å)

Reduced

mass

μ (m0)

Cdiam i 5.409 1.6 80 16 0.191

Si i 1.1545 1.6 14.7 42 0.145

Ge i 0.7405 2.1 4.2 (�3/2)
3.1 (�1/2)

108

143

0.079

0.059

AlN d 6.025 (A)
6.243 (B)
6.257 (C)

1.7

1.7

1.7

�55 (A)
�55 (B)
�55 (C)

AlAs i 2.228 2 18 41 0.134

AlSb i 1.677 4.2 10 64 0.092

α-GaN d 3.476 (A)
3.482 (B)
3.499 (C)

4.2

4.2

4.2

24.0 (A)
22.8 (B)
24.5 (C)

31 (A)
33 (B)
31 (C)

0.164 (A)
0.156 (B)
0.168 (C)

β-GaN d 3.2725 26 32 0.156

GaAs d 1.5152 2 3.6 155 0.044

GaSb d 0.8099 2 1.5 306 0.027

InP d 1.4814 2 4.8 120 0.055

InAs d 0.4157 4.8 1.0 494 0.016

InSb d 0.2347 1.7 0.4 1017 0.009

ZnO d 3.3756 (A)
3.3811 (B)
3.4327 (C)

1.5

1.5

1.5

63 (A)
50 (B)
49 (C)

32 (A)
35 (B)
37 (C)

0.062 (A)
0.057 (B)
0.054 (C)

α-ZnS d 3.8069 0 34.2 27 0.106

ZnSe d 2.8052 0 19.9 41 0.119

ZnTe d 2.3816 0 12.7 62 0.078

α-CdS d 2.5529 (A)
2.5676 (B)

1.6

1.8

27 (A)
31 (B)
30 (C)

26

25

25

0.197 (A)
0.204 (B)
0.211 (C)

CdSe d 1.8265 (A)
1.8503 (B)

0

0

15.7 (A)
16.7 (B)

48

45

0.106 (A)
0.112 (B)

CdTe d 1.595 4.8 10.5 65 0.085

Cu2O d 2.1472 (n = 2) 1.2 98 (n � 2) 11 0.407

4The ionization energy is also referred to as binding energy or Rydberg energy.
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The principal quantum number n defines S states (l = 0) which contribute to

electric dipole transitions in direct-gap semiconductors with allowed transitions,

while P states (l = 1) contribute to dipole-forbidden transitions (see triplet excitons

in previous section). With introduction of symmetry-breaking effects, such as

external fields, external stresses, or those in the neighborhood of crystal defects

(Gislason et al. 1982), and moving slightly away from k = 0, the other quantum

numbers, l and m, need to be considered. This results in a more complex line

spectrum. Exciton transitions with n ! 1 merge into the edge of the band

continuum (Fig. 5).

At low temperatures, excitons have a major influence on the optical absorption

spectrum. This can be seen from the matrix elements Mcv for transitions from near

the top of the valence band to the vicinity of the bottom of the conduction band.

When considering exciton formation, the band-to-band transition matrix elements

(e.g., ▶Eq. 21 of chapter “Band-to-Band Transitions”) are modified by multipli-

cation with the eigenfunction of the exciton ϕn(r) as discussed in the following.

1.2.1 Direct-Gap Excitons
For an excitonic single-photon absorption at the Γ point in a direct-bandgap

material, the matrix element is given by

M excð Þ
cv ¼ Mcvϕn 0ð Þ; (11)

withMcv given by▶Eq. 21 of chapter “Band-to-Band Transitions”. The strength of

the absorption is proportional to the square of the matrix element, which yields

E

Eg

Eg, exc

n = 1

K

2

3

Reff
∞

Fig. 5 Band model with

exciton levels that result in a

hydrogen-like line spectrum

for direct-gap

semiconductors. The shaded

area above Eg indicates

unbound continuum states
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αo, vc, exc ¼ αo, vc ϕn 0ð Þj j2; (12)

where αo,vc is the valence-to-conduction band optical absorption coefficient

neglecting excitons. In the case of isotropic parabolic bands, the eigenfunction of

the nth exciton state is related to the ground state with n = 1 by

ϕn 0ð Þj j2 ¼ n�3 ϕ1 0ð Þj j2: (13)

For exciton states5 below the bandgap, it follows

ϕn 0ð Þj j2hv<Eg
¼

1

a3qH n
3

allowed

n2 � 1

π a5qH n
5

forbidden

8>>><
>>>:

(14)

for the indicated type of transitions (▶ Sects. 1.3 and ▶ 2.2 of chapter “Band-to-

Band Transitions”) and with the quasi-hydrogen radius aqH= aHestatm0/μ= aexc,n=1

for e = estat. For higher excited states, the line intensity decreases proportional to

n�3 or n�5(n2�1) for allowed or forbidden transitions. The optical absorption per

center is spread over a large volume element of radius aqH � n2; therefore, the
corresponding matrix element is reduced accordingly. The spacing of the absorp-

tion lines is given by

E dirð Þ
g, exc ¼ Eg � Eexc,n; (15)

Eg is also the limit of the line series (Fig. 5). Hence, we expect one strong line for

the ground state in absorption, followed by much weaker lines for the excited states

which converge at the absorption edge (see Fig. 7).

Electric dipole-forbidden (1S) transitions6 are observed in only a few semi-

conductors. Most extensively investigated is Cu2O with d-like valence bands,

which has two series of hydrogen-like levels – the yellow (superscript y) and

the green (superscript g) series from the Γ7 and Γ8 valence bands, respectively.

The observed level spectra are given in Fig. 6, with

5ϕn 0ð Þ 6¼ 0 applies only for S states.
6Strictly, such transitions cannot occur at k = 0; however, a slight shift because of the finite

momentum of the photon permits the optical transition to occur because of a weak electric

quadrupole coupling (Elliott 1961). Such transitions can also be observed under a high electric

field using modulation spectroscopy (Washington et al. 1977). Dipole-forbidden transitions are

easily detected with Raman scattering (Sect. 1.3) or two-photon absorption (for Cu2O, see Uihlein

et al. 1981), which follow different selection rules.
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E yð Þ
n ¼ 2:1661� 0:0971=n2


 �
eV and E gð Þ

n ¼ 2:2975� 0:1565=n2

 �

eV (16)

for the P levels of these two series. According to the second case of Eq. 14, the

series starts with n= 2 (Fig. 7b) and is observed up to n= 25 in pure Cu2O crystals7

(Kazimierczuk et al. 2014). In addition, there are two dipole-allowed excitons in the

blue and violet range of the spectrum from the two valence bands into the higher

conduction band Γ12 (Compaan 1975). Figure 7b shows that with sufficient pertur-

bation by an electric field, the electric dipole selection-rule is broken, and the

S transitions are also observed in the yellow (and also in the green) series. Another

material showing forbidden exciton spectra is SnO2.

In contrast to the strongly absorbing Frenkel exciton with a highly localized

electron–hole wavefunction in the ground state, the intensity of the Wannier–Mott

exciton lines is reduced by (a/aqH)
3: the larger the quasi-hydrogen radius aqH is

compared to that of the corresponding atomic eigenfunction a, the weaker is the

corresponding absorption line (see Fig. 7b and Kazimierczuk et al. 2014).

Forhv > Eg near the band edge, the absorption is substantially increased due to the

effect of the Coulomb interaction. With exciton contribution, a semiconductor with a

direct bandgap between spherical parabolic bands has an increased absorption given

by (for details, see Bassani and Pastori-Parravicini 1975)

α dirð Þ
o, vc, exc ¼

γe
expγe
sinhγe

allowed

γe
1þ γe=πð Þ2
h i

expγe

sinhγe
forbidden

8>>><
>>>:

, with γe ¼ π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eexc, n

hv� Eg

s
: (17)

Cu2O
a b

Fig. 6 (a) Absorption spectrum and (b) band structure near the Γ point of Cu2O with strong dipole-

allowed (blue and violet) and weak forbidden (yellow and green) transitions. The absorption below
the yellow series corresponds to indirect transitions to the 1S exciton via phonon coupling

7With a correspondingly large exciton Bohr radius of 1.04 μm for n = 25, compared to �1 nm for

n = 1.
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The Coulomb interaction of the electron and hole influences the relative motion,

and the optical absorption in the entire band-edge range is thereby enhanced, as

shown in Fig. 8. In semiconductors with large estat and small reduced mass μ, only
the first exciton peak is usually observed: in GaAs the relative distance Eg –

Eexc(K= 0) is only 3.4 meV. Higher absorption lines, which are too closely spaced,

are reduced in amplitude and merge with the absorption edge in most direct-gap

III–V compounds. Figure 8 shows the pronounced excitonic absorption below the

band-edge energy Eg and the onset of continuum absorption above Eg. For an

advanced discussion, see Beinikhes and Kogan (1985).

A line spectrum including higher excited states can be observed more easily

when it lies adjacent to the reduced absorption of forbidden transitions. It is also

easier to observe in materials with a somewhat higher effective mass and lower

dielectric constant to obtain a wide enough spacing of these lines. Well-resolved

line spectra of higher excited states can be observed when they do not compete with

other transitions and are not inhomogeneously broadened by varying lattice

environments.

1.2.2 Complexity of Exciton Spectra
The simple hydrogen-like model described above must be modified in real semi-

conductors because of several contributions (Flohrer et al. 1979):

• The anisotropy of effective masses and dielectric constants

• The electron–hole exchange interaction

• The exciton–phonon interaction

• The action of local mechanical stress or electrical fields

• The interaction with magnetic fields
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Fig. 7 (a) Direct-bandgap dipole-forbidden transitions including (red curves) and excluding

exciton excitation (blue curve). (b) Transitions in Cu2O at 4 K (After Grosmann 1963)
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These contributions act on quantum numbers l, m, and s not included in the

discussed model; they introduce anisotropies and lift the degeneracy of conduction

or valence bands as considered in the following.

The anisotropy of the effective masses produces excitons, elongated in the

direction in which the mass is smallest. A compression in the direction of the

largest effective mass reduces the quasi-hydrogen Bohr radius aqH in this direc-

tion by a factor of less than 2 and increases EqH up to a factor of 4 (Shinada and

Sugano 1966). The reduced exciton mass μ, entering the expression for the

exciton energy in Eq. 10, is given by

Photon energy hν (eV) Photon energy hν  (eV)
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Fig. 8 Direct-bandgap dipole-allowed transitions including exciton excitation (i.e., effects of

Coulomb interaction, red curves in (a)) and excluding this (blue curves in a and b). Examples are

(b) for transitions in GaAs (After Weisbuch et al. 2000) and (c) for Ge (After McLean 1963); (c)
shows the decrease of absorption at higher temperatures where excitons can no longer exist;

measured curves are shifted due to the temperature dependence of the bandgap energy Eg(T )
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1

μ
¼ 2

3

1

μ⊥
þ 1

3

e⊥
ek

1

μk
: (18)

The meaning of ⊥ and k depends on the crystal structure. For instance, in wurtzite-
type semiconductors, kmeans parallel to the c direction. For calculation of the reduced

effective mass, we distinguish six effective masses: m⊥
n ,m

k
n,m

⊥
pA,m

k
pA,m

⊥
pB,m

k
pB

with the A and B valence bands split by the crystal field with Γ9 and Γ7 symmetry,

respectively, neglecting the spin–orbit split-off band, the C band.

The lifting of band degeneracies occurs generally when bands are split by, e.

g., intrinsic anisotropy in a crystal or, following the application of mechanical

stress, an electric or a magnetic field. The exciton line spectrum can be distin-

guished with respect to transitions from different valence bands, which result in

different exciton line series with different spacings because of a different

reduced mass. Taking splitting and warping of the valence bands (▶ Sects.

1.2.2 and ▶ 1.2.3 of chapter “Bands and Bandgaps in Solids”) into consider-

ation, one obtains a splitting of the P-like exciton states (Baldereschi and Lipari

1973). This is shown in Fig. 9 as a function of the reduced effective mass. The

reduced mass μ can in turn be expressed as a function of the Luttinger valence-

band parameters:

μ ¼ 6γ3 þ 4γ2
5

mnm0

m0 þ mnγ1
: (19)

For a review, see Rössler (1979) and Hönerlage et al. (1985).

The electron–hole exchange interaction due to the coupling of the electron and

hole spins contains a short-range (JSR) and a long-range term (JLR) (also referred to
as analytic and nonanalytic contributions), which depend on the wavevector of the

exciton motion: Jlongitudinal ¼ JSR þ 2
3
JLR and Jtransversal ¼ JSR � 1

3
JLR. Thereby the

fourfold degenerate A(n = 1) exciton is split into two Γ6 and Γ5 exciton states, each
twofold degenerate (compare Fig. 10b); the fourfold B(n= 1) exciton splits into the

≈ ≈

0.2

0.20.1 0.3

0.3

1.0

1.1
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1S3/2

2P3/2(Γ8)

2P1/2
E e

xc
,n

2P5/2(Γ7)
2S3/2(Γ8)

Fig. 9 Exciton binding

energy for S and P states as a
function of the reduced mass

(After Baldereschi and Lipari

1973)
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Γ5 exciton, which is twofold degenerate, and into the nondegenerate Γ1 and Γ2
exciton states. The A(Γ6) and B(Γ2) states are not affected by the exchange

interaction. For details, see Denisov and Makarov (1973) and Flohrer

et al. (1979) who model explicitly wurtzite CdS. The splitting for GaN is discussed

by Rodina et al. (2001) and for ZnO by Lambrecht et al. (2002).

The exciton–phonon interaction depends strongly on the carrier–lattice cou-

pling, which is weak for predominantly covalent semiconductors, intermediate for

molecular crystals, and strong for ionic crystals (alkali halides). Excitons can

interact with phonons in a number of different ways. One distinguishes exciton

interaction (for reviews, see Vogl 1976 and Yu 1979) by:

• Nonpolar optical phonons via the deformation potential (a short-range interac-

tion; Loudon 1963)
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Fig. 10 Splitting of exciton levels for (a) cubic and (b) uniaxial crystals from the spin-triplet states

(t) into dipole-allowed spin singlets and to the longitudinal (L ) and transverse (T ) dipole-allowed
states due to exchange effects; numbers denote degeneracies. Levels in (b) are given for exciton

wavevectorsK parallel and perpendicular to the crystal c axis. (c) Mixed longitudinal and transverse

modes of the A and B excitons as a function of the angle θ of K with respect to c (After Cho 1979)
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• Longitudinal optical phonons via the induced longitudinal electrical field

(Fröhlich interaction; Fröhlich 1954)

• Acoustic phonons via the deformation potential for a large wavevector, since for

qffi 0 the exciton experiences a nearly uniform strain resulting in a near-dc field,

resulting in no interaction with the electrically neutral exciton (Kittel 1963)

• Piezoelectric acoustic phonons via the longitudinal component similar to the

Fröhlich interaction (Mahan and Hopfield 1964)

Another interaction involves three-particle scattering among photons, phonons,

and excitons, such as the relevant Brillouin and Raman scattering (see Yu 1979 and

Reynolds and Collins 1981).

In solids with a strong coupling of electrons (and holes) with the lattice, the

exciton–phonon interaction can become large enough to cause self-trapping of an

exciton (Kabler 1964). This can be observed in predominantly ionic crystals with a

large bandgap energy and occurs because of a large energy gain due to distortion of

the lattice by the exciton. It results in a very large increase of the effective mass of the

exciton, which is usually a Frenkel exciton. It is distinguished from a polaron by the

short-range interaction of the exciton dipole, compared to the far reaching Coulomb

interaction of the electron/polaron. The self-trapped exciton may be a significant

contributor to photochemical reactions. It is best studied in alkali halides; for a

review, see Toyozawa (1980) and Song and Williams (1993).

In anisotropic crystals with an external perturbation, wemust consider the relative

direction of the exciting optical polarization e, the exciton wavevector K, and the

crystallographic axis c. One distinguishes σ and π modes when e is ⊥ or k to the

plane of incident light, respectively (transverse and longitudinal excitons). When the

incident angle θ 6¼ 90	, mixed modes appear (Fig. 10c). The resulting exciton lines in

cubic and hexagonal systems for k⊥c and kkc are given in Fig. 10a, b.

Many of the band degeneracies are lifted when the crystal is exposed to internal

or external perturbation. Internally, this can be done by alloying (Kato et al. 1970)

and, externally, by external fields such as mechanical stress and electrical or

magnetic fields (reviewed by Cho 1979).

1.2.3 Indirect-Gap Excitons
Indirect-gap excitons are associated with optical transitions to a satellite minimum

at K 6¼ 0. The energy of an indirect exciton is

E indirð Þ
g, exc ¼ E indirð Þ

g � Eexc, n þ ħ2

2μ
K� q0ð Þ2; (20)

with μ as the reduced mass between the valence bands and the satellite minima of

the conduction band. In order to compensate for the electron momentum k0 at the

satellite minimum, the transition requires an absorption or emission of a phonon of

appropriate energy and momentum. The phonon momentum q0 is equal to k0 (see

Fig. 11).
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During the indirect excitation process, an electron and a hole are produced with a

large difference in wavevectors. Such excitation can proceed to higher energies

within the exciton dispersion using a slightly higher photon energy. The excess in

the center-of-mass momentum is balanced by only a small change in phonon

momentum. Therefore, we observe an onset for each branch of appropriate phonon

processes for indirect-bandgap transitions, following selection rules, rather than a

line spectrum observed for direct-bandgap material. Here, relaxing phonon pro-

cesses are hardly observed since they have a much smaller probability.

One obtains for the absorption coefficient caused by these indirect transitions

α indirð Þ
o, cv, exc ¼

α�o f BE

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hv� E indirð Þ

g þ Eg,exc,n þ ħωq

q
þ f BE þ 1ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hv� E indirð Þ

g þ Eg,exc,n � ħωq

qh i
;

(21)

where αo
* is a proportionality factor. This factor includes the absorption enhance-

ment relating to the square of the exciton envelope function, and fBE is the

Bose–Einstein distribution function for the phonons. The two terms describe

transitions with absorption and emission of a phonon, respectively. The allowed

spectrum consequently has two edges for the ground state of the exciton, plus or

minus the appropriate phonon energy. It is shown in Fig. 12b for the indirect gap of

Ge. Excited exciton states disappear because of the strong (1/n3) dependence of the
oscillator strength. The branch caused by phonon absorption also disappears at

lower temperatures as less phonons are available.

For indirect-bandgap semiconductors like Ge, also transitions at K = 0, i.e.,

direct-gap exciton transitions, can be observed; they proceed into a higher band

above the bandgap. As an example, the exciton line near the direct transition at the

Γ point of Ge at 0.883 eV for 77 K is shown in Fig. 12a, c.

k0
q00

Eg

kq00

Eg

EexitonEelectron
LB

VB

Eg - Eg,exc

a b

Fig. 11 Dispersion relation for indirect-bandgap excitons: (a) Typical band dispersion E(k) of an
indirect semiconductor. (b) Satellite minimum with ground and first excited state parabolas of

indirect excitons
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A more structured series of square-root shaped steps at the indirect excitonic

transition is shown for GaP in Fig. 13. Here, different types of involved phonons are

observed more pronounced. The corresponding energies of the absorbed or emitted

phonons are 12.8, 31.3, and 46.5 meV for TA, LA, and LO phonons in GaP,

respectively.
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1.3 Exciton–Polaritons

In some of the previous sections, the interaction of light with electrons was

described by near band-to-band transitions close to K = 0, creating direct-bandgap

excitons. This interaction requires a more precise analysis of the dispersion relation.

The exciton and photon dispersion curves are similar to those for phonons and

photons (Fig. 14). Both show the typical splitting due to the von Neumann

noncrossing principle. In this range, the distinction between a photon and the

exciton can no longer be made. The interacting particle is a polariton or, more

specifically, an exciton–polariton.
Entering the resonance frequency for excitons into the polariton dispersion

equation (▶Eq. 68 of chapter “Photon–Phonon Interaction”) and including spatial

dispersion (ħ2K2ωt
2/μ2), we obtain the exciton–polariton equation

v4 � v2 v2l þ
c2k2

e�

� �
þ c2K2

e�
v2t ¼ 0 (22)

with a kinetic energy term

hv l,tð Þ ¼ hvexc l,tð Þ þ ħ2K2

2 mn þ mp


 � : (23)

The ability of the exciton to move through the lattice represents propagating

modes of excitation within the semiconductor. They are identified by the term/ K2

and have a group velocity (/ @E/@K ) on the order of 107 cm/s. Consequently, the

dielectric constant is wavevector dependent and can be written as

k k

phonons excitons

LB - LP

LB - TP

UB

ck/√ εopt

ck/√ εstat
√ εstat/εopt

ħwLO

ħwTO

Eg-hνl
Eg-hνt

ν2k2

αν2k2
t

a b EE

≈≈

Fig. 14 Comparison between (a) a phonon–polariton and (b) an exciton–polariton (schematic and

not to scale) with upper (UB)- and lower-branch (LB) longitudinal (LP) and transverse polaritons

(TP)
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e� ¼ eopt 1þ v2l � v2t
v2t � v2 þ βK2 � iγv

� �
, whereβ ¼ hvt

mn þ mp
: (24)

There is now an additional spatial dispersion term βK2 in the denominator in

contrast to an otherwise similar equation for the phonon–polaritons, which does

not have spatial dispersion.

The polariton dispersion-equation has several branches. These branches depend

on crystal anisotropy and the relative orientation of the polarization of light, exciton

K vector, and crystallographic axes. As many as four lower and two upper branches

are predicted and observed by single- and two-photon excitation processes. An

example is shown for CdS in Fig. 15, with upper and lower branches for longitu-

dinal and transverse excitons pointed out; the given abscissa values are related to

the wavevector by Re kð Þ ¼ ω=cð ÞRe ~nð Þ . See also Girlanda et al. (1994); for a

review, see Hönerlage et al. (1985).

If the impinging light has an energy below, but close to, a free exciton line in

direct-bandgap semiconductors, a longitudinal acoustic phonon can supply the

missing energy, and resonant Brillouin scattering with exciton–polaritons

occurs. When the energy supplied by the photon lies below the 1S exciton,

one observes a single backward scattered Stokes line at hv1s (Fig. 16) with a

transition k2 ! k02 . When the frequency of the photon lies above hv1S, four
Stokes-shifted lines are expected, for which energy and momentum conserva-

tion is fulfilled. The same number of blue-shifted anti-Stokes lines is addition-

ally observed (not shown in the figure for clarity). The exciton–polariton state is

created with phonons near the center of the Brillouin zone, which interact

strongly with optical radiation.
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Fig. 15 Energy of A and

B exciton–polaritons as a

function of the real part of the

index of refraction for E k and
⊥ to c in a wedge-shaped CdS
crystal compared to

theoretical curves (After

Broser et al. 1981)

1 Optical Transitions of Free Excitons 505



In contrast to the phonon–polariton scattering discussed in▶Sect. 3.1 of chapter

“Photon–Phonon Interaction”, the lower branch of the exciton–polariton is not flat

but parabolic in its upper part, since the exciton is mobile and can acquire kinetic

energy which causes an E / k2 behavior. In addition, there are several lower

branches according to the different excited states of the exciton; for a review, see

Yu (1979). A measured spectrum8, showing several of these branches from the

ground and excited states of the exciton, is shown in Fig. 17. Some of these relate to

interaction with LA phonons, others with TA phonons, as indicated in the figure.

Additional information about the exciton–polariton dispersion relation is

obtained from hyper-Raman scattering. More intense optical excitation is required

to induce a two-photon excitation of a virtual biexciton9 (see Fig. 18). Hyper-

Raman scattering, when using two photons of frequencies v1 and v2, each having an
energy slightly below the bandgap energy and propagating with wavevectors kl and

k2 inside the semiconductor, creates a new intermediate state with

k1 þ k2 ¼ K and hv1 þ hv2 ¼ E Kð Þ: (25)

If the energy hv1 þ hv2 is close to the resonant state (the biexciton), one observes a
strongly enhanced transition (see Fröhlich 1981). The virtual biexciton decays into

two quasiparticles, one of which is observed, while the other remains in the crystal

to conserve energy and momentum. There are three possibilities:

≈

k1 k2

k2

k2’

k2’

k2’

k2’
k2’

k1’

k1’
k1’

k1’

k0

2’ 21’ 1hν
 

hν1s 

Fig. 16 Dispersion curves of

free exciton–polaritons with

inner (1, 10) and outer

branches (2, 20), indicating
the Stokes processes of

Brillouin scattering between

different branches

8The analysis of the measured reflection spectrum as a function of the wavelength and incident

angle is rather involved. A relatively simple method for measuring the central part of the

exciton–polariton spectrum in transmission through a prismatic crystal was used by Broser

et al. (1981) (see Fig. 13).
9A state close to an actual biexciton state (Sect. 1.4) which immediately decays into other states.
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Fig. 17 Brillouin shift of the scattered laser light in CdS as a function of the laser energy.

Theoretical transitions refer to the indexing shown in Fig. 16. Parameters: dielectric constant eb =
9.38, oscillator strength 4παo = 0.0142, excitonic mass 0.83 m0, phenomenological damping

constant γ = 0.5 cm, transverse exciton energy 2.5448 eV, and longitudinal exciton energy

2.5466 eV. The numerals 1 and 2 refer to inner and outer branch polaritons (After Wicksted

et al. 1984)
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paired to arrow at 0	 for leftover polariton; forward scattered pair, blue arrows as alternatives. (b)
Dispersion curves of five branches of polaritons in CuBr for ek[001] and Kk[110] (After

Hönerlage et al. 1985)
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hv1 þ hv2 ¼ ELP KLPð Þ þ ELP KLPð Þ (two lower-branch polaritons)

hv1 þ hv2 ¼ ELP KLPð Þ þ EUP KUPð Þ (one lower, one upper polariton)
hv1 þ hv2 ¼ ELP KLPð Þ þ EL, exc KL, exc


 �
(one lower polariton, one longitudinal

exciton)

For all of these alternatives, the condition

k1 þ k2 ¼ Ki þKj (26)

is fulfilled.

Figure 18a depicts the creation of a biexciton from two photons (two green

arrows up) with energies hv1 ¼ hv2 ¼ hvl and wavevector k1 ¼ k2 ¼ kl along the

ky axis; both photons are provided by the same laser with energy hvl, and the

biexciton has 2hvl energy and 2kl wavevector. This biexciton decays into two

lower polaritons (pair of red arrows down) which are offset by an angle to fulfill

momentum conservation and land at different points (hv) on the polariton surface;
one of these polaritons is observed, and θ is the scattering angle between incident

photon and observed polariton. The point of landing depends on the energy of

the initiating photon pair and the angle of observation of the emitted (scattered)

photon [backscattering, small θ (<30	), solid red arrows; forward scattering

(observation through the sample), large θ, dashed arrows]. This makes hyper-

Raman scattering a three-photon process; it is determined by the third-order term

in the susceptibility. The entire polariton spectrum is obtained by changing

the energy of the exciting light (the resulting virtual biexciton), the angle and

energy of the emitted photon, and calculating energy and momentum of the

leftover polariton. Several polariton branches have consequently been observed

(Fig. 18b).

Hyper-Raman scattering follows selection rules other than those for normal

Raman scattering or IR absorption. It thereby yields additional information about

the lattice vibrational spectrum, e.g., about dipole modes in centrosymmetrical

lattices which are forbidden in normal Raman scattering. It also permits excitation

deep inside a crystal. For reviews, see Denisov et al. (1987) and Hönerlage

et al. (1985); see also García-Cristóbal et al. (1998).
Besides the bulk polaritons discussed so far, there are also surface-polariton

modes; they progress in a thin layer near the semiconductor surface and can be used

to reveal properties of the crystal near the surface. Grazing incident light or

reflection measurement is used for their detection (Hopfield and Thomas 1963);

for Raman measurements, see Davydov et al. (1997). The region near the surface

cannot be penetrated by bulk-excitons to a thickness of either the space-charge

region at the surface or the bulk-exciton diameter, whichever is larger (Altarelli

et al. 1979). These surface exciton–polaritons are reviewed by Fischer and

Lagois (1979).
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1.4 Trions and Biexcitons in Bulk Crystals

Free Trions An exciton can be weakly bound to an electron or another exciton to

form a trion or biexciton, respectively (Lampert 1958; Moskalenko 1958; a pro-

ceeding on trions is found in Phys. Stat. Sol. B 227 (2), 2001). The trion is

composed of either two electrons and a hole (this one is similar to an H� ion) or

two holes and an electron. Therefore, it is negatively or positively charged.

Predicted by Gerlach (1974) and observed first by Thomas and Rice (1977), their

binding energy in Ge is on the order of 0.2 meV; this trion has an effective mass of

about 20% more than the sum of the free electron and hole masses, a radius about

50% larger than that of an exciton, and an ionization energy about 10% of the

ionization energy of excitons.

Reports on free trions in semiconductors are scarce. Calculations yield states

which are stable against dissociation into an exciton and a free carrier in both three-

dimensional (3D) and lower-dimensional semiconductors. The binding energy

(with respect to the exciton energy) depends on the ratio of electron and hole

effective masses and is generally small for bulk semiconductors, typically one

tenth for 3D trions compared to 2D quantum-well trions (Fig. 19); often experi-

mental assignments are not unequivocal.

Characteristic features distinguish trions from excitons. Their formation is

influenced by the position of the Fermi energy, as explicitly demonstrated for 2D

trions (Sect. 2.2). In optical transitions, the initial electron or hole momentum is

transferred to the final trion state, which leads to low-energy tails at the trion and

exciton lines; in addition, exciton–electron scattering gives rise to a high-energy tail

(trion continuum) at the exciton transition (Esser et al. 2001). In a magnetic field,

trions show circularly polarized transitions for singlet and triplet states. Since trions

have a significantly increased binding energy in low-dimensional semiconductors,

they are well studied there and discussed in more detail in Sect. 2.
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Fig. 19 Calculated binding

energies of 3D and 2D

negative (X�) and positive

trions (X+) as a function of the

electron and hole effective

mass ratio (After Stébé and
Ainane 1989). Energies are

given with respect to the

binding energy of a donor in a

3D crystal (The generally

used symbol for trions is X+;

in initial work also the symbol

Xþ2 was used, in analogy to a

positively charged Hþ2
molecule)
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Free Biexcitons Biexcitons are exciton molecules X2 similar to a hydrogen mol-

ecule (when mp
mn) or a positronium molecule (when mpffimn). Biexcitons form

a stable bound state of two excitons for all ratios of electron to hole effective masses

and in all dimensions from 3D to 0D. The binding energy of a biexciton is higher

than that of a trion and is typically of the order of 10–20% of that for an exciton. For

isotropic bands, it decreases monotonically with increasing ratio of mn/mp from E
B

X2ð Þ=Reff
1 Xð Þffi 0.3 for mn/mp! 0 to 0.03 for mn/mp = 1 (Akimoto and Hanamura

1972; Brinkman et al. 1973). This is similar to the decrease in relative binding

energy from a hydrogen molecule E
B
H2ð Þ=R1 Hð Þ= 4.7/13.6 = 0.35 to the relative

binding energy of a positronium (Ps) molecule E
B
Ps2ð Þ=E

B
Psð Þ = 0.13/6.8 = 0.02.

Such biexcitons have been observed in Si (Hanamura and Haug 1977; Thewalt and

Rostworowski 1978) and can be observed readily in II–VI semiconductors (Zn and

Cd chalcogens) or CuCl and CuBr (see Haken and Nikitine 1975 and Ueta and

Nishina 1976). Biexciton and exciton spectra of a bulk-like thick ZnS layer are

given in Fig. 20. Tensile strain splits the valence band of the zincblende ZnS into the

heavy- and light-hole bands, each producing an exciton emission. The exciton

emission increases approximately linearly with excitation intensity Iex, while the

biexciton emission increases roughly quadrastically10 (IXLH
/ I1:1ex , IXX / I1:9ex ): the

probability to form a biexciton molecule XX is proportional to the density of each of
the two participating excitons X; the dominating line in Fig. 20 is the light-hole

biexciton Xlh.

A high density of excitons hence favors the formation of biexcitons. However,

the low binding energy requires low temperatures which, in turn, favors further
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Fig. 20 Photoluminescence

spectra of biexcitons

(XX) and light- (Xlh) and

heavy-hole exciton (Xhh) in a

6 μm-thick tensely strained

ZnS layer on GaAs substrate.

Spectra are normalized with

respect to the peak intensity

of the Xlh line (After Yamada

et al. 2000)

10Deviations from a pure quadratic dependence are due to the short radiative lifetime for the

involved species in direct-bandgap semiconductors, preventing a thermal equilibrium of the

population.
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condensation into an electron–hole liquid (▶ Sect. 3.2 of chapter “Equilibrium

Statistics of Carriers”). This condensation can be suppressed by applying a uniaxial

stress (Gourley and Wolfe 1978) or biaxial strain as in epitaxial layers (Fig. 20);

larger biexciton signals are then observed. Further discussion of excitonic mole-

cules is provided by Kulakovskii et al. (1985).

The line shape of biexcitons, observed by luminescence or scattering experi-

ments, is typically asymmetric (similar to that of trions) because of the recoil energy

when they recombine: the line has a larger low-energy tail. During this process, there

is always a remaining partner that can take up part of the energy as kinetic energy.

For a review, see Hanamura (1976) and Hönerlage et al. (1985). At higher densities,

excitons or excitonic molecules can no longer exist, but form an electron–hole

plasma, as described in ▶ Sect. 3.2 of chapter “Equilibrium Statistics of Carriers”.

2 Excitons in Low-Dimensional Semiconductors

In low-dimensional semiconductors, the density of states is modified (▶ Sect. 3.2

and ▶Fig. 37 of chapter “Bands and Bandgaps in Solids”), yielding an increase at

the band-edge energy for gradually decreased dimensionality. In addition, the

dielectric constant and effective mass are anisotropic and result in ellipsoidal

excitonic eigenfunctions. The exciton binding-energy is increased by confining

barriers, affecting energies of the Rydberg series, the Bohr radius, and the oscillator

strength. We first focus on two-dimensional excitons.

2.1 Excitons in Quantum Wells

Carriers in a quantum well are free to move in two spatial directions (x,y), while
confining barriers lead to quantized states in the third dimension (z) (see ▶Sect.

3.1.1 of chapter “Bands and Bandgaps in Solids”). The confinement applies also for

excitons, and the two-dimensional exciton energy gets

Eg, exc, 2D ¼ Eg þ Ez � R1
μ

m0

1

e2stat

1

n� 1
2

ð Þ2 þ
ħ2 K2

x þ K2
y

� �
2 mn þ mp


 � with

n ¼ 1, 2, . . . :

(27)

Here, Ez is the energy of the quantization in z direction given by the quantum

number nQW= 1 in▶Eq. 54 of chapter “Bands and Bandgaps in Solids” for infinite

barriers and shown in ▶ Fig. 31 of chapter “Bands and Bandgaps in Solids” for

finite barriers. The third term is the effective Rydberg energyReff
1 (or binding energy

Eexc,n=1; see Eq. 10); if the exciton wavefunction does not penetrate significantly

into the barriers, the material parameters of Reff
1 remain unchanged; consequently,

the binding energy of the two-dimensional 1S exciton is increased by a factor of
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4 compared to the 3D 1S exciton (Shinada and Sugano 1966). In real quantum wells

with finite barriers, the factor is smaller and depends on the well width (see Fig. 21).

The confinement results in elliptical orbits with a highly compressed coordinate in

the direction normal to the quantum-well plane. Here, the orbiting electron and hole

approach each other closely, which causes the increase in their binding energy.

Initial work on quantum wells was done by Dingle et al. (1974). For a review, see

Ploog and Döhler (1983) and Miller and Kleinman (1985).

Since the binding energy depends on the well width, variations of this width by a

roughness of the interfaces between well and barriers (also on a scale of atomic

monolayers) also affect the binding energy. This applies not only to excitons but

also to charged excitons (trions) and higher exciton complexes (Filinov et al. 2005).

The binding energy depends also on the effective mass (see Eq. 27); since heavy

and light holes have different effective masses, their splitting in exciton spectra can

be used to measure the strain in quantum wells (Kudlek et al. 1992).

The increased binding energy and decreased spatial extension in two dimensions

are accompanied by an increased oscillator strength f, originating from a larger

overlap of the electron and hole wavefunctions. In three dimensions, f nð Þ / n�3; in
two dimensions n is replaced by n� 1

2
, yielding a substantial increase in transition

probability. Exciton absorption in quantum wells causes the near-band edge

features shown in ▶ Fig. 15 of chapter “Band-to-Band Transitions”. These

Wannier–Mott excitons are observed in bulk material only at low temperatures,

but remain visible to much higher temperatures in quantum wells. The substantially

increased lifetime of excitons at higher temperatures is due to the increased exciton

binding energy, which is caused by the two-dimensional confinement.
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In the energy diagram (Fig. 22a), the exciton energies are shown as lines below the

electron levels ei. The bonding energy of the 1S exciton is indicated as EB= e1�Eexc,

n=1. The exciton energy, however, lies above the gap energy of the well material

(labeled by QW in Fig. 22a). We distinguish light- (lh) and heavy-hole (hh) excitons
and excitons relating to the first or higher electron level. An example is given in

Fig. 22b for a single GaAs/AlGaAs quantum well: excitons are shown combining up

to the third conduction-band level with up to the fourth valence-band level.

The linewidth of the exciton absorption is given by its relaxation time (discussed

in▶ Sect. 2.2 of chapter “Dynamic Processes”). Additional broadening is caused by

disorder in the alloy of the quantum well or the barriers and, particularly when

severely confined, also by the quality of the well interfaces. Roughness in these

interfaces causes broadening by well-width fluctuation (Bajaj and Reynolds 1987).

At very low temperatures, well-size fluctuations are resolved as different spikes

separated by <1 meV, as shown by Yu et al. (1987).

Electric and uniaxial stress fields cause characteristic changes in the exciton

spectrum of quantum wells. The electric field perpendicular to the layers causes a

Stark shift toward longer wavelength. New peaks become visible, caused by transi-

tions which were forbidden without perturbation, e.g., such from themth level of the
valence band to the nth level of the conduction band with m 6¼ n (also seen for the

strained QW in Fig. 22b). Such transitions become permitted because of a field-

induced deformation of electron and hole eigenfunctions which now overlap. It is

shown in Fig. 23a for 1-2 hh and 1-3 hh excitons which are not observed in these

samples at zero bias. The changes in peak position with the electric field illustrate the

anticrossing of two levels, demonstrating the von Neumann noncrossing rule when

the states interact with each other (see Fig. 23b, c).
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Fig. 22 (a) Exciton states for light (lh) and heavy holes (hh) with 1S exciton binding energy EB

indicated. Red arrows mark the strongest transitions. (b) Photoluminescence excitation (PLE)
spectrum of hh valence- or lh valence-band excitons in a L= 22 nm-wide GaAs quantum well with

AlGaAs barriers, measured at T = 5 K (After Koteles et al. 1987). The first and second indices

identify the quantum level in the well of the conduction band and valence band, respectively;

energies are given with respect to the e1-hh1 exciton emission
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Similarly, shifts and anticrossing of levels are observed when uniaxial stress is

applied, as shown by Koteles et al. (1987) for the transitions given in Fig. 22b. For

earlier works, see Miller et al. (1985).

2.2 Biexcitons and Trions in Quantum Wells

Biexcitons and trions experience in low-dimensional structures a substantial increase

of binding energy due to the confining potential similar to confined excitons.

Two-Dimensional Trions There are many reports on trions in quantum wells; for

reviews, see Bar-Joseph (2005) and Shields et al. (1995a). A slight, often

unintentional n-type or p-type doping provides excess carriers and increases the

probability for X� = (e,e,h) or X+ = (e,h,h) formation, respectively, after creation

of excitons. Using a modulation-doped quantum-well structure (similar to

▶ Fig. 11b of chapter “Photon–Free-Electron Interaction”), the two-dimensional

remote electron density can be controlled, yielding an increased negative trion

emission at higher electron density (see Fig. 24). Vice versa the reflectivity of the

trion resonance was used to measure the carrier density (Astakhov et al. 2002a).

The separation between the X and X� emissions in Fig. 24 is the binding energy of

the trion, i.e., the energy of the second electron bound to the exciton. It varies with

well width and reaches about 2 meV for X� in 10 nm-wide GaAs QWs (Bar-Joseph

2005). Since trions can also be bound to donors which provide the remote electron

density, the experimentally determined X� binding energy may be overestimated;

significantly smaller values (factor ½) were evaluated from an extrapolation to large

GaAs/AlGaAs QW
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Fig. 24 Negative trion

photoluminescence in a

modulation-doped GaAs/

AlGaAs quantum well with

an electron density controlled

by a negative gate voltage. At

high electron sheet-density,

the heavy-hole exciton

emission X disappears, and

the trion emission X�

dominates (After Bar-Joseph

2005)
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donor distances for comparable GaAs QW samples (Solovyev and Kukushkin 2009).

II–VI semiconductors have larger exciton and consequently also larger X� binding

energies. For ZnSe, up to 8.9 meV for thin QWs (2.9 nm) was determined for X� and
slightly smaller values for X+ (Astakhov et al. 2002b).

The binding energy for the second hole in positively charged (X+) trions should

theoretically slightly exceed that of the second electron value for X� by 17% in the

2D limit due to the larger hole effective mass (Stébé and Ainane 1989). Experi-

mentally roughly similar values are observed due to the uncertainties noted above

and the quite small difference (Shields et al. 1995b).

Two-Dimensional Biexcitons A biexciton binding energy of�22% of the respec-

tive exciton binding energy was calculated for quantum wells (Singh et al. 1996), in

agreement with experimental values (Birkedal et al. 1996). This implies a largely

similar dependence of the binding energy on QW width for both biexcitons

(XX) and excitons (X), a finding also observed in quantum dots (Zieliński

et al. 2015). Values are typically slightly larger than for trions.

The superlinear increase of the biexciton emission-line with increase of excita-

tion density Iex is shown for a GaAs/AlGaAs quantum well in Fig. 25. Similar to the

bulk case (Fig. 20), the measured dependence of biexciton to exciton intensity IXX
/ I1:6X has an exponent below 2 due to the short radiative lifetime; the displayed XX

and X lines are from heavy-hole excitons.

2.3 Excitons in Quantum Wires and Quantum Dots

Starting from a two-dimensional quantum well, further reduction of dimensionality

toward a one-dimensional quantum wire or a zero-dimensional quantum dot
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Fig. 25 (a) Biexciton emission (XX) in a GaAs/Al0.33Ga0.67As quantum well at different exci-

tation levels. The spectra (blue) are normalized with respect to the exciton peak (X); continuous

curves (red) are model calculations. (b) Dependence of exciton and biexciton luminescence

intensity on excitation density (After Phillips et al. 1992)

516 Excitons



requires some patterning to define an additional lateral confinement. The small

dimensions needed to obtain quantum-size effects can usually not be accomplished

by patterning a quantum-well structure using lithography techniques: the electronic

properties of such structures are governed by interface defects. A variety of

techniques was developed instead to realize 1D and 0D structures with high optical

quality (see ▶ Sect. 2.2 of chapter “The Structure of Semiconductors”). Most of

these techniques lead to complicate confinement potentials, and often an additional

quantum well is coupled to the quantum wires or quantum dots.

2.3.1 Excitons in Quantum Wires
Work on epitaxial quantum wires (QWRs) was mostly performed using a V-shaped

or T-shaped geometry (see ▶Sect. 2.2.2 and ▶Fig. 20 of chapter “The Structure of

Semiconductors”). Structures based on GaAs are particularly well studied; the

effective-mass approximation describes quantum effects quite good, and the fabri-

cation technology is well developed. The lateral confinement of commonly used

wire geometries is small, typically 30–40 meV, leading to small subband energy

spacings of only 10 meV. For a review, see Akiyama (1998) and Wang and Voliotis

(2006). Another approach for fabricating QWRs is whisker growth-forming

nanowires (▶ Fig. 22 of chapter “The Structure of Semiconductors”) or colloidal

synthesis of nanorods. In these structures, the confinement and dielectric contrast to

the environment is larger than in epitaxial structures.

The exciton binding energy in a 1D quantum wire is expected to be stronger than

in 2D or 3D. Analytical solutions of the Schrödinger equation for eigenenergies of

states bound in a bare Coulomb potential for d dimensions (d = 1,2,3,. . .) yield in

each dimension a Rydberg series (Ogawa and Takagahara 1991):

E dð Þ
n ¼ �Reff

1 nþ d � 1

2

� ��2
, n ¼ 0, 1, 2, . . . : (28)

For 3D and 2D, we recognize the Rydberg series of hydrogen in Eq. 2 and 2D

excitons in Eq. 27. For 1D a singularity occurs for the lowest state n = 0; the 1/r
singularity of the Coulomb potential is removed upon integration in 2D and 3D, but

it remains as a logarithmic singularity in 1D. This suggests the attractive force

between electron and hole being stronger in 1D than in 2D or 3D. In a descriptive

picture a particle may move around the origin of a Coulomb potential in 2D or 3D,

while it moves through the origin in 1D. Experimentally, an enhancement of the

exciton binding energy to 27 � 3 meV (six to seven times larger than the bulk

value) was observed in T-shaped quantum wires (Someya et al. 1996); binding

energies exceeding 100 meV were found in semiconductor–insulator quantum

wires (nanowires), where the effect is further enhanced by the strong dielectric

contrast (Muljarov et al. 2000; Giblin et al. 2011).

Luminescence properties of one-dimensional excitons confined in a V-shaped

quantum wire are shown in Fig. 26. The GaAs QWR is formed at the bottom of an

AlGaAs V groove and has a crescent-like shape (▶ Fig. 21 of chapter “The Structure

of Semiconductors”); at the groove sidewalls, additional quantum wells are formed
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during deposition of the upper AlGaAs barrier material, giving rise to the dominat-

ing luminescence in panel a. Placing the spectrometer on the QWR emission and

varying the energy of the excitation photons yields the PLE spectrum shown in panel

b. Labels mark exciton transitions, which similar to quantum wells are strong when

quantum numbers of electrons and hole states are equal. An assignment of the

transitions is not trivial due to the complicate geometry of the confinement potential;

the transition energies indicated in Fig. 26b refer to model calculations, using a

QWR shape extracted from electron micrographs. No distinction between heavy and

light holes is made: the calculations reveal a strong mixing of the light- and heavy-

hole character in the valence-band states (Vouilloz et al. 1998).

2.3.2 Excitons in Quantum Dots
The confinement in all three spatial directions leads to fully quantized electron

and hole states of quantum-dot excitons without a kinetic contribution. Exciton

transitions are consequently sharp like the discrete spectral lines of atoms.11

The three-dimensional confinement may prevent dissociation of exciton complexes

which are not stable in presence of a translational degree of freedom.

Excitonic emission from a single quantum dot is employed to create single

photons on demand (Shields 2007); such single-photon sources are required for
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Fig. 26 (a) Photoluminescence (PL) of a 2.5 nm-thick V-shaped GaAs/Al0.3Ga0.7As quantum wire

(QWR); the strong QW luminescence originates from sidewall quantum-wells. (b) PL excitation

spectra polarized parallel (solid line) or perpendicular (dotted line) the [110]-oriented wire. Arrows
mark calculated positions of excitonic en-hm interband transitions (After Vouilloz et al. 1997)

11Still a significant broadening of exciton transitions (of single quantum dots) well above the

natural linewidth is observed due to the interaction of the quantum dot with its environment. The

interaction with acoustic phonons (deformation potential coupling) and optical phonons (Fröhlich

coupling) leads to broad transitions at increased temperature (Rudin et al. 1990); in addition,

randomly fluctuating electrical fields of charged defects in the vicinity of the dots lead to a spectral

jitter of the transitions on a very short time scale (spectral diffusion) even at low temperature

(T€urck et al. 2000).
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quantum light generation applied, e.g., for intrinsically secure data transmission

using quantum-key distribution (Scarani et al. 2009). The excitonic emission

spectrum of a single quantum dot shown in Fig. 27 is dominated by the recombi-

nation of the neutral exciton labeled X; in addition emissions from positively and

negatively charged excitons (X�, X+) and those of neutral (XX) and positive

biexcitons (XX+) are observed. We note that the emission energy of several lines

is greater than that of the exciton; this means that their binding energy with respect

to the exciton energy is negative: they are in an antibinding state. The energy to

keep the particles in a combined state is provided by the 3D confinement.

The binding energy of the exciton complexes depends on the size of the quantum

dots. The binding energies of the biexciton (XX) and the positive trion (X+) increase

as the exciton energy decreases, i.e., for larger quantum dots (Fig. 28b); in this trend,

the biexciton changes from antibinding to a binding state, as also indicated in

Fig. 28a. The negative trion (X�) is largely unaffected by the QD size and has

always positive binding energy (i.e., the emission is shifted to the red). These

features originate from the Coulomb interaction and correlation of the confined

particles. The negative trion consists of two electrons and one hole confined in the

QD; its binding energy is governed by the difference between the two Coulomb

terms C(e,h) and C(e,e). The binding energy of the positive trion X+ correspondingly

depends on C(e,h) and C(h,h). Due to the larger effective mass of holes and the small

size of the QDs, the wavefunction of the hole is stronger localized than that of the

electron. Consequently |C(e,e)| < |C(e,h)| < |C(h,h)| and the negative trion has a

positive binding energy, while the positive trion has a negative binding energy.

Calculations show that the trend is due to the number of bound hole states in the QD

(Rodt et al. 2005); larger dots (smaller exciton energy) have more bound states and

consequently more configuration interaction and increased binding energy.

The splitting of the exciton emission shown in Fig. 28a for different polarization

directions is called fine-structure splitting. It appears in reversed order also in the

biexciton emission, and for varied QD sizes, it has a trend comparable to that of the

biexciton binding energy (Seguin et al. 2005). The mirrored appearance in the
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exciton and biexciton emission is due to the splitting of the exciton state, which is

the final state of the radiative recombination of the biexciton XX to an exciton X

(the biexciton state and the exciton ground state are unsplit). Studies of the fine-

structure splitting received much advertence, since the radiative biexciton–exciton

cascade can be employed to create pairs of entangled single photons for quantum

optics and quantum-cryptography applications, if the splitting is smaller than the

linewidth; for a review, see Shields (2007).

3 Summary

Excitons are quasiparticles combining an electron and a hole within their mutual

Coulomb field; they resemble hydrogen atoms, except that the positively charged

partner is not a heavy proton but a hole of about the same mass as an electron.

Excitons show a hydrogen-like excitation spectrum; however, because of the

perturbation from the lattice, other than S states are also observed in optical

transitions, while in a free hydrogen atom, all optical transitions are equivalent to

transitions between S states. One distinguishes large (Wannier–Mott) and small

(Frenkel) excitons. Large excitons, with a typical diameter above three lattice

constants, have a small ionization energy, typically on the order of 20 meV,

while small excitons have ionization energies on the order of 1 eV. Wannier–Mott

excitons are found in typical, mostly covalent semiconductors with large dielectric

constant and small effective mass, while Frenkel excitons are found in ionic or

organic molecule crystals. Many kinds of excitons are observed depending on the

type of hole within the light, heavy, or spin–orbit split-off band and on the type of
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electron: from a band at Γ (a direct exciton) or from a satellite valley (an indirect

exciton). The interaction of an exciton with a charge carrier may form a charged

exciton, a trion; similarly neutral or charged biexcitons can be formed. The binding

energy of such free exciton molecules or higher associates is typically well below

20% of the exciton binding energy.

In low-dimensional semiconductors the binding energy and oscillator strength of

all excitonic associates are significantly enhanced. Strongest transitions of confined

excitons occur between electron and hole states of equal principal quantum num-

bers, similar to bulk excitons. In quantum dots, the three-dimensional confinement

allows for forming stable antibinding exciton associates.

Excitons have a profound effect on the optical absorption spectrum by

permitting absorption slightly below the corresponding band edge and by substan-

tially increasing the absorption near the edge, but inside the intrinsic band-to-band

range. Their analysis permits significant insight into the bonding type of the

semiconductor, the dielectric function, and effective mass, all of which influence

the spectrum. In low-dimensional semiconductors, they can be used as an

optical probe of the perfection of the interlayer boundaries on an atomic scale

and can also be used to analyze in detail the influence of a variety of field

perturbations, e.g., internal strain. As such, they offer an important potential for

analytical purposes.
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