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To my family, my friends, my colleagues,
and to anyone that spends his life looking
for progress of mankind. . .

“. . .fatti non foste a viver come bruti,
ma per seguir virtute e canoscenza.”

Dante Alighieri



Foreword

Few scientists and engineers would have thought that it would have taken about

50 years to turn the ideas which S.R. Ovshinsky described in 1968 into a viable

technology. In his seminal paper “Reversible electrical switching phenomena in

disordered structures,” some of the foundations of an emerging memory technology

were created. Yet, as the present look describes in pleasant depth and detail, it was

still a long journey before a mature technology base was developed. The mecha-

nism exploited in phase change memories is the change of electrical resistance upon

the transition from the amorphous to the crystalline state. Such a resistivity change

upon crystallization is observed in almost all solids. Nevertheless, the requirements

the phase change memories have to meet are significantly more demanding. This

can be easily seen if just a few of these requirements are listed. For a good memory,

we expect the stored information to be secure for long periods of time, i.e., ideally

more than 10 years for a nonvolatile memory. This implies that the amorphous

state, which is less stable than its crystalline counterpart, is stable at room temper-

ature and slightly above for these 10 years. Yet, we also want to erase amorphous

bits, if needed, within a few tens to hundreds of nanoseconds upon applying short

heating pulses. Hence, upon heating the amorphous state should crystallize on a

nanosecond time scale. Ultimate phase control is hence a prerequisite for a suc-

cessful memory technology based on phase change materials. However, the

requirements for phase change materials go beyond this. A pronounced resistance

contrast is needed, too. As discussed in Chap. 2 of the book, this is enabled by the

unique transport properties which govern phase change materials. To realize the

unusual crystallization kinetics, which were mentioned above, the concept of

fragility is introduced and discussed in Chap. 3. Phase change materials are bad

glass formers and show an unusual temperature dependence of their viscosity.

Fortunately, in recent years the understanding of material properties has advanced

considerably, so that even the behavior of memory cells can be simulated self-

consistently, as discussed in Chap. 4, enabling a quantitative description of key

features. This has also helped studies of memory reliability which focus on data loss

by undesired crystallization and ways to avoid it. The two subsequent chapters

vii



describe material characterization and material engineering for device optimiza-

tion. For a memory technology to be successful, scaling is a major challenge,

discussed in detail in Chap. 8. A second major characteristic is power consumption,

which is closely related to the device architecture employed. Finally, the architec-

ture of entire PCM arrays is presented and the impact of selectors is discussed. The

book closes with discussion of application opportunities and performance improve-

ments enabled by PCMs. Hence, the book is ideally suited for engineers who plan to

utilize the potential of PCMs. Yet it is also an interesting testimony to the many

challenges that had to be overcome in realizing a memory technology based on a

highly unconventional class of solids.

RWTH University, Aachen, Germany Matthias Wuttig

viii Foreword



Preface

In the last decades, the use of electronic systems expanded in many areas of the

modern society: networking, mobile devices, personal computers, cloud storage, as

well as social media are part of everyone’s life, becoming strong drivers for the

semiconductor market increase. Among the semiconductor components, needed to

realize the electronic systems, memories are becoming key elements being today

one of the main contributors in defining the overall cost and system performance. In

mobile applications, for example, the smartphones and tablets, the memory capa-

bility is often used as a key feature to justify the system cost to the costumer.

Furthermore, the other key feature that the costumer considers is the duration of the

battery that is related to the system power consumption being again strongly

impacted by the memory chips. In computer applications, the transition from

magnetic hard drive to NAND-based solid-state disk boosted significantly the

system performance both in terms of power consumption and speed. For data center

server applications (the reader can think, e.g., to search engines and social media

servers), the access of large amount of information requires high memory densities

operated at very high speed. Today this is done mainly through volatile DRAM

chips that need continuous refresh, thus adding very high power consumption on

top of the one related to the CPUs.

Up to now, memory demand has been satisfied by the optimization and

miniaturization of standard memory technologies, i.e., DRAM and NAND

flash. However, with the increasing demand of enhanced cell performance and

the reduction of the cell dimension much more difficult than in the past, the usual

scaling approach is becoming insufficient. On the one hand, the scaling of

DRAM is more and more critical, thus translating in a cost increase; on the

other hand, NAND flash technology performance is often poor especially when

the application needs a fast communication between the CPU and the memory

element. In this framework, new alternative memory technologies have the

potential to bring faster data storage and higher read throughput than NAND

while still meeting the nonvolatility requirements and providing a significant cost

advantage over DRAM.
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Furthermore, following the same successful path that we already observed with

the introduction of NAND solid-state disks in the computer memory hierarchy,

where the nonvolatility and a fast memory access with respect to magnetic disk

translated to a significant boosting of system level performances, in the same way

this new memory element (often referred in the literature as storage class memory,

SCM) can boost the overall system performances. Despite originally considered as

a flash memory replacement, today the phase change memory (PCM) has already

arose as the ideal candidate to be used as SCM featuring the required intermediate

performances, thus being able to fill the gap between NAND and DRAM in the

system.

Despite some books already exist that discuss phase change material and their

interesting properties, no books have been published focusing on PCM and its

device physics. The aim of this book is thus to review and summarize the learning

that has been developed on PCM from a device perspective.

In the first chapter, a short introduction of PCM is reported. Starting from a

historical review, the manufactured memory chips with different architectures and

densities have been reviewed through the years. The basic working principle and

the device physics are then discussed pointing out the peculiar nature of this

innovative device based on a phase transformation between a crystalline phase

and an amorphous one. The transition is thermal in nature and not conventional for

the standard operation of microelectronic devices. In the last part of the chapter, the

cell performances are compared to the ones of standard memories highlighting

advantages and disadvantages.

The second chapter summarizes the fundamental electrical properties of PCM

devices in both the amorphous and crystalline states. First, the band structures of

crystalline and amorphous phase change materials are studied based on the analysis

of thin films of active materials. Then, the device characteristics in a PCM device

including conduction and threshold switching phenomena are shown. Finally, the

effects of nonuniform resistivity, the transient phenomena after switching, such as

recovery and drift, will be illustrated.

The third chapter is devoted in the first part to the insights into the relevant cell

thermal parameters. In the second part, the chapter is focused on the discussion of

advanced properties involving the phase change materials in terms of fragility

behavior and ionic motion effects. The comprehension of all those pieces is of

great importance for a successful implementation of PCM through proper engi-

neering of heat generation and thermal resistances as a very important step for

power consumption optimization and program latency.

In the development of a new technology, the availability of a tool able to

simulate the cell behavior is key for proper device engineering as extensively

discussed in Chap. 4. In fact, the main physical ingredients at the basis of PCM

operation are uncommon for conventional electronics, and the available commer-

cial tools cannot be thus employed. In this chapter, a numerical model is described

that couples the conduction properties of crystalline and amorphous Ge2Sb2Te5
with a local nucleation and growth algorithm to account for the phase transition

dynamics. The proposed model can simulate three-dimensional PCM devices, and
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it is capable of quantitatively reproducing the key features of chalcogenide physics

when integrated in an electronic memory cell.

Chapter 5 gives a review of the reliability mechanisms that are key metrics to

enable commercialization of PCM. For PCM the primary risk of data loss is

undesired crystallization of the amorphous material phase. This process is stochas-

tic in nature and is accelerated by both temperature and electrical bias. Write

endurance in PCM is dependent upon both the chalcogenide and the surrounding

electrode materials and manufacturing scheme. Due to the potential of the materials

to interact at the high programming temperature, these materials must be carefully

chosen and integrated to enable a highly reliable cell. With proper device and

manufacturing design, the ability to achieve these requirements has been demon-

strated in commercial memory products. In addition, as PCM data storage is not

based on trapped charge (as in the prevailing floating gate memory devices), it can

support applications with radiation-tolerant requirements.

Performances of PCM are intimately linked to the microscopic properties of

the phase change materials. The outstanding properties of chalcogenides are

reviewed in Chap. 6. The structural and physical properties of the amorphous

and crystalline states are illustrated by focusing on two prototypical phase change

alloys (Ge2Sb2Te5 and GeTe). The origin of the electrical contrast between the

amorphous and crystalline states of phase change materials and the nature of the

crystallization mechanisms are discussed at microscopic level. The dopant effects

on the structure of the amorphous phase and the way they enhance its stability are

discussed in detail. Furthermore, the link between the resistance drift of the

amorphous state and the structural changes occurring during its ageing is also

analyzed.

In Chap. 7, chalcogenide material optimization guidelines for cell performance

enhancement are provided, with focus on automotive applications where higher

requirement in terms of thermal stability is usually required. Because of some

conflicting device performances, for example, the thermal stability of the

programmed states and the programming speed, the phase change material needs

to be properly engineered. Stoichiometric compounds like Ge2Sb2Te5 and GeTe

offer short programming times (in the order of a few tens of nanoseconds), but the

thermal stability of the programmed states is limited (about 10 years at 100 �C). The
addition of light elements into these stoichiometric alloys, for example, nitrogen or

carbon, allows decreasing the programming current and extending the temperature

range in which the programmed states are stable, thus achieving the specification

required for automotive applications (at least 10 years at 150 �C). The use of

nonstoichiometric Ge-Sb-Te alloys enables to further extend the performance of

the PCM devices. On the one hand, germanium-rich alloys exhibit a high thermal

stability of the programmed states. On the other hand, antimony-rich alloys can

ensure a very high programming speed suitable for storage class memory applica-

tions. Meanwhile, other materials systems, such as Ga-Ge-Sb, have recently dem-

onstrated both a high thermal stability and a high speed, at the expense however of a

high programming current.
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Chapter 8 will address the basic question of the extent to which phase change

memories can be scaled down in size. Fundamental physical limits, along with

material properties and device design considerations, all affect the smallest phase

change devices that might be achieved and, in this chapter, are discussed in turn.

The effects of scaling on key performance parameters are also reported on device

switching currents, energies, and speeds. Finally, device performance attributes for

production-oriented and research-oriented cells are analyzed and some perspectives

for possible future developments provided.

In Chap. 9, the main categories of device architectures that have been studied

and realized to exploit the phase change mechanism in electronic devices are

discussed. Starting from their first realization at the end of the 1960s, it was

apparent that a critical issue for PCM was the programming current (reset current)

needed for the phase transition of the chalcogenide material. To minimize the

power consumption, several architectures have been proposed, and their character-

istics, their advantages, and their weaknesses are here summarized. The element

used to transform the current flowing through the device into heat and then

temperature (hence the name “heater”) has then become a peculiar element of

PCM, and the choices for its construction have deep implications not only on the

programming current but also on the overall performance of the device. The

presence, the position, and the actual geometrical structure of the heater allow the

creation of useful classification of PCM architectures that we will exploit in our

analysis: self-heating, built-in heater, and remote heater. These categories are then

explored highlighting advantages and disadvantages for each of them.

Chapter 10 discusses design architectural solutions and cell management algo-

rithms for a large PCM array. The “large” attribute is fundamental in the architec-

tural definition, as the only cell that is suitable for a high-density array is the one

where the selector size matches the size of the memory element. Due to the

relatively high PCM cell operating currents, a bipolar junction transistor is the

selector of choice for the PCM cell, offering the best current density in a small

footprint among other devices. The use of a BJT selector needs a special care

compared, for example, to an MOS selector, as the BJT base current is affecting

substantially the array biasing. At the highest current density used in program

operations, the BJT gain drops and a large portion of the bit line current is

transferred to the word line; for this reason, in the chapter the BJT is often referred

to as a “diode” even though a fraction of the cell current is still sink by the collector

node. On top of the array definition and biasing, the chapter offers an insight on the

embedded algorithms used to get the maximum performance from the array and

meet the reliability targets for the product. A few notes on embedded ECC and

permanent repair storage (fuses) close the subject.

The final chapter (Chap. 11) focuses on how PCM may be used in systems and

the potential value it can provide. To accomplish this, first it is necessary to

understand the usage of DRAM and NAND in systems today and how any new

memory physics (such as PCM) might supplement or replace these existing mem-

ories. The value of the new memory is shown as being supplementary to DRAM

and NAND, mitigating the deficiencies of these memories to provide both
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performance and power improvements to the system. An overview of the features of

PCM, both the first generation which went into production and the second gener-

ation which did not realize production, is contrasted to the system requirements.

The future challenges for PCM and possible future directions are finally reviewed.

Summarizing, this book offers a comprehensive review of all the aspects related

to PCM operation starting from the microscopic understanding of chalcogenide

material behavior, through the device physics of the basic operation and reliability,

up to the cell array management and applications. This book can be considered a

good reading for students, professors, and engineers that want to be initiated to this

exciting research field, being a condensate of more than 20 years of research done in

the best academy and manufacturing companies in the fields.

Vimercate, Italy Andrea Redaelli
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Chapter 1

An Introduction on Phase-Change Memories

Agostino Pirovano

1.1 Introduction

The phase-change memory (PCM), also called ovonic unified memory (OUM) or

phase-change RAM (PCRAM), is an emerging nonvolatile semiconductor technol-

ogy based on thermally induced phase transitions of a thin-film chalcogenide material

[1]. PCM relies on a resistance change to store data permanently. However, the

historical origin of the PCM concept that dates back in the 1970s and the research

efforts specifically devoted to this technology by semiconductor industries set them

apart from the larger class of emerging memory technologies based on resistance

variation and usually referred to as resistive RAM (ReRAM).

The PCM device is essentially a resistor of a thin-film chalcogenide material,

usually a Ge–Sb–Te alloy [2] with a low-field resistance that changes by orders

of magnitudes, depending on the phase state of the material in the active region

(i.e., crystalline or amorphous). In memory operation, cell readout is performed at

low bias by sensing the resistance value. Programming requires instead a relatively

large current, in order to heat up the chalcogenide material and lead to a thermally

induced local phase change. Phase transitions can thus be easily obtained by

applying voltage pulses with different amplitudes and with durations in the range

of tenths of nanoseconds [3].

Such technology is one of the most promising candidates for next-generation

nonvolatile memories (NVM) [4–6] having the potentiality to improve the perfor-

mance compared to flash – random access time and read throughput (versus NOR

flash), write throughput (versus NAND flash), direct write, bit granularity, and

endurance – as well as to be scalable beyond flash technology [7].

A. Pirovano (*)

Micron, Vimercate, Italy

e-mail: apirovan@micron.com
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A. Redaelli (ed.), Phase Change Memory,
https://doi.org/10.1007/978-3-319-69053-7_1

1

mailto:apirovan@micron.com


1.2 PCM Historical Development

PCM technology relies on the unique electrical properties shown by amorphous

chalcogenide alloys. They are compounds with at least one element of the VI group

of the chemical table of elements (chalcogens), usually combined with elements of

the IV (carbon group elements like silicon and germanium) and V groups

(pnictogens). Research on the electronic properties of amorphous chalcogenides

dates back to the original work of Ovshinsky in the ’50s. From 1958 to 1961, he

investigated the chemical and the electrical properties of chalcogenide alloys,

demonstrating their electrical behavior as amorphous semiconductors and discov-

ering the existence of reversible switching effects [9].

The unique electrooptical properties of amorphous chalcogenides found a first

commercial application in the ’70s of the last century for the xerography technol-

ogy [10, 11], a dry photocopying technique. In this equipment, amorphous selenium

was employed for covering the drum used for transferring the ink, exploiting its

photoconductive properties that allowed to hold an electrostatic charge in darkness

and to conduct it away under light. In those years, the idea of exploiting the huge

reversible resistance variation observed in some chalcogenide alloys was proposed

for fabricating a solid-state NVM device [10, 12, 13]. It is worth mentioning that the

possible exploitation of amorphous chalcogenide for both electrically alterable

read-mostly memories and optical storage application based on laser light was

largely discussed in [14] by R. G. Neale and J. A. Aseltine. Compared to the first

PCM prototype chip described in [12], a second, more efficient, 256-bit array

(Fig. 1.1) was proposed where the selecting device, a diode, is placed under the

chalcogenide storage element to save additional space and reduce costs. Unfortu-

nately, the chalcogenide alloys used in that first attempt of PCM device was

characterized by a slow transition speed and high programming currents, thus

making PCM technology not suitable for commercialization.

A significant development in the comprehension of chalcogenide glass physics

and for its exploitation in commercial application was achieved starting from the

Fig. 1.1 Vertically stacked 256-bit array (left) shown for size comparison with the original

256-bit integrated array (right) [14]
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1990s. The Ovshinsky-founded company, Energy Conversion Devices, Inc., devel-

oped an amorphous semiconductor alloy made by germanium, antimony, and

tellurium, or Ge–Sb–Te (GST), and exploited it in the phase-change technology

used in rewritable optical disks [15, 16]. In phase-change optical storage applica-

tions, the information storage relies on a laser-induced reversible phase transition

[17–19]. A focused laser pulse heats up the GST, which induces the change between

the amorphous and the crystalline phases. Since the two phases feature a different

reflectance, the optical readout is performed with a low-power probing optical

pulse. The GST alloy compositions developed for optical disk at the end of the

1990s are able to switch between the amorphous and the crystalline phase in tens of

nanosecond, several orders of magnitude less than the chalcogenide alloys origi-

nally employed in the prototype 256-bit PCM device [3, 20, 21]. This achievement

renewed the interest of the semiconductor industries on solid-state PCM devices,

and several research programs were started around the end of the millennium [2, 3].

In this case, the idea is to induce electrically the phase change in a GST cell and

to associate the stored information to the corresponding high and low resistance

values. Since both states are stable, no energy is required to keep data stored,

resulting in an inherently NVM technology. In order to exploit the PCM concept in

solid-state memory devices, the storage element based on the chalcogenide alloy

must be coupled with a selecting device that allows to select the individual memory

cells for reading and writing. To this purpose, metal–oxide–semiconductor field-

effect transistors (MOSFETs) [4], bipolar junction transistors (BJTs) [2], and

diodes [22] have been proposed.

The technology development road map of PCM is reported in Fig. 1.2. A test

chip fabricated at the 180 nm technology node was used to develop the first

demonstrator vehicles and to prove the technology viability [2]. The BJT-selected

cell was chosen for the high-performance and high-density application, since the

cell size can be 8F2 (where F is the minimum cell half-pitch) down to 4F2. The

MOSFET-selected cell is instead suitable for system-on-chip or embedded appli-

cation [23], because in spite of the larger cell size (~20F2), the memory integration

adds only very few masks to the logic process with a clear cost advantage.

Fig. 1.2 Timeline for the development of PCM technology from the first prototype to the

commercial volume production

1 An Introduction on Phase-Change Memories 3



Successively a 90 nm technology node was developed and a 128 Mb PCM

product was commercialized [24]. At this stage of development, PCM was able to

deliver legacy performances for NOR replacement as well as new features related to

the finer bit granularity and alterability and to the extended endurance capability.

Similar preproduction full-spec devices used for the technology development were

claimed in [22] with a 512 Mb array at 90 nm technology node. Finally, a 1 Gb

PCM product fabricated at the 45 nm technology node with a cell size of 5.5F2 was

developed, and it has been produced for wireless application [8]. The 45 nm PCM

product clearly demonstrates the maturity of the technology [8]. The energy

delivered to program a bit is in the order of 10pJ, with a state-of-the-art access

time of 85 ns, read throughput of 266 MB/s, and write throughput of 9 MB/s

[25]. These peculiar features combined with data retention, single-bit alterability,

execution in place, and good cycling performance enable traditional NVM utiliza-

tions and novel applications. A similar PCM product has been reported in [26] with

a full product based on a 58 nm node technology and with a low-power double-data-

rate nonvolatile memory (LPDDR2-NVM) interface. Moreover, PCM is considered

one of the best candidates to push to the market the so-called storage-class memory

(SCM) [27], a nonvolatile solid-state memory technology that is capable of filling

the gap between CPU and disks.

1.3 PCM Working Principle and Device Physics

Some alloys based on the VI group elements (usually referred as chalcogenides)

have the interesting characteristic to be stable at room temperature both in the

amorphous and in the crystalline phase. In particular, the most promising are the

GeSbTe alloys which follow a pseudo-binary composition (between GeTe and

Sb2Te3), hereafter referred to as GST. The most interesting feature of these alloys

is their capability to reversibly switch between a high-resistance amorphous phase

and a low-resistance crystalline one in few hundreds of nanoseconds.

The PCM cell is essentially a resistor of a thin-film chalcogenide material with a

low-field resistance that changes by orders of magnitudes, depending on the phase

state of the GST in the active region. The switch between the two states occurs by

means of local temperature increase. Above the critical temperature, the crystal

nucleation and growth occur and the material becomes crystalline (set operation).

To bring the chalcogenide alloy back to the amorphous state (reset operation), the

temperature must be increased above the melting point of hundreds of �C and then

very quickly quenched down in order to preserve the disorder and not let the

material to crystallize. From an electrical point of view, it is possible to use the

Joule effect to reach locally both critical temperatures using the current flow

through the material by setting proper voltage pulses (Fig. 1.3).

Depending on the GST phase, the memory device features the electrical char-

acteristics depicted in Fig. 1.3b. The crystalline GST (xGST) behaves as a resistor

with a slope mainly determined by the heater resistance itself. The amorphous

4 A. Pirovano



phase (aGST) shows an S-shaped negative differential conductance (SNDC), col-

lapsing from a high resistive off-state into a high conductive on-state through the

so-called threshold switching effect [28]. Figure 1.3c shows the cell resistance

measured after a current pulse of varying amplitude and a duration of 100 ns.

Both types of state transitions are shown in the figure: for the reset-to-set transition,

the cell was always prepared in the reset state (R� 1.5 MΩ) prior to the application
of the program pulse. In this case, the programmed resistance steeply decreases for

programming currents greater than 100 μA, due to the crystallization of amorphous

GST in the active region. The figure also shows the opposite (set-to-reset) transi-

tion, where the cell is prepared in the low-resistance state (R � 3kΩ). Here, the cell
resistance remains unchanged for moderately small programming currents and then

markedly increases for current values greater than 450 μA. This marks the GST

melting within the active region. In fact, rapid cooling of the melted chalcogenide

along the falling edge of the program pulse results in a final amorphous phase,

increasing cell resistance. Note that the falling edge is a critical parameter in the set-

to-reset transition: if the falling edge is not fast enough, the melted GST may

recrystallize leading to a final state with lower resistance.

From Fig. 1.3b, it is worth noting that there exist two electrically driven

switching effects in chalcogenide glasses, as already pointed out in the pioneering

work of Ovshinsky [9, 29]. The first one is related to the reversible switching

mechanism between an electrical low conductive state and a high conductive one,

without any change in the microscopic structure of the material. Since this mech-

anism requires a threshold voltage and is usually associated with SNDCs, it has

been named threshold switching. A second mechanism was also discovered in some

chalcogenide compounds, this one related to a thermally activated phase transition

of the chalcogenide alloy that can be switched between a high conductive poly-

crystalline state and a low conductive amorphous one, through proper electrical

pulses that cause a Joule heating of the material. Since both the crystalline and the

amorphous states are stable, the two phases could be used to store binary informa-

tion in a nonvolatile memory device, the bit “1” corresponding to the conductive

state and the bit “0” to the insulating one. This electrically induced structural

Fig. 1.3 Prototype 180 nm PCM cell (a) current voltage characteristics of the cell with the GST in

the crystalline and amorphous phase (b) and corresponding programming curves (c)
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change has been thus named memory switching. It is worth noting that the threshold

switching effect is required to get the memory switching mechanism but not vice

versa. In fact, an amorphous chalcogenide has to be driven in a highly conductive

electrical state through threshold switching to get the transition temperatures

without enormous electrical fields [9, 30].

1.4 PCM Device Performance and Applications

PCM represents one of the most promising candidates for next-generation NVM

devices [31–33], having the potentiality to improve the performance compared to

flash with an exceptional scalability [34]. To exploit the PCM technology for high-

performance applications, fast write and read times are mandatory while still

preserving good data retention capabilities (Table 1.1).

Compared to other memory technologies, PCM can fill the performance/cost gap

between DRAM and NAND, and they can provide a full replacement for NOR flash

with a better scalability. In looking at application requirements in comparison with

the current memory hierarchy, a very interesting opportunity can be identified for a

memory technology with properties in between DRAM and NAND, both in terms

of latency and cost. Such a memory system, conventionally defined as storage-class

memory (SCM), represents the ideal realm for PCM technologies due to their

low-power capabilities. However, stringent requirements in terms of speed and

cost must also be met. As reported in Table 1, PCM can deliver much better

performance than flash in terms of latency and speed with the attribute of good

bit granularity and nonvolatile nature of the storage mechanism.

This perspective PCM technology can be effectively exploited in:

(i) Wireless systems, where LPDDR2-NVM PCM devices have latency in the

same order of magnitude as DRAM, could reduce cost and power consump-

tion in the system and can offer reduced application start time and reduced

boot time through execute-in-place (XiP) operation.

Table 1.1 Comparison of key attributes among PCM, floating-gate NVM (NOR and NAND

flash), and DRAM

Attributes PCM NOR NAND DRAM

Nonvolatile Yes Yes Yes No

Clear scaling to 1� nm 45 nm 1� nm 1� nm

Granularity Small/byte Large Large Small/byte

Erase No Yes Yes No

Software Easy Moderate Hard Easy

Power ~Flash ~Flash ~Flash High

Write bandwidth 1–15þ MB/s 0.5–2 MB/s 10þ MB/s 100þ MB/s

Read latency 50–100 ns 70–100 ns 15�50us 20–80 ns

Endurance 106+ 105 104–105 Unlimited
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(ii) Solid-state storage subsystem to store frequently accessed pages and to store

those elements which are more easily managed when manipulated in place. A

key advantage is the bit alterable nature of PCM that solves the issue of

increased write cycles when the device is full. Higher endurance on PCM

addresses the needs of these systems when heavy use is expected.

(iii) PCIe-attached storage arrays, where the fast random read/write operations

allow performances much higher than in state-of-the-art flash-based SSD [35].

(iv) Computing platform, exploiting the non-volatility to reduce the power con-

sumption. DRAM, being a volatile memory, consumes watts/GB to simply

maintain the contents of the memory. PCM banks can be simply turned off

when they are not in use providing reduced power in idle states and decoupling

the relationship between density and power consumption.

In order to be able to enter into a well-established memory market, there are key

factors that must be fulfilled: (i) match the cost of the existing technology in terms

of cell size and process complexity, (ii) find application opportunities optimizing

the overall “memory system,” and (iii) provide a good perspective in terms of

scalability. PCM has been able so far to progress in line with all these requirements.

One of the key challenges that must be faced for industrializing PCM devices is

the large programming current needed to melt the cell active region. Such current

value may become a limitation in all the applications with a limited budget for

power consumption, and it imposes stringent requirements on the current delivered

by the memory cell selector integrated in series with the PCM. If the current density

delivered by the selecting device is lower than the one required by PCM cell, the

selector area must be increased; thus, the size of the cell selecting device becomes

the limiting factor for the device density and annihilates the small size advantage of

PCM technology. Therefore, reducing the programming current is necessary for

achieving both high density and low power consumption of PCM.

Memory cells organized in an array must have a means to select the individual

memory cells for reading and writing (RAM operation). The memory cell selection

device ensures there is no parasitic current path, the selected cell is writable, and

there is adequate read signal-to-noise margin. Ideally, the memory cell selection

device has high on-state conductivity and infinite off-state resistance and occupies a

small layout area. BJTs and diodes have similar device structures, differing only in

the doping of the junctions and the number of contacts [36]. Diodes can have the

minimum 4F2 layout area. By sharing the base contact with several cells, the

footprint of a BJT selector ranges from 8F2 [2] to about 5.5F2 [8]. The device

width of the MOSFET selector is determined by the programming current required.

PCM requires a substantial reset programming current that calls for good-quality

diode/BJT or wide device width for a MOSFET selector. PN junction diodes with

various materials have been studied, including poly-Si, epitaxially grown silicon,

doped semiconducting metal oxide, and Ge nanowire: in all these attempts, it has

been difficult to find a cell selection diode that simultaneously satisfies the on/off

ratio requirement and the on-current required to program the PCM.
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1.5 Conclusions

PCM technology represents a serious contender in the emerging NVM arena, being

the only technology that has been capable to demonstrate the maturity for large-

volume manufacturing at the state-of-the-art technology node. Good electrical

performances, superior reliability, and bit granularity can provide a competitive

advantage over the mainstream flash technology and make them a good candidate

for storage-class memory applications. In order to reduce the cell size and therefore

the cost of this technology, two approaches have been deeply investigated in the last

decade. First, several alternative cell architectures have been proposed to minimize

the programming current. Second, various selecting devices have been

experimented to find the optimal solution for different applications and require-

ments. Finally, MLC and neuromorphic applications represent today the leading

edge for the research activities on PCM technology, and they may allow a giant leap

for their exploitation in the next years.

With respect to traditional electron device based on the electrical transport

properties of silicon, PCM devices exploit several effects that are not usually

accounted for in semiconductor devices, at least in solid-state memories. In fact

the electrical properties are strongly coupled with the thermal ones, thus requiring

to consider the electrothermal physics for all the operating condition of PCM

devices. Moreover, for the first time in semiconductor history, the phase-change

properties and related physics represent a key topic for device understanding and

optimization, thus asking to researchers and engineers operating in this field for

new expertise and skills. The aim of this book is to provide a comprehensive

treatment of the PCM device physics, including the most recent advances in the

modeling of such phenomena and in the comprehension of new chalcogenide

material properties, as well as a deep insight in the engineering challenges from

the single device to large-sized PCM products.

The electrical properties of amorphous and crystalline chalcogenide alloys have

been long debated in the scientific community due to the peculiar features that are

unique for these alloys. Chapter 2 reports a complete review of the conduction

mechanisms responsible for the subthreshold behavior in chalcogenide alloy as well

as the key ingredients to explain the threshold switching phenomenon. Thermal

properties and phase-change dynamics are the topic for Chap. 3, with a focus on the

phenomena involved in the transition from the amorphous to the crystalline phase.

Crystallization dynamics represents the slowest mechanism in PCM operation, and

a deep analysis of the crystal nucleation and growth mechanisms is mandatory for

the optimization of the device performance. Electrical, thermal, and phase-change

physics are then combined in a self-consistent environment described in Chap. 4

and that allow the reader to understand the cross-links between the various mech-

anisms involved in PCM operations. Apart from the exceptional performance in

terms of read and write speed, a key attribute for nonvolatile memories is their

reliability to keep the data stored unaltered for a very long time. The physical

mechanisms that are responsible for a premature data loss and for a poor device
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functionality are deeply discussed in Chap. 5. As mentioned in the historical

overview, the optimization of the chalcogenide alloy composition has been the

key ingredient for the commercial success of rewritable optical storage and for

boosting the renewed interest in solid-state device applications. This has been the

first step for a continuous improvement of the device performance based on the

development of better and better chalcogenide alloys that are suited for different

applications. The scope of Chaps. 6 and 7 is to provide a deep insight in material

engineering for optimizing the PCM device performance. Chapter 8 is dedicated to

the PCM scaling capabilities. Starting from the fundamental physical limitations for

the phase-change mechanism, the ultimate limits for the PCM cell functionality are

explored and discussed. To complete our journey in PCM technology, the last three

chapters of the book deliver to the reader an unprecedented overview of the PCM

cell design strategies, the array architectures, and the specific management tech-

niques adopted for mitigating issues and for exploiting the unique opportunities

offered by PCM, with a final outlook in the future of phase-change memory

technology and their applications.
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Chapter 2

Electrical Transport in Crystalline

and Amorphous Chalcogenide

Daniele Ielmini

2.1 Phase-Dependent Band Structure

Thin films represent a valuable vehicle for characterizing the electrical properties of

materials, e.g., the electrical resistivity in different phases and temperature, as well

as for carrying out optical investigations (e.g., by photon absorption or reflection) of

the band structure for various structural phases. Some properties of the band

structure, e.g., the energy gap, its direct/indirect character, the presence of tails of

localized states, etc., can in fact be characterized almost directly from optical

experiments, thus providing a key input into the physical mechanisms for conduc-

tion that are responsible for the electrical properties of the materials.

Most of the results shown in the following refer to Ge2Sb2Te5 (GST), which is

by far the most widely studied phase change material for optical and electrical

storage since the seminal work of Yamada et al. [6]. In fact, GST features a unique

combination of excellent properties, such as thermodynamic stability, within the

Ge-Sb-Te ternary phase diagram, relatively lowmelting temperature (Tm¼ 620 �C),
fast crystallization (in the range of 100 ns for sufficiently high temperatures), and

good glass-forming ability, in that the maximum quenching time to achieve an

amorphous phase by cooling a liquid phase is in the range of about 50 ns [7], thus

easily achievable within a nanoscale PCM device connected to a memory circuit.

For these reasons, GST is the most popular material used in optical data storage,

such as rewritable CD and DVD, and in PCM devices [8–10].
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2.1.1 Optical Characterization Studies

Figure 2.1a shows the measured absorption coefficient α of GST in the amorphous

phase as a function of photon energy hν [11]. Data in the figure were obtained from
ellipsometry analysis or optical transmission/reflection studies and comparative

results obtained from various authors in the literature [11–19], which all show a

substantial agreement. Small differences might be attributed to a slightly different

stoichiometric composition and/or degree of film oxidation, resulting from the

different techniques of deposition. The steep drop of α for decreasing optical

energies indicates the band edge. To carefully determine the optical band gap

Eg,opt, data were fitted to the Tauc equation [20, 21]:

αhν ¼ C hν� Eg,opt

� �r
, ð2:1Þ

where C and r are constants. Using an exponent r ¼ 2, which adequately describes

optical electron-hole generation in an amorphous semiconductor where the momen-

tum k is not conserved in the transition [21], and extrapolating to the abscissa, a

band gap Eg,opt ¼ 0.7 eV could be evaluated [11, 19]. More careful analysis

indicates a marked deviation from the slope r ¼ 2 at low energies below about

0.9 eV, which reveals the presence of exponentially decaying Urbach tails due to

localized states. These states are generally attributed to disorder in the amorphous

state, according to the Anderson theory of disorder-induced localization of states in

the band gap [20]. Such localized states, which are found to belong to a Urbach tail of

about 80 meV, have a key role in conduction and switching in the amorphous phase.

Similar results for the absorption spectrum and band structure were obtained by

subsequent studies [22]. Absorption data were also compared with spectral photo-

conductivity, measuring the electrical current under illumination of monochromatic

Fig. 2.1 Measured absorption coefficient α as a function of photon energy for amorphous GST (a)

and comparison between crystalline and amorphous GST (b) Reprinted with permission from [11]

Copyright (2005) AIP Publishing LLC
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light at a given photon energy hν, indicating a substantial agreement and confirming

the band structure picture for amorphous GST.

Figure 2.1b shows the comparison of measured α for GST in the crystalline and

amorphous phases. Two crystalline phases are considered for GST, namely, the

metastable face-centered cubic (fcc) structure and the stable hexagonal structure

[6]. The measured α shows a negligible difference between the two phases and a

substantially larger value for crystalline phases compared to the amorphous state.

This can be understood by a shift of the absorption spectrum to lower photon

energies due to a smaller energy gap. Linear fitting in the Tauc plot with r ¼ 2

and extrapolation to zero absorption results in an estimated optical energy gap of

0.5 eV [11], in substantial agreement with other reports [14, 15, 17, 19].

Understanding the electrical properties of GST also requires the assessment of

the position of the Fermi level, which determines the population of the density of

states in the conduction and valence band. To this purpose, Fig. 2.2 shows the

experimental results for the hard x-ray photoemission spectroscopy (HXPES) of

GST and GeTe [23]. HXPES is a valuable technique to investigate the valence band

structure of electronic materials and allows to extract the density of states in the

valence band with respect to the Fermi level. The figure shows the HXPES spectra

for the amorphous and crystalline phases, as a function of energy, where E ¼ 0,

represents the equilibrium Fermi energy. The valence band edge is generally closer

to the Fermi level for the crystalline phase compared to the amorphous phase,

Fig. 2.2 HXPES spectra

for GST (top) and GeTe

(bottom) in the amorphous

and crystalline phases.

Reprinted with permission

from [23] Copyright (2007)

American Physical Society
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supporting the larger conductivity in the crystalline phase which is the basis of the

storage concept for PCM devices. For GST, the difference between EF and the

valence band edge in the amorphous phase is about 0.4 eV, i.e., about half of the

band gap, indicating that amorphous GST behaves as an intrinsic semiconductor

where the Fermi level is pinned at midgap. In the crystalline (fcc) phase, GST shows a

deeper valence band compared to GeTe, where EF lies almost in correspondence of

the valence band edge, thus suggesting a degenerate doping concentration and almost

metallic conduction. Doping of p-type character is generally attributed to vacancies,

which can reach an atomic concentration of about 20% in GST due to vacancies of

the Ge/Sb sub-lattice [19, 24], mostly surrounded by Te neighbors [25].

2.1.2 Electrical Characterization Studies

Electrical measurements allow a more direct investigation of carrier transport

properties, such as the type of majority carriers and their concentration and mobil-

ity. Figure 2.3 shows the measured resistivity as a function of temperature for GST

in the amorphous and crystalline phase. In these measurements, the as-grown

amorphous GST film was characterized at increasing temperature from 20 to

650 �C, thus above the melting temperature. At relatively low temperature below

Fig. 2.3 Measured resistivity as a function of temperature for GST in the amorphous and

crystalline phases. The film thickness was 110 nm (open symbol) and 510 nm (solid symbol).

The inset shows the same data reported in the Arrhenius plot. Reprinted with permission from [22]

Copyright (2005) The Japan Society of Applied Physics
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150 �C, the amorphous resistivity shows a regular decrease, which can be attributed

to the temperature activation of transport in the intrinsic amorphous semiconductor,

most probably arising from thermal generation of carriers from the valence to the

conduction band with activation energy equal to half of the band gap. The activa-

tion energy can be estimated from the slope of resistivity in the Arrhenius plot

shown in the inset. Inspection of the Arrhenius plot indicates an activation energy of

about 0.45 eV in close agreement with the difference between EF and the valence

band edge in Fig. 2.2. As the temperature reaches about 170 �C, the resistivity

shows a marked drop, thus revealing thermally induced crystallization to the fcc

phase. If the temperature is decreased soon after crystallization, resistivity increases

for decreasing temperature but with a smaller slope compared to the amorphous

phase. The Arrhenius plot shows an activation energy of about 0.14 eV, which may

be attributed to the energy difference between EF and the valence band edge for fcc

crystalline GST in Fig. 2.2. After the steep region of crystallization, resistivity

shows a further decrease with a shallower slope, probably associated with the

nucleation and growth of hexagonal grains within the fcc metastable phase. Exceed-

ing the melting temperature does not result in major changes of resistivity,

suggesting that the conduction properties of liquid GST are similar to those of the

hexagonal phase, which behaves as a degenerate semiconductor, or a metal, given

the increase of resistivity with temperature.

Additional insight into the transport properties of amorphous and crystalline

GST can be gained by more sophisticated experiments, such as Hall conductivity

measurements. Figure 2.4 shows the measured 1/(σRH), namely, the inverse product

of electrical conductivity s and Hall coefficient RH, for the hexagonal and the fcc

phases of GST [11, 26]. Data indicate a p-type doping, consistent with the large

concentration of Ge and Sb vacancies. An estimate of hole concentration can be

derived from the inverse product 1/(σRH), which is in the range of few 1020 cm�3 at

room temperature. A larger hole concentration is found for the hexagonal phase

compared to the fcc phase, in agreement with the lower resistivity in Fig. 2.3. Hall

measurements are generally extremely difficult for the amorphous phase, due to the

extremely low current. However, a p-type character of conduction was assessed for

the amorphous phase via Seebeck analysis [22]. This supports the picture of slightly

p-type amorphous GST, although its main character remains that of an intrinsic

material with very poor concentration of carriers in the extended states. This

remains the main origin of the resistivity ratio and optical contrast at the basis of

electrical and optical phase change memories, respectively.

Figure 2.5 shows the schematic band structure for the crystalline (top) and the

amorphous phases (bottom) of GST [27]. The crystalline phase is a degenerate

semiconductor with relatively narrow band gap, where the Fermi level lies close to

the valence band maximum due to vacancy-induced self-doping. The amorphous

phase appears as an intrinsic semiconductor with the Fermi level close to midgap, as a

result of defect-induced pinning. Defects may consist of distorted bonds, wrong

bonds (e.g., Ge-Ge bonds in GST), and dangling bonds, which arise due to the

disordered structure. Defects also provide localized states in the forbidden gap for

capture and emission of carries to/from the band of extended states [28–30]. Although
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Fig. 2.4 Measured

1/(σRH), namely, the

inverse product of electrical

conductivity σ and Hall

coefficient RH, for the

hexagonal and the fcc

phases of GST

[11, 26]. Data indicate a

p-type doping, consistently

with the large concentration

of Ge and Sb vacancies.

Reprinted with permission

from [22] Copyright (2005)

AIP Publishing LLC

Fig. 2.5 Band structure of the crystalline (a, top) and amorphous phases (b, bottom) of GST.

Reprinted with permission from [27]. Copyright (2008) IEEE
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these localized states are preferentially located close to the band edges in the form of

Urbach tails, a finite amount of localized state density might take place at the Fermi

level deep in the band gap. The different position of the Fermi level eventually

accounts for the different electrical resistivity in the two phases at the origin of the

PCM storage concept.

2.2 Conduction Characteristics of PCM Devices

While thin films remain the preferred vehicle for basic understanding and explora-

tion of novel materials, the PCM device characteristics are the source of the main

information regarding the device and its electrical parameters. For instance, impor-

tant device properties such as the resistivity of the amorphous phase obtained by

quenching from the melt and the threshold switching voltage cannot be obtained

from a planar thin film analysis due to the limited electric field and temperature in

these experiments.

A PCM device generally consists of a layer of phase change material, such as

GST, between two electrical contacts. Figure 2.6 shows the TEM (transmission

electron microscope) picture of a PCM device showing a GST film connected to a

narrow bottom contact, called heater, and a top thin-film contact [31]. The heater is

contacted to one or more select transistors by a metal plug, usually made of

tungsten. The select transistor can be a field-effect transistor (FET) as in Fig. 2.6

[31], a bipolar junction transistor (BJT) [10], or a diode-like two-terminal select

device [32–36], depending on the required device density in the memory array. In

fact, FETs tend to have a larger area due to their planar geometry, thus allowing a

relatively small device density. On the other hand, two-terminal selectors, such as

polycrystalline silicon p-n junctions [32], ovonic threshold switch (OTS) elements

[33], or mixed ionic-electronic conduction (MIEC) devices [34], provide the

smallest device area and allow for achieving cross-point arrays with maximum

memory density. A detailed review of PCM cells reported so far in the literature is

given in Chap. 9.

During the application of a programming pulse, the current flowing in the

confined bottom electrode causes Joule heating within the GST volume adjacent

to the bottom electrode. For sufficiently intense Joule heating, the GST temperature

can exceed the melting point, thus causing local transition to the liquid phase. If the

decay time of the applied pulse is short enough, typically below 30 ns [7], the liquid

phase is quenched into an amorphous phase, thus inducing reset transition of the

PCM. Note that the amorphous volume generally reflects the liquid volume during

the reset pulse and thus increases with the amplitude of the voltage pulse [35–

38]. This enables multilevel programming of the PCM, where different resistance

levels correspond to different thickness of the amorphous volume in the GST layer.

On the other hand, the set state corresponds to a wholly crystalline phase, typically

consisting of polycrystalline fcc structure.
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2.2.1 I-V Curves for Set and Reset States

Figure 2.7 shows the measured current-voltage (I-V) curves for a PCM device with

confined bottom electrode [10, 39]. In the measured device, the GST film was

deposited by RF sputtering [40]. Top and bottom contacts were consisting of

sputtered TiN, where a Ti adhesion layer was inserted between the GST film and

the top electrode to minimize the contact interface resistance. The width of the BE

was confined to 50 nm via conventional lithography, whereas the thickness was

5 nm in the orthogonal direction, thus resulting in a bottom contact area of the PCM

device of about 250 nm2. The GST layer had a thickness of 35 nm. Set and reset

states in Fig. 2.7 indicate strongly different conduction behaviors: the current for

the set state shows a linear (ohmic) increase with voltage, with resistance R¼ V/I of
about 10 kΩ. On the other hand, the reset state shows a linear increase of current for
very low voltage (less than about 0.2 V), followed by an almost exponential

increase of current for relatively large voltage. A sudden voltage drop, or snapback,

occurs at the so-called threshold voltage VT of about 1.2 V in the figure,

corresponding to a threshold current IT � 3 μA for this technology. The voltage

snapback is the result of threshold switching, that is, a characteristic negative

differential resistance (NDR) effect which is generally observed in amorphous

phase change materials and OTS [19, 41–50]. After threshold switching, the I-V

curve of the reset state overlaps to that of the set state, most likely due to the

crystallization taking place at large current and relatively long times during the DC

measurements. Note that at low voltage in the ohmic regime, the reset state displays

Fig. 2.6 TEM picture of a

PCM device with confined

bottom electrode, or heater,

and non-confined thin-film

GST and top electrode.

Each PCM device is

connected to two transistors

acting as select elements for

electrical access within the

memory array. Reprinted

with permission from

[31]. Copyright

(2013) IEEE
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a resistance of about 10 MΩ, thus resulting in a resistance ratio of about 103

between the two logic states in the PCM.

The linear I-V curve of the set state can be attributed to the band structure of the

fcc GST, where the degenerate Fermi level causes a large concentration of free

carriers contributing to drift transport. The positive activation energy of the fcc

structure in Fig. 2.3 might be explained by the polycrystalline structure of the set

state [51], where carriers are thermally activated in the transport over energy

barriers associated to grain boundaries [52]. The variable positive activation energy

in the crystalline phase was also attributed to disorder-induced localized states in

the crystalline phase, according to the Anderson theory of localization [53].

2.2.2 Poole-Frenkel Conduction in the Reset State

The nonlinear conduction of the I-V curve of the reset state can instead be attributed

to Poole-Frenkel (PF) conduction [27, 36, 37, 47, 48]. Figure 2.8 schematically

illustrates the band diagram under an applied field in the amorphous GST, where

carrier transport is due to thermally excited hopping between positively charged

localized states [54]. In the case of relatively short distance Δz between localized

states (Fig. 2.8a), the energy barrier Δϕ(V) under an applied voltage V is given by

[47]:

Δϕ Vð Þ ¼ Δϕ 0ð Þ � qF
Δz
2

¼ EC � EF0 � qV
Δz
2ua

ð2:2Þ

where Δϕ(0) is the energy barrier under zero electric field F, EF0 is the equilibrium

Fermi level, EC is the maximum of the barrier equivalent to the conduction band

minimum between two localized states, and ua is the thickness of the amorphous

Fig. 2.7 Measured I-V

curves for a PCM device in

the reset state (amorphous

phase) and set state

(crystalline phase) [39]
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volume where all the voltage V is assumed to drop. According to Eq. (2.2), the

energy barrier for PF transport decreases linearly with V, which applies for rela-

tively smallΔz. As a result, the thermally activated current for relatively large V can

be written as [47]:

I ¼ qANT

Δz
τ0

e�
EC�EF0

kT e
qV
kT

Δz
2ua ð2:3Þ

where NT is the concentration of localized states and T is the local device temper-

ature. Equation (2.3) accounts for the exponential increase of I with voltage in

Fig. 2.7. Note that the thermally activated forward current in the direction of the

electric field must be corrected by a reverse current in the opposite direction, which

is comparable to the forward contribution at small voltages. After the correction,

the current is given by [47]:

I ¼ 2qANT

Δz
τ0

e�
EC�EF0

kT sinh
qV

kT

Δz
2ua

� �
ð2:4Þ

where NT is the density of localized states and T is the local device temperature

(I would remove this as already explained in the previous equation). Equation (2.4)

accounts for the linear behavior of current at small voltage, as well as for the

exponential current at higher voltage. For relatively long Δz (Fig. 2.8b), the

physical picture of conduction remains qualitatively the same, except for the

voltage dependence of energy barrier which decreases with the square root of V,
thus causing the current to increase exponentially with V1/2, namely, log(I) ~ V1/2,

in line with the traditional PF model of conduction [47]. Both regimes can be

experimentally observed in PCM devices, with the conventional PF (V1/2)

regime arising preferentially for relatively small devices, whereas the V regime

Fig. 2.8 Schematic diagram of PF conduction in amorphous GST, comparing the cases where the

distance Δz between charged localized states is relatively short (a) or relatively long (b) Reprinted
with premission from [27]. Copyright (2008) IEEE
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of conduction appearing typically in larger devices [55]. A transition from V to V1/2

regime can also be seen as a function of time from the reset process, due to the

structural relaxation of the amorphous GST, also known as the drift phenomenon

[54]. Initially, the I-V curve of the device shows a small Δz behavior with log(I) ~
V, while at long times after reset, the conventional PF regime with log(I) ~ V1/2

appears. This can be attributed to the annihilation of localized states caused by the

structural relaxation [54].

For a full confirmation of the physical picture of transport in Fig. 2.8, one should

test the model against as many as possible experimental dependencies, such as the

dependence on temperature and the impact of the programming condition. To this

purpose, Fig. 2.9a shows the measured and calculated I-V curves for T increasing

from 25 �C to 85 �C. There is a good agreement between the calculated I-V curves

and the reported data, in both the V dependence of the individual I-V curves and the

impact of temperature. As T increases, the current increases quite significantly due

to the Arrhenius-type thermal activation in Eq. (2.4). These data allow to extract the

activation energy at variable V, from the slope of log(I ) in the Arrhenius plot

[47]. Figure 2.9b shows the activation energy EA ¼ dlog(I)/d(1/kT) as a function

of V, extracted from data and calculations in Fig. 2.9a. Note that the activation

energy can be viewed as the effective value of the energy barrier for carrier

transport in the PF process. The decrease of EA at increasing V is thus a clear

evidence and confirmation of the PF conduction mechanism in the amorphous

phase change material.

Another compelling evidence of the PF transport mechanism in the amorphous

phase is obtained by testing the dependence of the subthreshold slope (STS), given

by STS ¼ dlog(I)/dV on the amorphous layer thickness ua. Figure 2.10a shows the
TEM pictures of the active cell region evidencing the amorphous cap in three cells

programmed at increasing voltage, while Fig. 2.10b shows the corresponding I-V

curves in the PF plot, where log(I ) is reported as a function of V1/2. By calculating

the derivative of log(I) with respect to V in the long Δz regime, one obtains [36]:

Fig. 2.9 Measured and calculated I-V curves in the reset state at variable temperature (a) and

corresponding activation energy EA ¼ dlog(I)/d(1/kT) as a function of V (b) Reprinted with

permission from [47]. Copyright (2007) AIP Publishing LLC
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STS ¼ q

kT

ffiffiffiffiffiffiffiffiffi
q

πEua

r
ð2:5Þ

where ε is the dielectric constant. Data in Fig. 2.10b indicate that the STS in the PF plot

decreases with increasing ua, in qualitative agreement with Eq. (2.5), thus supporting

the PF model of conduction. Further support to the PF model was provided by

demonstrating the inverse dependence of STS on T according to Eq. (2.5) [56].

Further analysis of the I-V curves at variable thickness allows to evidence

energy landscape effects, due to the variation of energy barrier resulting from the

disordered structure [36, 57, 58]. In particular, the energy landscape is at the origin

of the thickness-dependent resistivity, where amorphous GST resistivity increases

with thickness due to the percolative nature of PF conduction in the energy

landscape. An important implication of the energy landscape effect is the nonlinear

increase of resistance with thickness as the thickness of the amorphous cap

increases in the PCM device [57]. This is at the basis, for instance, of the gradual

increase of resistance along the programming curve, where an increase of the

programming voltage leads to a gradual increase of resistance corresponding to

the amorphous volume formed after quenching from the melt. The origin of this

thickness-dependent resistivity is explained by Fig. 2.11, showing the calculated

potential energy along the electron percolative path. The potential energy can be

Fig. 2.10 TEM of the amorphous cap for increasing programming voltage (a) and corresponding

measured current as a function of V1/2 (b) Reprinted with permission from [36]. Copyright

(2013) IEEE
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viewed as the energy barrier EA which the electrons must overcome by thermal

excitation in the PF transport. For a thin amorphous cap (a), the percolative path is

short; thus EA will statistically display relatively small values. As the amorphous

cap is increased as in (b) or (c), there are increasing chances to cross a high EA point

in the percolative path. As a result, EA (hence the measured resistivity) increases

with the amorphous cap thickness. Energy landscape phenomena should thus be

taken into account for projecting the thickness scaling of PCM.

2.3 Threshold Switching

The most distinguishing aspect of the conduction characteristics in the amorphous

chalcogenide is the threshold switching, that is, the abrupt change of conductivity

occurring at the threshold voltage VT in Fig. 2.7 [41–50]. Threshold switching

generally arises due to bistable S-type NDR, where two different currents can be

achieved for a given voltage within a restricted voltage range. This is schematically

illustrated in Fig. 2.12a showing the typical I-V curve with an OFF state at low

current and an ON state at high current in correspondence of the same voltage. The

bistable behavior can be understood by the fact that the same voltage drop across

the same semiconductor thickness can be sustained with two different band dia-

grams: in the OFF state (Fig. 2.12b), the voltage drops homogeneously across the

device thickness, resulting in a relatively low electric field inducing equilibrium

carrier transport, such as the PF conduction process in Fig. 2.8. On the other hand,

the ON state (Fig. 2.12c) consists of a non-equilibrium configuration of bands with

heavily nonhomogeneous distribution of the electric field. The field is extremely

high within an initial dead layer, where the high field induces injection of carriers in

Fig. 2.11 Calculated

profile of energy barrier

along the percolation

channel, indicating energy

landscape effects where the

limiting energy barrier

increases with thickness.

Three amorphous volumes

(a, b, and c) with increasing

thickness are considered.

Reprinted with permission

from [36]. Copyright

(2013) IEEE
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the following ON region, where the field is instead relatively low, thanks to the

large concentration of injected carriers. Alternatively, injection might lead to

transfer of carriers to higher energy, thus enhancing their mobility. Current conti-

nuity in the ON and dead layers is ensured since the current is proportional to the

product of carrier density, carrier mobility, and electric field; thus a high field and

low concentration/mobility in the dead layer are balanced by the low field and high

concentration/mobility in the ON layer.

The injection mechanisms in the dead layer of Fig. 2.12c can arise from different

mechanisms, such as tunneling [47] or even PF conduction itself [48], as a result of

the carrier heating phenomenon illustrated in Fig. 2.13. In fact, the PF mechanism

involves the thermal excitation of carriers over an energy barrier for transport. At

low field (Fig. 2.13a), carriers can relax their energy after a hopping event; thus, the

energy distribution of carriers remains that of the equilibrium state, where roughly

all states are filled below EF while roughly all states are empty above EF. One

should recall that a large concentration of localized states exists in the amorphous

semiconductor band gap and sustains the PF transport process. At sufficiently high

electric fields (Fig. 2.13b), there is no sufficient time for the carrier energy to relax

between the capture and emission events [59–61]; thus, carriers can gain a signif-

icant amount of energy resulting in a hot (non-equilibrium) electron distribution.

This is similar to the hot electron effects arising in a FET channel at high electric

fields [62], except that the non-equilibrium distribution mostly affects the density of

carriers in localized states, rather than in the band of extended states. Due to the

exponential energy dependence of electron mobility in the PF transport, the con-

ductivity can be significantly enhanced, thus resulting in a reduced voltage drop in

the region where carriers have high energy, in agreement with the simplified

conceptual picture of Fig. 2.12c. Note that this picture only assumes PF at low/high

field as the origin of threshold switching and thus is capable of explaining threshold

switching in a wide class of materials, e.g., phase change chalcogenides, OTS

materials, and in principle any other material sharing the PF mechanism as the

dominant conduction process [48].

Fig. 2.12 Schematic illustration of NDR mechanism at the basis of threshold switching, showing

the typical I-V characteristics for NDR (a) and the band diagrams for the OFF state (b) and the ON

state (c)
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Based on the physical picture in Fig. 2.13, a numerical model was developed to

mathematically reproduce the NDR and consequent threshold switching

[48]. According to Fig. 2.13, the model relies on an energy balance for carriers

(electrons in the figure) in a layer of infinitesimal thickness dz. The energy flow

input into the infinitesimal layer can be written as J(z)EF(z)/q, namely, the carrier

flow multiplied by the average carrier flow equal to the local quasi Fermi energy EF.

The latter can be different from the equilibrium value EF0 as a result of the energy

gain induced by the field. Within the layer, carriers receive a contribution to the

energy equal to the electrostatic energy loss, namely, dEgain ¼ qFdz. On the other

hand, scattering with phonons and defects leads to an energy loss given by

dEloss ¼ (EF-EF0)nTdz/τrel, where nT is the effective density of trapped carrier

contributing to the energy flow and τrel is a characteristic relaxation time constant

describing the carrier tendency to thermalize their distribution from

non-equilibrium [48]. By combining the four contributions (energy input, energy

output, energy increase, and energy loss in the layer), one obtains a differential

equation for the carrier energy, given by:

dE0
F

dz
¼ qF� qnT

Jτ0

E0
F � EF

τrel
ð2:6Þ

which allows to calculate the EF profile for any applied current density

J [48]. Equation (2.6) can be solved by explicating the relationship between local

field F and current density, e.g., based on the PF transport equation, under the

continuity condition that J remains uniform over the entire thickness ua.

Fig. 2.13 Schematic band

diagram illustrating the

mechanism of energy gain

describing threshold

switching. At zero voltage,

electrons occupy all states

below the equilibrium of

Fermi level EF0 (a), while

the application of a

relatively high voltage

causes the gain of energy of

carriers due to (b) Reprinted

with permission from

[48]. Copyright (2008)

American Physical Society
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Figure 2.14 shows the I-V curves obtained from measurements and calculations

using Eq. (2.6) for various values of the amorphous GST thickness ua. Calculations
agree with the measured data for a thickness ua ¼ 40 nm, which agrees with the

typical thickness of the amorphous cap in a PCM device after full reset operation.

Calculations show the characteristic S-type NDR behavior as a result of the increase

of the carrier energy E’F as described in Fig. 2.13. Three points are marked in

Fig. 2.14, corresponding to subthreshold condition (P1), where the field is too low

to induce any significant energy increase of carriers; thus, EF ¼ EF0 over the whole

thickness. At the threshold point (P2), the energy gain is sufficiently high to induce

a significant boost of conductivity in the ON region. Starting from this condition,

any further increase of current density results in an increased field in the dead layer,

a higher energy gain in the ON region, and a correspondingly smaller field in the

ON region. As a result, the voltage decreases at increasing current, which is at the

basis of the NDR behavior in Fig. 2.14. Point P3 at high current in the NDR regime

is an example of this situation, which can be visualized by Fig. 2.12c, while P1 at

almost equal voltage drop can be represented by Fig. 2.12b. The threshold point P2

thus marks the conditions (current density and voltage VT) for which the energy

gain of the electron population reaches a critical value, around kT, which enables

sufficient enhancement of conductivity to trigger the NDR. A detailed analysis

shows that a fixed energy gain is equivalent to a constant power density P”’ ¼ FJ
within the device. This condition can be used for a fast prediction of threshold point

in PCM devices.

Note again the large generality of this description which results from the energy

balance of Eq. (2.6) without invoking any additional mechanisms except PF

transport under non-equilibrium distribution of energy induced by the high electric

field. Note also that the contribution of additional mechanisms, such as Joule

heating [38], impact ionization [19, 45], polaron instability [46], etc., may not be

ruled out from this analysis. A different view is proposed in Chap. 4 where carrier

Fig. 2.14 Measured and

calculated I-V curves for a

PCM device, showing

threshold switching induced

by S-type NDR.

Calculations were

performed for variable

thickness of the amorphous

layer. Reprinted with

permission from

[48]. Copyright (2008)

Americal Physical Society

26 D. Ielmini



generation-recombination balance is at the basis of the switching event, which can

be conveniently implemented in a finite element-based device simulator tool.

Figure 2.15a shows the calculated I-V curves for variable temperature (a). A

reference experimental characteristic measured at 300 K for GST is also shown for

reference. The NDR region of the I-V curves was deleted for clarity, and the I-V

curves were shown only up to the threshold voltage VT. Calculations show that the

threshold voltage VT decreases with increasing T, as a result of the Arrhenius-type
increase of subthreshold PF leakage. In fact, to maintain a constant power density

for switching, VT decrease as the subthreshold current increases. This results in an

approximately linear decrease of VT with T.
Figure 2.15b shows the calculated I-V curves for variable EC-EF0, which corre-

sponds to about half of the band gap assuming that the Fermi level is located at

midgap. The PF current decreases at increasing EC-EF0, thus causing VT to increase

as a result of the constant-power rule. This is generally demonstrated experimen-

tally, as phase change materials with a low leakage current display a relatively large

activation energy for conduction, as well as a relatively large VT. This provides

relevant design guidelines to engineer the phase change material to match a certain

circuit requirement for VT.

Fig. 2.15 Measured and calculated I-V curves for a PCM device for variable temperature (a) and

variable EC-EF0 (b) Lines at constant power density are also shown for reference of the constant-

power rule of threshold switching. Reprinted with permission from [48]. Copyright (2008)

American Physical Society
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2.4 Switching Dynamics

While most modeling and characterization studies aim at describing the DC behav-

ior of switching, namely, the threshold voltage and current under quasi-static

DC-type measurement conditions, time-dependent analysis of switching has been

attempted less frequently. The time-dependent switching dynamics can be studied

with reference to two fundamental parameters: the delay time τD, namely, the time

needed to initiate the switching process since the first application of the voltage, and

the switching time, τS, namely, the time for the current to rise from the subthreshold

level to the ON state.

The switching time can be viewed as the time to switch from the OFF-state

(uniform field) configuration in Fig. 2.12b to the ON-state configuration

(nonuniform field) in Fig. 2.12c, requiring electron heating and establishment of

the high-energy/high-concentration conditions in the ON region. This evolution is

governed by a positive feedback effect, in that a momentary increase of carrier

energy results in a higher conductivity in the ON region, thus causing a higher

current and a corresponding increase of the voltage drop across the dead region to

sustain the increased current. A higher electric field across the dead region results in

(i) an increase of the energy in the OFF region, causing a further increase of current,

and (ii) a decrease of the voltage drop across the ON region to maintain the constant

voltage across the PCM device. Ideally, such a positive feedback loop would lead to

an indefinite increase of current causing final destructive failure of the device, but in

practice the series resistance in the PCM device, e.g., caused by the confined bottom

electrode, would limit the maximum current, thus allowing to reach a final steady

state as sketched in Fig. 2.12c.

Attempts to measure the switching time were not successful to date, possibly due

to the positive feedback loop and the correspondingly very fast switching transient.

Calculations of the switching time were carried out by using an analytical model of

threshold switching based on tunneling from gap states to the conduction band

[47]. Figure 2.16 shows the calculated I-V curves with the transient trajectory

during time-dependent switching (a) and the calculated current (top), electric field

(center), and carrier concentration (bottom) as a function of time [63]. The I-V

trajectory during switching assumes a load resistance RL ¼ 3 kΩ in series and

includes three representative points, corresponding to initial equilibrium conditions

in the OFF state (i), transient state during the switching event (ii), and final ON state

at high current (iii). At time zero, the device is biased with an applied voltage in the

OFF state (i) with subthreshold current flowing and a negligible concentration of

excess carriers δnT2 in the ON region. Equal electric fields are present in the dead

and ON regions due to the equilibrium conditions. However, the OFF-state field

injects a gradually increasing concentration of excess carriers in the ON region as

apparent from the transient of δnT2 in Fig. 2.16b (bottom). As δnT2 becomes

comparable to the pre-existing (equilibrium) carrier concentration, the current starts

to increase, resulting in the switching event. As the current increases during

switching (ii), the electric field in the dead region FOFF increases, while the electric
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field in the ON region FON decreases, thus establishing the nonuniform field

distribution in Fig. 2.12c. Steady state is eventually reached in the ON state (iii).

The simulated current transient in Fig. 2.16b (top) allows to discriminate

between delay and switching transients: the delay time τD can be defined as the

time for current to reach half of the switching swing, while the switching time τS
can be defined as the net time for the current to switch from the OFF to the ON state,

represented by 10% and 90% of the whole current swing. Physically, the delay

transient in the simulation is described by the time to build up a concentration of

extra carriers δnT2 comparable to the equilibrium concentration, while the

switching time is the time for the positive feedback-driven steep increase of the

current. Note that τD and τS are both extremely short, thus posing fundamental

difficulties in time-resolved measurements of these times.

More detailed analysis indicates a key role of the parasitic capacitance which is

inevitably present in any PCM device during measurements [63]. In general, a

parasitic capacitance C of few pF may be expected to affect a conventional

experimental setup for electrical measurements [64]. The parasitic capacitance

affects the measurements in two ways: (i) the delay time is increased by the RC

delay in the circuit, resulting in longer τD given approximately by the time to build

up a chargeQi¼ CVA within the capacitance, and (ii) the current increases in excess

of what is expected from the load-line trajectory in Fig. 2.16, due to the parasitic

overshoot [63, 64]. The latter phenomenon is due to the fact that the time to

discharge the parasitic capacitance C is approximately given by RLC, namely, the

RC time of the circuit. Since this is generally much longer than τS, the voltage

across the PCM remains constant during switching, instead of adjusting to the lower

Fig. 2.16 Calculated I-V curves and trajectory during the switching transient (a) and

corresponding current (top), electric field (center), and carrier concentration (bottom) as a function

of time (b) Note the gradual increase of excess carriers δnT2 which triggers the switching event

with the corresponding steep rise of current δnT2 and discrimination of electric fields in the dead

and ON regions. Reprinted with permission from [63]. Copyright (2010) IEEE
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value according to the load line in Fig. 2.16a. As a result of the larger voltage across

the PCM, switching time is shorter than the calculated τS in Fig. 2.16b, which

assumed a decreasing voltage during switching. Also, the maximum current

reached after switching is larger than the case of zero capacitance, which accounts

for the term “overshoot.”

Figure 2.17 shows the calculated I-V curve and the switching trajectory for a

PCM device with a parasitic capacitance C¼ 1 pF (a) and the corresponding τD and

τS as a function of applied voltage with and without a parasitic capacitance

C ¼ 1 pF (b). The switching characteristics show a steep transition with constant

voltage taking place in a time τS, followed by a readjustment of voltage taking place

in a longer time RLC. Due to the first stage of vertical switching, the current shows

an overshoot effect. The parasitic capacitance results in a longer delay time which is

dominated by the RC delay according to the formula:

τD ¼ RLClog
1

1� VT=VA

ð2:7Þ

which is calculated as the time to reach close to VT in a RLC circuit under an applied

voltage VA [63]. Calculation from Eq. (2.7) is also shown in the figure for compar-

ison. The switching time instead is decreased by the parasitic capacitance due to the

constant voltage during the switching transient. Note however that the switching

time is always in the sub-nanosecond range, which makes it difficult to attempt an

experimental evaluation of the switching time.

More detailed studies of the delay time indicate that there are two regimes,

namely, RC-limited delay time at relatively high voltage, as shown in Fig. 2.17 and

described by Eq. (2.7), and the fluctuation-limited delay time at relatively low

voltage [65]. Figure 2.18a shows the measured voltage across the PCM during

switching at relatively low voltage close to VT [66]. The sharp decrease of voltage

in the figure marks threshold switching, as the PCM resistance decreases, thus

Fig. 2.17 Calculated I-V curves and trajectory during the switching transient for nonzero parasitic

capacitance (a) and calculated τD and τS as a function of applied voltage (b) comparing situations with

and without parasitic capacitance. Reprinted with permission from [63]. Copyright (2010) IEEE
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changing the voltage drop in the voltage divider circuit shown in the inset. In these

types of measurements, threshold switching occurs at relatively long times, i.e., in

the few μs time range, compared to the few ns range in Fig. 2.17, where the shorter

delay was due to the higher voltage overdrive across the device. Three repeated

measurements are shown in Fig. 2.18a, indicating a broad distribution of τD due to

stochastic switching. A detailed analysis of the distribution of τD at variable voltage

indicates a Weibull distribution with relatively low shape factor, i.e., the slope of

the distribution on the Weibull plot [65]. This behavior can be understood by

current fluctuations obeying 1/f power spectral density (PSD), where a “lucky”

fluctuation above a certain threshold current IT triggers threshold switching. Sim-

ulations by 1/f current noise models support this picture in terms of both the

statistical distribution and the average value of τD as a function of the applied

voltage VA, as shown in Fig. 2.18b [66]. Data and calculations indicate an

extremely steep slope of about 13 mV/dec. This type of analysis allows for a

nonambiguous definition of the threshold voltage VT, as the voltage marking the

separation of the fluctuation-limited regime of τD and the high-voltage regime

which is controlled by either RC delay or by the buildup of the non-equilibrium

distribution of carriers in the PCM material. The accurate understanding of delay

and switching phenomena in Fig. 2.18 allows for a careful design of PCM in several

conditions (read, write, disturb) and applications, such as memory [8–10], logic

[67–69], and non-Boolean computation for future data-intensive computing mem-

ories [70–72].

Fig. 2.18 Measured voltage Vcell across the PCM device (see inset) as a function of time

indicating stochastic switching with variable delay time τD (a) and average τD as a function of

applied voltage VA, compared with calculated τD and τS at various parasitic capacitance C (b)

Reprinted with permission from [66]. Copyright (2010) IEEE
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2.5 Time-Dependent Transport

While threshold switching describes the time-dependent transition from high resis-

tance to low resistance due to the bistable nature of the conduction characteristic,

resistance drift is a physical process responsible for the transition to high resistance.

This is shown in Fig. 2.19a reporting the resistance for a PCM in the amorphous

phase as a function of time measured with respect to the reset pulse [27]. The

resistance increases according to a power law, namely [73–75]:

R ¼ R0

t

t0

� �ν

ð2:8Þ

where R0 and t0 are constant and the exponent ν is about 0.1. The set-state resistance
is also shown in the figure, indicating a stable resistance with negligible drift.

Resistance drift in the amorphous phase can be explained by structural relaxation

taking place in the non-equilibrium disorder phase, as illustrated in Fig. 2.19b.

Here, defects remained from the liquid phase after quenching represent high-energy

configurations, which the system tends to anneal by structural relaxation. For

instance, a dangling bond relaxes by fixing itself to an atom to complete a chain.

Defects which might play a critical role in the structural relaxation of amorphous

GST are wrong bonds, such as Ge-Ge bonds and chains which are largely unstable

[76]. Structural relaxation is universally observed in disordered materials, such as

amorphous Si [77, 78], amorphous Ge [79], amorphous SiC [80], and amorphous

hydrogenated carbon [81]. Relaxation should not be viewed as a phase transition,

since the structure remains amorphous and disordered, while the resistance and

band gap increase [74, 75]. In fact, in contrast to crystallization, the energy barrier

EA for structural relaxation in Fig. 2.19b belongs to a wide distribution, from

relatively small energies to large energies close to the crystallization energy barrier,

e.g., about 2.6 eV for GST. As a result, structural relaxation is seen even at room

Fig. 2.19 Measured resistance R as a function of time after programming (a) and schematic

illustration of structural relaxation (b) The power law drift of resistance for the reset state is due to

structural relaxation, where defects are annealed by thermally accelerated relaxation to lower

energy states. Reprinted with permission from [73]. Copyright (2007) IEEE
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temperature, as shown by the resistance drift in Fig. 2.19a, due to the relatively

small energy barriers in the distribution of EA. The broad distribution of energy

barriers is at the origin of the power law time dependence of resistance drift, based

on the Arrhenius relationship between transition time and EA [82].

Structural relaxation results in a consolidation of bonding in the amorphous

state, which is reflected by an increasing band gap [40, 54] and a correspondingly

decreasing dielectric constant [27]. The increased band gap leads to a higher energy

barrier for PF conduction, thus causing an increase of resistance and a decrease of

leakage current. The lower leakage current also causes a higher threshold voltage,

which shows a drift behavior where VT increases linearly with the logarithm of time

[55, 75]. In general, the increase of the reset state resistance does not raise any

reliability issue, as the resistance window between set and reset states increases

with time. However, the increases VT may eventually make set-state programming

difficult, if VT increases above the nominal voltage for set process. This possible

problem is easily fixed by adjusting the programming voltage to overcome possible

VT drift effects. The main impact of drift on PCM reliability is seen in the case of

multilevel storage, where the PCM is programmed at more than two levels to enable

the storage of multiple bits per cell. For instance, four resistance levels, corresponding

to set, reset, and two intermediate resistance levels, allow the representation of two bits

in an individual physical cell. Due to the presence of a mixed phase in the intermediate

states, resistance displays a measurable drift [83], thus causing broadening of the

programmed distributions with time which makes multilevel storage difficult in

PCM. In some PCM materials, such as Ge-rich GST which is designed to achieve a

higher crystallization temperature for embedded memory and automotive applications,

the set state also displays a significant drift due to the presence of substantial disordered

phase after set transition [31, 52]. Set-state drift may result in a resistance window

closure that may negatively affect reliability.

To overcome the resistance drift problem in PCM, some solutions were proposed

at the level of both read/program algorithms and cell architecture. Figure 2.20

shows the measured R as a function of time for a PCM in the reset state annealed

at room temperature or at 120 �C. The resistance was measured at a given read

current Iread, instead of a fixed read voltage, and measurement results are shown for

increasing Iread. As Iread increases, the resistance value decreases, as a result of the
exponential-like increase of the PF current. Most importantly, resistance drift

decreases significantly for increasing Iread, which can be again understood by the

exponential-like increase of the current. In fact, assuming that the current is given

by I ¼ I0exp(Vread/V0), and assuming that drift is simply described by a decrease of

I0, the relative resistance increases between time t1 and time t2 and is given by [54]:

R t2ð Þ=R t1ð Þ ¼ log Iread=I0 t2ð Þð Þ=log Iread=I0 t1ð Þð Þ,
which tends to R(t2)/R(t1) ¼ 1 for Iread > > I0(t1) > I0(t2), thus resulting in a strong
attenuation of the resistance drift with respect to the case of small Iread, of the case
of read at a constant voltage, where R(t2)/R(t1) ¼ I0(t1)/I0(t2) [54]. Similar algo-

rithms based on alternative read metrics were proposed to minimize drift and allow

multilevel cell storage in PCM [84].

2 Electrical Transport in Crystalline and Amorphous Chalcogenide 33



Drift can also be mitigated by adopting alternative programming mechanisms, such

as the bipolar switching. In bipolar switching, different resistance states are obtained

by inducing ionic migration, instead of a real phase change [39]. In particular, the high

resistance state is obtained by applying a high negative voltage at the top electrode,

resulting in a depletion of cation species (Ge, Sb) at the bottom electrode contact. As

the high resistance does not rely on an amorphous region, structural relaxation and

drift are fully suppressed in the reset state [39]. Alternative cell architectures have also

been proposed to solve the drift problem. For instance, a core-shell structure of the

PCM, where a phase change material core pillar is surrounded by a metallic surfactant

layer shell, was shown to display less drift, as a result of the parallel current path in the

surfactant layer [85]. In fact, the current can sneak around the amorphous region

through the surfactant layer, thus preventing any impact of structural relaxation to

resistance. The drift coefficient could thus be significantly reduced, although the

resistance window also decreases as a result of the surfactant conduction path with

relatively low resistance. Combining material, device, and algorithm solutions might

enable reliable multilevel storage for ultrahigh-density PCM in the future.

2.6 Summary

PCM operation during read and write relies on a careful engineering of the

interplay between electrical, thermal, and structural phenomena at the nano-

scale. In this interplay, subthreshold conduction, threshold switching, and

ON/OFF state transport properties dictate most of the PCM working conditions.

Fig. 2.20 Measured resistance R as a function of time at annealing temperature equal to T¼ 25�C
and T ¼ 120�C. The resistance was measured at room temperature and increasing current, namely

I_{read} ¼ 10 nA, 100 nA, and 1 μA. As I_{read} increases, the drift slope decreases thanks

to the exponential increase of the conduction characteristics. Reprinted with permission from [27].

Copyright (2008) IEEE
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This chapter has reviewed the most significant PCM electrical properties affect-

ing resistance window, write and read voltage values, and dynamic response. It is

shown that the resistance window relies on the band structure of the phase

change semiconductor material in the crystalline and amorphous phase. The

transport properties of these two phases have been described with reference to

the carrier drift or hopping conduction mechanisms. Threshold switching has

been reviewed in deep detail, covering its fundamental mechanism, its steady-

state description, and its dynamics, supporting the fundamental role of a detailed

electrical characterization for accurate modeling and design of PCM memory

circuits.
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Chapter 3

Thermal Model and Remarkable Temperature

Effects on the Chalcogenide Alloy

Mattia Boniardi

3.1 Phase Change Memory Electrothermal Model

Fundamentals

As already introduced in the previous chapters, the phase change memory (PCM) is

based on the unique properties of the chalcogenide material, usually a GeSbTe

(GST) compound, able to make reversible phase transitions between an amorphous

and a polycrystalline state, owing to the combined effect of both the electronic

switching and the memory switching effects [1]. A detailed discussion on this point

will be reported in Chap. 4. In both operations, the crystal-to-amorphous transition

(SET to RESET) and vice versa (RESET to SET), the starting point toward the

phase change mechanism is the capability of raising temperature within the chal-

cogenide layer as the result of a program current flowing in a heater electrode in

series and in contact to GST and/or thanks to a current crowding effect into a

properly shaped cell able to allow the self-heating of GST.

Among the most relevant parameters to describe the electrothermal efficiency of

PCM devices are the melting current, IMELT, and the SET resistance, RSET, of the

PCM cell, the former representing power consumption and the latter representing

the material conductance in the SET state. Since in the real device the SET state is

the detected one, namely, the state in which the PCM cell conducts current, such

state intrinsically determines the device read latency: the lower the SET state

resistance, the higher the current sensed by the sense amplifier and, eventually,

the faster the sensing (readout) operation or read latency. Consumption and latency

are intrinsically linked owing to the Joule effect [2]: in general, the higher the RSET,

the lower the IMELT required to allow GST reach the molten state and the higher the
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read latency. Similarly, the lower the RSET, the higher the IMELT, leading to critical

power consumption and program throughput but decreased read latency.

This anticorrelation does have some hidden parameters worth of a comment: in

fact, a change in RSET can be associated to a geometry change, e.g., a variation of

the cell critical dimension (CD), likely leading to some possible melting current and

power consumption modulation induced by a modulation of the cell overall thermal

resistance, RTH, and of the cell ON-state resistance, RON. Figure 3.1 reports the

IMELT–RSET correlation plot for some cell architectures [3] that can be found in the

literature. The best working area for PCM would be the left-bottom hand side of the

plot, that is, both low RSET and IMELT, or minimized RSET�IMELT product. The most

relevant equations describing the PCM working principle are a condensed-

parameter, simplified Fourier equation for heat transfer and the Joule heating
equation:

ΔT ¼ RTH ∙P ð3:1Þ
P ¼ RON ∙ I2 ð3:2Þ

In Eq. (3.1) ΔT ¼ T–TROOM, RTH is the cell overall thermal resistance and P is

the power injection required to obtain ΔT, according to the simplified Fourier
equation. In Eq. (3.2) RON is the ON-state resistance of the cell, in the Joule heating
context. It is worth considering that RON includes contributions from GST and

possible electrodes in series [4] and that the resistivity of GST in the over-melting

condition lies in the range of 3 � 10�4–5 � 10�4 Ωcm, owing to a resistivity drop

between the under-melting and over-melting conditions [5]. By combining

Fig. 3.1 Melting current as a function of SET resistance in different PCM cell architectures from

different references [3]. Data include different cell architectures and different geometries
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Eqs. (3.1) and (3.2), the found ingredients to have a temperature rise within the

phase change material, for a given I, are the thermal resistance and the ON-state

resistance of the cell, depending on both GST and electrode ones and the injected

current, like the IMELT as a minimum boundary. Hence, ΔT ¼ f(RTH, RON, I). Both
RTH and RON are architecture, technology node, and material dependent and both

correlate with RSET. This provides stronger basis to the plot in Fig. 3.1. Thus, among

the most important parameters for PCM efficiency, we list here RON and RTH, both

responsible of a temperature rise occurring in the material. The former is very easy

to evaluate, that is, by fitting the pulsed I-V curve of the PCM cell at high field

(ON-state); the latter is nontrivial to be extracted. The next paragraph will be

devoted to its evaluation on the real device.

3.2 Fourier’s Law and Thermal Resistance Experimental

Estimation

The capability of experimentally estimating the temperature, in the PCM cell during

the phase change operation, represents a milestone related to the comprehension of

the phase change mechanism: in fact, it may provide insights into the thermal

efficiency of different cell architectures, in general, and it may enable a new focus

on geometry and on the phase change material. The cell thermal parameters could be

calculated through electrothermal simulations [6] or, in this case, experimentally

evaluated thanks to custom electrical measurements. As already mentioned, the phase

change operation relies on the capability to effectively translate an electrical power

injection in the PCM cell, into a coherent temperature rise, owing to the Fourier’s law
of heat transfer; hence, an experimentally driven modulation of power injection can

reveal the PCM cell thermal response. This paragraph will be devoted to the

presentation of such experimental techniques.

3.2.1 Thermal Resistance and Temperature Estimation

The analysis of the resistance–current (R–I) characteristic curves of the PCM cell

can highlight a path to the development of an experimental method for cell internal

temperature evaluation, which could be applied to make scaling and geometry and

composition considerations for the PCM technology. Further, the capability of

estimating the cell internal temperature may be a way of characterizing the prop-

erties of different phase change materials, as integrated in PCM cells with the same

geometry [7] and, likely, of optimizing the phase change material composition. The

developed method is based on the study of the resistance–power (R�P) curves
taken on PCM cells, as shown in Fig. 3.2. The quantification of power injection, P,
into the cell, and the respective increase in resistance after a delivered pulse can be
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obtained by combining the measurements of the programming curves (R�I) and
pulsed characteristic curves (I�V ), according to the relation P ¼ V � I. Moreover,

the R�P data reported in Fig. 3.2 are obtained at different environment tempera-

tures, namely, T ¼ 30 �C, 50 �C, 100 �C, 150 �C, and 200 �C, forced by a thermal

chuck on which the wafer with sample cells is fixed. The highest temperature needs

to be carefully evaluated in order to avoid the amorphous crystallization at the

RESET side of the R�P plot: in this case, T ¼ 200 �C is considered as a safe

condition, and no resistance drop was registered in the time scale from the end of

the RESET pulse and the resistance DC measurement (1 s range). The different

environment temperature results into three different effects on the experimental

R�P curves.

First, an increasing temperature results in a decreasing RESET resistance,

according to the conduction activation, namely, EC ¼ 0.3 eV [7, 8] for the full

RESET state (full amorphous phase of GST); second, an increasing temperature

results in an only slightly decreasing SET resistance, due to the slighter conduction

activation of crystalline GST, namely, EC � 0.02 eV [8]. Such behavior has been

discussed in Chap. 2 also. Third, and most important, Fig. 3.2 highlights a shift of

the SET to RESET edge of the programming curves to lower power for increasing

the environment temperature, T. Indeed, the higher the T, the lower the power

injection required for the electrically driven melting of GST, as a consequence of a

temperature rise enabled by the environment (thermal chuck) contribution and by

power injection. So, by expanding the ΔT term of Eq. (3.1), the following equation

can be written and considered as representative of the experimental path to be

followed for internal temperature and thermal resistance extraction at the melting

condition:

TMELT ¼ TROOM þ RTH ∙PMELT TROOMð Þ ð3:3Þ

Fig. 3.2 Resistance–power

curves as a function of

environment temperature.

The SET to RESET edges

are shown to shift to lower

values of power with

increasing temperature. The

sensitivity is represented by

the cell thermal resistance
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where TROOM is the temperature boundary condition forced by the thermal chuck,

TMELT is the cell internal temperature during a specific programming operation

(here the melting condition), and RTH is the thermal resistance of the cell, with the

additional hypothesis that it is not dependent on TROOM. Equation (3.3) is simply

Eq. (3.1) applied to this particular problem and to the particular onset of phase

change, i.e., the melting condition. The cell internal temperature for the onset of

phase change is TMELT� T� TRESET where TRESET is referred to as the temperature

within the cell core when the RESET condition is reached. Consider now a

particular device status, e.g., the material melting condition, defined as the buildup

of an amorphous thin film on the heater–GST interface and production of the very

first resistance increase from the SET state. In this case, Eq. (3.3) holds true and

TMELT is thus reached owing to the superposition of a forced TROOM and an

electrical power injection contribution; equivalently, a forced TROOM variation

results into the modulation of the required electrical power to reach the material

melting point with a fixed thermal resistance. The dissipated power at melting can

be thus evaluated from the SET to RESET edge for each curve. So, in principle,

n equations could be written as follows:

TMELT � TROOM,1 ¼ RTH ∙PMELT,1 TROOM,1ð Þ ð3:4aÞ
TMELT � TROOM,2 ¼ RTH ∙PMELT,2 TROOM,2ð Þ ð3:4bÞ
TMELT � TROOM,n ¼ RTH ∙PMELT,n TROOM,nð Þ ð3:4cÞ

in which TMELT is the cell internal temperature in the considered state. Subtracting

the left- and right-hand sides, respectively, of any couple of Eqs. (3.4), it is easy to

rule ΔTROOM ¼ �RTH �ΔPMELT. The extracted power values can be arranged

within an external temperature–power (T�P) diagram, as shown in Fig. 3.3. The

y-axis reports the externally forced temperature, TROOM, and the x-axis accounts for
the power extracted from curves in Fig. 3.2 at variable TROOM, in the considered

melting condition and in the hypothesis that RTH is not a function of TROOM. Such
hypothesis is supported by data in Fig. 3.3, pointing out a good linearity of the

Fig. 3.3 Room temperature

as a function of power

injection to obtain fixed

amorphous volumes from

the plots in Fig. 3.2
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extracted points (at melting) in the observed temperature range. The described

power extraction could be applied exactly in the same way as developed in the

melting condition, to other states in the SET to RESET edge. To this purpose, to

rule out the impact of the amorphous activation with temperature on the resistance

readout, a resistance state, e.g., the RESET state resistance, should be taken as

reference, representing a single phase change volume of GST among the experi-

ments made at different TROOM. Following this approach, each plot in Fig. 3.2 could
be normalized to this value, as better explained in Ref. [9]. On one hand, the data

points in Fig. 3.3 can be modeled by a linear behavior, supporting the validity of

Eq. (3.3). The slope of the fitting curve represents the effective thermal resistance of

the PCM cell, accounting for all the possible directions for thermal flux propagation

toward the thermal boundaries and considering the possibility of a nonideal power

generation peak at the heater–GST interface. On the other hand, the intercepts of

Eq. (3.3), at P ¼ 0 (zero electrical power injection), represent an approximated

extraction of the cell internal temperature during the phase change operation,

required to obtain a first rise in resistance of SET to RESET curves in Fig. 3.2.

The zero-power T intercepts are based on the assumption that, at zero electrical

power injected into the PCM cell, the whole amount of temperature required for the

onset of phase change should be entirely provided externally by the experimental

setup (thermo-chuck), namely, TROOM ¼ TMELT, from Eq. (3.3). Hence, this

method, introduced for the first time by Ref. [9] and also adopted in Ref. [10],

allows for an indirect internal temperature measurement during the PCM operation,

with extracted values of temperature very close to those expected from the GST

melting temperature on, namely, TMELT � 880 K [7]. A lower melting temperature

extracted by the black points could be ascribed to an actually lower melting

temperature occurring in the very first amorphous volume established owing to a

Sb-rich alloy in this region, as will be reported in the following paragraph.

It is worth noticing that the R states below 55% of the SET to RESET transient

should be considered only, in order to avoid incorrect values of resistance due to

resistance drift at high R that can vary with temperature, thus distorting the

relationship between R and the amorphous thickness. Electrothermal simulations

of the 90 nm cell have been also reported [9], showing a good agreement between

the simulated temperature–voltage (T�V) diagram and the data points extracted

from the T�P curves in Fig. 3.3.

The simulated T�V plots [9] allow to predict the cell internal temperature at the

full reset condition, namely, T ¼ 1150–1200 K, that is the highest temperature

reached at the heater–GST interface during the phase change operation. This

represents useful information at the device level in order to support the modeling

of reliability effects such as the possible endurance related issues and proximity

(thermal) disturb.
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3.2.2 Impact of Geometry on the Cell Thermal Resistance

The PCM cell geometry shows some impact in the cell thermal resistance and

represents one of the possible knobs to get better heat confinement. A scaling

analysis between two cells, a 90 nm node cell and a shrunk version of this one, is

reported in Fig. 3.4a: the different slope of the T�P diagrams taken for the two cells

represents the difference between their thermal resistances and correctly accounts

for the aggressive scaling factor applied (k � 4). In this case, the thermal resistance

RTH scaling is consistent with the shrink of the critical dimension by about the same

factor, as extracted from Fig. 3.4a, k � 4. Moreover, data fitting curves show about

the same intercept on the temperature axis, that is, close to the melting temperature

of GST, which is used as phase change layer in both cells with different geometry,

with the same composition (Ge2Sb2Te5). This further enforces the reliability of the

thermal resistance extraction method, and the melting temperature estimation, as

extracted from the intercept of the fitting curves in Fig. 3.4a. Electrical power shows

a decreasing fashion between the two cells due as well to the smaller contact area

between the heater electrode and the GST layer introduced by scaling the critical

dimension and hence increasing the ON-state resistance, RON. By adopting the

same method and by considering the comments done on Fig. 3.1, thermal resistance

can be reported for cells belonging to different PCM technology nodes, namely,

180 nm [11], 90 nm [12], and 45 nm [13], with their relative variations of IMELT and

RSET. Figure 3.4b points out a decreasing IMELT with increasing RSET, along the

different technology nodes; here a different technology node means different

geometry in general: the geometry change is not essentially a critical dimension

change but also a difference in other features (thickness, alloy). By the way, a

decreasing IMELT, increasing RSET, is shown to be in trend with an increasing

overall RTH. Thanks to the same procedure, the thermal resistance can be extracted

as a function of GST thickness, LGST, and heater length, LH, here reported on the

45 nm technology node, enabling the definition of some guidelines for architecture

optimization in terms of geometry [2]. Figure 3.5a takes the comparison of cells

Fig. 3.4 Temperature–power plot of a 90 nm cell and its shrunk version with scaling factor k ¼ 4

(a) and IMELT�RSET plot for three PCM technology nodes, with thermal resistance extraction (b)
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with different LGST, namely, 50 nm, 35 nm, and 27 nm, in terms of RTH: a

decreasing LGST results into a decreasing cell thermal resistance, RTH, in agreement

with a reduced heat path toward the top electrode contact (TEC) for thinner LGST.
Indeed, the thinner the chalcogenide film, the closer the top thermal boundary to the

cell active volume.

Moreover, such experimental evidence is in agreement with thermal disturb

evidences: an increasing cycle capability on an aggressor cell before data retention

failure on the closest victim has been reported with thinner GST, with respect to a

thicker GST reference, further supporting the model of a shorter heat escape path

toward the TEC, preventing/mitigating a lateral-bound temperature rise [14]. On

the other hand, trials realizing different heater lengths, LH, do not introduce

significant shift of the RTH extraction: in fact a heater length modulation in the

range 50–62 nm is reported to provide aligned thermal resistance values, with RTH

slightly varying in the range 2.5–3 K/μW, as reported in Fig. 3.5b, for the wall
45 nm technology node. This suggests that the preferential path for heat propaga-

tion in the wall architecture involves mainly the distance between the heater–GST

interface and the top thermal boundary represented by the TEC, namely, the path

through the thickness of the GST film toward the top thermal boundary. The heat

path from the heater–GST interface downward to the BEC is, instead, not prefer-

ential, likely due to its higher thermal resistance, associated with the thickness and

electrical/thermal resistivity of the heater electrode. Hence, the parallel heat path

from the cell core toward the TEC and the BEC results into a simplified model in

which the overall thermal resistance of the cell is dominated by the heat path toward

the TEC.

Fig. 3.5 Thermal resistance extraction for different GST length or thickness (a) and for different

heater length (b) on the wall PCM cell at the 45 nm technology node
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3.2.3 Impact of GeSbTe Alloy on the Cell Thermal
Resistance

The GeSbTe composition of the chalcogenide alloy can be also responsible of

different thermal resistance of the PCM cell. Such idea has been suggested by some

trials aiming at reducing power injection at melt thanks to the use of a GST

composition featuring a lower melting temperature. In fact, by considering the

GeSbTe ternary diagram, the composition could be moved away from the most

used Ge2Sb2Te5, toward a Te-poor, Sb-/Ge-rich region, featuring, according to data

in the literature [15, 16], a lower melting temperature, TMELT. The investigation of

possible thermal resistance mismatch depending on the specific composition was

boosted by the experimental evidence that Te-poor alloys are characterized by

higher current to obtain the melting condition of GST, despite the reported lower

TMELT with respect of Te-rich GeSbTe alloys. The prime suspects of such behavior

are the ON-state resistance and the thermal resistance of the cells with different

alloys. The former can be discarded since cell geometries are the same, their SET

resistance and high field resistance do not change; in order to investigate the latter,

the same method explained in the first paragraph was adopted. Figure 3.6a reports

indeed the melting current/power behavior upon composition, highlighting an

increase of IMELT/PMELT toward the Te-poor direction, despite a decreasing melting

temperature, from 870 K to about 800 K [15, 16], as highlighted by the segment in

the GeSbTe ternary diagram with TMELT as contour color (Fig. 3.6b). Thus, the

analysis of the resistance–power (R�P) characteristic curves of the studied alloys,

taken at different environment temperature TROOM, was done on the same cell

geometry, revealing that different alloys can impact the cell thermal resistance. The

T�P diagram in Fig. 3.7 allows for the extraction of both the thermal resistance

RTH, as the melting-power PMELT sensitivity on TROOM, and the melting tempera-

ture TMELT at zero power injected, as in the previous cases. Results are reported in

Fig. 3.7 for two alloys with different Te atomic percentage (at. %) concentrations,

namely, 50% and 35%. The plot evidences on one hand a lower melting

Fig. 3.6 Current/power variation upon Te atomic percentage of GST (a) and melting temperature

contour plot of the GeSbTe ternary diagram (b)
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temperature extracted for the Te-poor compound, around 800 K, as expected from

Fig. 3.6b and on the other hand a lower RTH in the Te-poor alloy (RTH1 < RTH2).

This confirms that despite Te-poor GST having a lower melting temperature, the

material itself is responsible of a worse thermal confinement during the phase

change operation thus requiring a slightly higher injection of power to reach its

melting condition than its Te-rich counterpart, showing instead a higher RTH that is

a better thermal confinement.

3.3 Temperature-Related Effects on the Phase Change

Material

As already mentioned along this chapter and on the previous ones, the phase change

material is submitted to high magnitude stress in terms of electrical and thermal

physical quantities. In fact high electrical fields and strong thermal gradients are the

main ingredients for the phase change operation. It is the direct aim of this chapter

to get the reader aware of the fact that temperature plays a capital role in deter-

mining the properties of the phase change material (GST or other) and that

temperature, along with other stresses (current density, electric field), pushes the

phase change material into a nonuniform working condition. Such working condi-

tions should be taken into account in order to promote a correct modeling of the

phase change material through the device cycle lifetime and a forward-looking

treatment of the endurance-/fatigue-related failures.

Fig. 3.7 Room

temperature–power plot for

a Te-rich and a Te-poor

alloy, on the same cell

geometry, to check the

thermal resistance behavior

of different alloys
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3.3.1 Fragility Behavior of Chalcogenide Alloys for PCM

Crystallization represents a very important chapter for phase change memory and is

one of the most critical mechanisms, since it is involved in the SET operation

performance and hence is a major contributor of the program latency. Crystalliza-

tion deals with the reorganization of atoms, starting from a liquid or an amorphous

phase into a long-range ordered structure. Thanks to the absence of local compo-

sition change during crystallization and to the presence of rock salt structures

already in the liquid that can undergo reorientation owing to the high concentration

of vacancies, crystallization is reported to be a fast phenomenon. As a counterpart,

GST, or any other phase change alloy suitable for PCM, should feature high data

retention capability: the amorphous phase should be sufficiently stable to retain the

RESET state under the environment temperature. During the SET operation,

crystallization takes place in the supercooled liquid regime, above Tg, namely, the

glass transition temperature of GST, and below TMELT. Thus, a parameter of capital

importance is the sensitivity of liquid structure to temperature changes, namely, the

temperature dependence of the atomic mobility in the supercooled liquid or vis-

cosity, η.
In fact, liquids can be classified according to the viscosity behavior as a function

of temperature, after the definition by Angell [17, 18]: on one hand, strong liquids

show a temperature behavior of viscosity quite close to the Arrhenius one in the

whole temperature range over Tg; on the other hand, in fragile liquids, viscosity

shows a marked non-Arrhenius behavior with temperature that could be summa-

rized by an effective activation energy of viscosity, being higher close to Tg and
strongly decreasing when temperature is raised toward TMELT. The fragility of a

glass-forming liquid can be defined as:

m ¼ dðLogηÞ
dðTg=TÞ

�����
T¼Tg

ð3:5Þ

The evaluation of m is done at T ¼ Tg, where Log10 η ¼ 1012 Pa s, by definition.

A viscosity plot in the supercooled range as a function of temperature, scaled by the

particular values of Tg, is widely known in the literature as the Angell plot and has

been reported for many glass-forming liquids, covering the spectrum from strong to

fragile liquids: SiO2 (strongest liquid represented), As2S3, Na2O.2SiO2, glycerol,

Te85Ge15, and o-terphenyl (most fragile liquid–organic material) [17, 18]. An

Angell plot is reported in Fig. 3.8. For example, open network liquids, like SiO2

or GeO2, show a marked Arrhenius variation of viscosity/structural relaxation time

between Tg and the high temperature limit, leading to the strong liquid pattern of the

plot; on the other hand, other liquids characterized by simple nondirectional

coulomb attractions lead to the fragile behavior. Fragile liquids have glassy state

structures able to be reorganized over a wide variety of different particle
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orientations and coordination states. Strong liquids, instead, show a built-in resis-

tance to structural change and show little reorganization over a wide variation of

temperature. The fragility of the most studied chalcogenide material for phase

change memory applications, Ge2Sb2Te5, has been measured and reported, for

the first time, by J. Orava [19, 20] thanks to ultrafast differential scanning calorim-

etry (DSC) characterizations. The main difference of the ultrafast method, with

respect to conventional calorimetry, is the capability of heating up the sample with

very high heating rates, Φ, up to 4 � 104 K s�1, allowing for the exploration of

crystallization exothermal peaks at much higher values of temperature with respect

to conventional calorimetry. In fact the temperature range results enlarged up to

Tp ¼ 650 K, bridging the gap 520–650 K, unexplored by previous literature. The

product of such characterization could be represented thanks to the Kissinger plot
[18], that is, a plot of ln(Φ/Tp

2) versus 1/Tp, as reported in Fig. 3.9. This plot is

expected to provide a gradient of –Q/R, where Q is the activation energy of

crystallization and R is the gas constant.

Orava et al. comment that since in conventional DSC the heating rate range is

very narrow, straight plots of ln(Φ/Tp
2) versus 1/Tp can be obtained, thus leading to

a single activation energy of crystallization. Instead, data obtained with ultrafast

Fig. 3.8 Angell plot of Log (viscosity) as a function of normalized temperature
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DSC can be considered as a good extension of the observable range of conventional

DSC, allowing for a curved plot, that is, an effective activation energy decreasing at

higher temperature, typical of fragile liquids. From the Kissinger plot, the crystal-
lization velocity can be carried out as the product of a kinetic and a thermodynamic

contribution [19]. Reasonably assuming that the kinetic contribution is inversely

proportional to viscosity, η, close to the melting temperature, TMELT, the Kissinger
plot can be translated into the Angell plot describing viscosity [19]. However, by

pushing temperature below TMELT, toward Tg, the viscosity plot shows a behavior

only roughly matching the measured viscosity data, pointing out that, for fragile

liquids, the inverse proportionality assumption between η and the kinetic contribu-

tion cannot fit the expected behavior, leading to the breakdown of the Stokes–

Einstein relation. Orava and co-workers point out that the kinetic coefficient ukin for
the crystallization rate of GST is thus progressively decoupled from viscosity, η, as
temperature is lowered toward Tg, with the following scaling law: ukin¼ B � η-ξwith
ξ � 0.67. The gradient of this fit line as Tg/T ! 1 gives a fragility value m ¼ 90
[19, 20].

Thus, in terms of fragility, liquid GST is very close to several organic liquids and

shows a strong temperature dependence of the crystallization rate, leading to very

fast crystallization at high temperature. In doing such study, Orava et al. were

guided by the seminal work by Ediger and co-workers, establishing, for a wide

range of liquids, a proportionality between ukin and η
-ξ, with the exponent ξ< 1 and,

most interestingly, strongly correlated with the fragility of the liquid [21], as

represented in Fig. 3.10 for organic liquids, metallic glasses, and oxides. In

Fig. 3.9 Kissinger plot with GST points: the ultrafast calorimetry technique introduced by Orava

and co-workers allowed the extension of the observable range
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particular, the ξ values are approximately represented by a linear correlation with

fragility, namely, ξ � 1.1–0.005 m. So, since fragility is explicitly a property of the
supercooled liquid only, the authors claim that liquid has no memory/knowledge of

the crystal state, suggesting that ukin is largely determined by the dynamics of the

liquid alone [21]. As fragile liquids are cooled down toward Tg, local relaxation is

expected to occur at different rates and at different places within the liquid, that is,

the dynamics is spatially heterogeneous [21]. Such dynamical heterogeneities have

been object of recent theoretical investigations [22]. Some authors depict this

phenomenology as clearly distinguishable regions of the studied volume, with

clearly different relaxation rates; actually no experiment could determine whether

they are distinguishable islands or they could be represented as a continuous

evolution of relaxation rates from region to region. Then the decoupling and

marked non-Arrhenius behavior of ukin and η show that conventional crystallization

measurements close to Tg have limited relevance. The fragility context represents a

very powerful instrument for the comprehension of the very fast crystallization

behavior of phase change alloys.

3.3.2 Segregation Behavior of Chalcogenide Alloys for PCM

As already highlighted, PCM are enabled by a temperature rise in the active core of

an electro-thermal device. The onset of phase change requires temperature to be

raised to or over the melting temperature of GST. Beyond temperature, and the

onset of possible temperature gradients within GST, PCM operation is enabled by a

Fig. 3.10 Correlation plot between the growth velocity/viscosity decoupling exponent and fra-

gility coefficient. The more fragile a liquid, the higher the decoupling exponent of the power law
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current flowing through the device, on its turn, enabled by an electrical field applied

to the cell. All these solicitations do result into cell operation with a nonuniform

alloy. Recently researchers have pushed a lot of focus toward the investigation of

the phase change composition as a function of the number of programming cycles at

different conditions and by using different cell architectures. In fact the compre-

hension of the mechanisms involved in endurance is crucial since those are linked

with the material stability [23] after electrical/thermal stress during the device

lifetime. Hence, the focus on elemental migration in PCM as a function of an

applied stress is being pursued for researching the root causes of both the electrical

parameters alteration during cycling, like RSET, IMELT, and RRESET, [24] and the

PCM failure mechanisms.

Rajendran et al. reported that a material change, suggested by the deviation of

the RESET current and the programmed resistance levels on cycling, is confirmed

by EDX analyses pointing out a Sb-richer and Ge-depleted volume in the cell core

[23]. No clear variations on Te concentration could be reported between the fresh

and cycled cases. A Sb-rich region close to the bottom electrode contact (BEC) is

claimed to increase the contact area between BEC and GST, like having a BEC

protruded into GST), explaining the steady decrease in SET resistance with cycling,

as reported in Fig. 3.11. Simulations are also reported and confirm that the presence

of a metallic-like dome at the BEC/GST interface would result in an increase of the

RESET current. According to simulations, a lower dynamic resistance, coming

from a better BEC/GST interface, implies a faster quench time, leading to the

reported higher RESET resistance levels with cycling. So, in this case, the authors

interestingly link the electrical behavior of the cell through its lifetime to the picture

of elemental migration in the cell core. The same evidences have been reported for

the PCM wall (heater-based) architecture at the 45 nm technology node [13] and

supported by a numerical model developed by Novielli and co-workers [25]. The

migration behavior has been investigated in this case after a SET pulse delivered to

the cell, starting from the liquid phase and having a slow quench. Figure 3.12a

Fig. 3.11 Elemental analysis (EDX) showing the behavior of Ge–Sb–Te before and after cycling

(a) and SET/RESET levels behavior upon cycling (b)
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shows the typical simulation results provided by the migration model described by

the following equation:

∂C
∂t

¼ ∇∙ D ∇Cþ Z∗

kT
C∇V þ αC∇ln Tð Þ

� �� �
ð3:6Þ

where C is the atomic concentration, D is the phase- and temperature-dependent

diffusivity, Z* is the effective charge, and α is the thermo-diffusion coefficient of

each species. The expression in brackets is the atomic flux, in which the first term is

the first Fick’s law, the second term is the field-driven component, and the third

term represents the temperature gradient component. The GST phase distribution is

computed thanks to the temperature profile coming from the electro-thermal model,

as will be explained in Chap. 4; then the mass transport solver leads to the space

distribution of each atomic species. The computed atomic profiles can be eventually

compared to experimental data from energy dispersive X-ray (EDX) analyses, as

reported in Fig. 3.12a.

Qualitatively, the same space distribution is obtained, resulting into a hemi-

cylindrical region closer to the heater remaining Sb-rich, while the surrounding

crust becomes Ge-rich. As Rajendran et al. point out, Ge moves opposite to the

electric field, E, direction due to segregation at the liquid/solid interface, modeled

here as a segregation force, Fsegr, pushing Ge atoms from the liquid to the solid phase

and overcoming the E force. Owing to the slow quenching front of the electric pulse,

as the liquid/solid interface moves closer and closer to the heater, more and more Ge

atoms are swept away from the cell core leaving the molten region Ge-depleted, while

its surrounding becomes Ge-rich (see the EDX analyses in Fig. 3.12b). The opposite

trend occurs to Sb atoms: as they tend to stay in the liquid phase, this adds up with the

E contribution. With the squeeze of the liquid region during ramp-down, Sb atoms

concentrate near the heater electrode (BEC). Both these contributions aim atmodeling

the nonuniformity of the GeSbTe phase during the normal PCM device lifetime and

through cycles. There are also, in the literature, other contributions that aim at

modeling the same phenomena on simpler, linear, cell architectures, like the line-

bridge cells. The value proposition of such devices is sustained by their very simple

Fig. 3.12 Comparison between experimental and simulated profiles (a) and EDX elemental

analysis and picture of the simulated migration in the wall architecture [13] (b)
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architecture, enabling a very basic study of the wanted mechanisms. For example,

Yang et al. report on the atomic migration in molten and crystalline Ge2Sb2Te5 line

cells, starting from the remark that when a high electric field or current is applied to

materials, electric field-enhanced atomic transport, or electromigration, occurs

[26]. They make a classification of the migration force into two contributions: the

direct force of the electrostatic field on the diffusing ions (electrostatic force) and the

momentum exchange between the moving charge carriers and the diffusing atoms

(wind-force). The former happens in the molten phase only and the latter in the solid

phase. A Sb depletion is reported at the anode and enrichment at the cathode,

occurring after t ¼ 0.17 ms stress in the molten state.

After t ¼ 0.53 ms of constant biasing, the Sb and Te concentration profiles show

interdiffusion of Sb and Te atoms before the diffusion of Ge atoms. Ge and Sb atoms

migrate toward the cathode, whereas Te atoms migrate toward the anode. The

redistribution of the Ge2Sb2Te5 phase into the GeSb and Te phases is claimed to be

due to the electrostatic force experienced by each element in the molten state. The

different migration direction is possible thanks to the valence difference of each atom

in the molten state: the electronegativity of each element results in Te atoms

becoming anions and Ge and Sb atoms losing their electrons and becoming cations.

Therefore, anionic Te diffuses to the anode, while cationic Ge and Sb diffuse to the

cathode due to electrostatic forces. Also, they report that the diffusion of Sb atoms is

faster than that of Ge atoms, as evaluated by computing the number of migrating

atoms across the center of the line normalized by the initial concentration of each

element, ΔC/C, as a function of the stress time, as reported in Fig. 3.13a. From the

number of migrating atoms, the authors could calculate the DZ* product for each

element, in the hypothesis that electric field and number of atoms per unit volume are

constant along the line and that the temperature remains at the melting point,

TMELT ¼ 900 K. Then electromigration was studied in the crystalline state of

Ge2Sb2Te5: Ge-rich, Sb-rich, and Te-poor regions are shown close to the anode,

while Ge-poor, Sb-poor, and Te-rich regions are observed close to the cathode.

Fig. 3.13 Number of migrating atoms across the center of the line, normalized by the initial

concentration of each element after an over-melting stress of duration Δtm (a) and absolute

concentration of elements as a function of the distance from the anode after a stress on the

crystalline phase (b)
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Despite the variation in the GeSbTe composition being negligible within the cubic

phase than in the molten one, due to diffusivity variation, the concentration gradient

of each element shows an opposite gradient than that shown by the molten state. The

analysis reveals that the Te flux to the cathode is about twice as large as the Ge and Sb

fluxes to the anode, in crystalline GST. Concerning the driving force of migration, the

mass transport to the cathode comes from momentum transfer from conducting

carriers, namely, wind-force, involving all the elements in the same matrix to the

same direction. Generally, atoms migrate in the electron flow direction. However, the

wind-force effect in crystalline GST is opposite to the well-known electron wind-

force in the electromigration of metal interconnects. The concentration for each

element in this case is reported in Fig. 3.13b. Nevertheless, it has been observed

that for a hole-conducting material, mass transport by wind-force can be toward the

cathode, which was reported for the electromigration of p-type polycrystalline

silicon. Since Ge2Sb2Te5 shows p-type transport because of intrinsic vacancies, the

results by Yang et al. pave the way to a wind-force caused by hole conduction in

cubic phase GST [26]. By using very similar devices, Kang et al. studied elemental

separation induced by electric field, by transmission electron microscopy [27], with

insights in segregation phenomena. In order to point out the cause of elemental

separation in the molten phase of GST, the authors refer to the liquidus projection

on the ternary phase diagram, reported in Fig. 3.14.

The GST composition is placed in the primary phase field of GeTe. Hence, in the

presence of no external perturbations and by following the thermodynamic equilib-

rium cooling path, GST is expected to suffer from GeTe precipitation. However,

under the effect of an applied electric field, tellurium is reported to be polarity

Fig. 3.14 Liquidus projection of the GeSbTe ternary diagram. Black arrows highlight a temper-

ature decrease. The GeTe–Sb2Te3 pseudo-binary line represents a demarcation line between the

Te-rich liquid phase (L1) and the Te-poor liquid phase (L2)
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dependent, resulting into the separation of the molten phase into a Te-rich liquid and a

Te-poor one. The Te-rich liquid is concentrated close to the anode, while the Te-poor

one is migrated close to the cathode, as reported by other studies. The strength of the

electric field and current density, responsible of such migration, has been evaluated as

around 104 V/cm and 5 MA/cm2, respectively, that is the typical range of PCM

operation. The relative distribution of Ge and Sb is showing no field dependence in

terms of direction, highlighting that their mutual separation is thermodynamic only.

Despite the Ge–Sb binary system being a eutectic system, whichmutually separates at

solid state under the eutectic temperature, the mutual separation behavior persists

when the Te content is low in the Ge/Sb enriched system. Instead, higher Te content in

the system results in preferential Ge precipitation. As a general comment, the authors

point out that Sb enrichment, happening at the bottom electrode, conventionally

biased with negative polarity and Te enrichment, occurring at the top electrode,

positively polarized, is claimed to be an intrinsic behavior of molten GST under the

effect of an electric field. The segregation of Ge is explained as a lateral result of Te

separation. If the degree of Te separation is high, the Ge segregation will appear

surrounded by Sb. Padilla et al. introduced, for the first time, polarity experiments on

PCM pore cells [28], highlighting that with a “good” polarity pulse (forward bias), Ge

and Sb are pulled by bias down through the melt toward the negatively biased BEC

(Fig. 3.15a). Sb might aggregate, but all local stoichiometries support rapid crystal-

lization. Instead, with a “bad” polarity ramp-down pulse (reverse bias), Ge leaves the

bottom of the pore, enabling the conditions for Sb to further segregate via crystalli-

zation at temperatures at which Te-rich material remains in the molten state, owing to

Fig. 3.15 “Good” polarity pulse, with Ge and Sb pulled down through the melt close to the

cathode (a); “bad” polarity ramp-down pulse, with Ge leaving the bottom of the pore and Sb

further segregating via crystallization at temperatures at which Te-rich material remains fluid (b);

current focusing on a portion of the BEC, as a consequence of the Te-rich region quenching into

the amorphous phase, may result into a void (c)
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its lower melting temperature (Fig. 3.15b). If the quench of Te-rich material to

amorphous focuses current into a portion of the BEC, a void can be created, resulting

into reliability issues (Fig. 3.15c). Along the failure-related path, Nam et al.

highlighted, by using simple multi-line structures with Ge2Sb2Te5, that incongruent

melting could be the cause of the ultimate breakdown of the lines. Indeed, the phase

diagram indicates that the Ge2Sb2Te5 compound does not congruently melt. In

particular, Ge2Sb2Te5 should be phase separated to form on one hand a Sb, Te-rich

liquid phase and on the other hand a Ge-rich solid phase between 630 and 650 �C.
Above 650 �C the molten state is made by a single phase, as shown in the phase

diagram of Fig. 3.16b.

Fig. 3.16 SEM images of the structures with elemental mapping, showing a separation into two

parts such as a Sb, Te-rich part and a Ge-rich part (a) and phase diagram along the pseudo-binary

line Sb2Te3–GeTe, showing the incongruent melting point (b)
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In some parts of the used line structures, temperature overcomes 630 �C and the

phase separation occurs with the formation of a Sb, Te-rich liquid phase and a

Ge-rich solid phase.

The accumulation of such liquid phase induces permanent failure, namely, an

electromigrated portion of the line [29], reported in Fig. 3.16a. Following the same

failure-oriented path, Yang et al. investigated both the migration and the void

formation behavior in large and symmetric line cells with undoped and doped

GST. The electromigration rate is represented by the product of the diffusion

coefficient, D, and the effective charge number, Z*, leading to DZ*; such parameter

and the amount of void formation in doped GST are quantified and compared with

undoped GST. Bismuth (Bi) doping of GST increases by 10% both the DZ*
parameter and the void area, as compared with the undoped case. On the other

hand, the same parameters are shown to be decreased by 30% and 45% in the

O-doped and N-doped GST, respectively, as pointed out in Fig. 3.17.

According to these results, interstitial-type dopants, like oxygen (O) or nitrogen

(N), could be effective in suppressing the electromigration rate and void formation

by, as claimed, decreasing the free volume available for element migration; how-

ever, the substitutional-type dopant (Bi) is shown to be not effective in these terms

[30]. Hence, the understanding of the atomic-bonding of dopants with the GST

network can help, according to the authors, the design of phase change materials

more resilient against failure. Finally, Crespi et al. propose an ion migration model,

studied on the wall architecture [13], including mechanical stress, which is

expected to play a role along with the electric field and the thermal gradient,

already pointed out in Eq. (3.6). Thus, they report and solve the following conti-

nuity equation to compute the atomic migration of the three elements of GST:

Fig. 3.17 Ratios of DZ* values and void area, doped/undoped cases
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∂ci
∂t

¼ �∇∙ �Dici
∇ci
ci

� q

kT
z∗i Eþ αi

ΔT
T

� Ωi

kT
∇σhydro

� �� �
ð3:7Þ

In Eq. (3.7), ci denotes the elemental concentration, Di the corresponding

diffusivity, zi* the effective charge number, E the electric field, αi the thermal

diffusion factor, and Ωi the effective atomic volume. σhydro represents the hydro-

static stress computed as the average of the x, y, and z components of the stress

tensor σ. Thermal diffusion is claimed to be the most relevant driver for both Ge

and Sb. Such effect drives Sb toward the hot heater/GST interface while pushing

away the Ge atoms toward the cold outer regions. The thermal coefficients of the

two species are substantially the same and opposite. In both cases, the ion velocity

component due to electromigration plays a marginal role, consistently with the

experimental data showing no significant variation of the Ge profile by reversing

bias. The role of the mechanical term is intermediate. In a real 3D simulation, where

the stress along the z-axis is expected to be lower than the values computed in a 2D

plain strain assumption, the mechanical term will be lower as well. Concerning the

Te behavior, the most relevant driver is the electric field. In forward bias the electric

field term pushes the element away from the heater electrode, while by reversing

the polarity, the total ion velocity becomes negative, leading to a slight Te accu-

mulation at the interface. Moreover, the Te transport is marginally affected by the

thermal gradient [31].

3.4 Conclusions

Temperature rise, high electric field, and high current density are inherent ingredi-

ents of the phase change operation in PCM devices. The understanding and

characterization of the cell thermal confinement through the study of the thermal

resistance parameter and the comprehension of the temperature-related effects on

the phase change material are very important steps for enabling the PCM technol-

ogy. In particular, the investigation of the impact of geometry and phase change

material on the cell thermal resistance is of capital importance to design cell

architectures with better thermal confinement. This enables the design and control

of power consumption according to the required specs dictated by applications. The

study of fragility of phase change memory alloys paves the way for the research of

compounds with better performance in terms of crystallization velocity and the

learning on the phase change material ion migration and segregation in the molten

phase as well as in the crystalline solid phase has a lot of reliability implications in

terms of endurance. The research on such aspects come from very different

contributors, both from the industry and the university/laboratory environments,

enabling a very rich knowledge, able to boost and orient the memory makers on

their development path.
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Chapter 4

Self-Consistent Numerical Model

Andrea Redaelli

4.1 Introduction

As extensively discussed in the previous chapters, the ternary compound

Ge2Sb2Te5, (in the following GST) is the reference alloy employed in the realiza-

tion of phase change memories (PCMs). The high conductive GST state is related to

a polycrystalline phase organized in an octahedral environment (NaCl-like) where

one sub-lattice is fully constituted by tellurium atoms (sixfold coordinated), and the

other one is randomly occupied by germanium and antimony [7, 50, 61, 80,

84]. The germanium and antimony sub-lattice presents one atomic position unoc-

cupied for each basic cell due to the stoichiometry, resulting in 20% vacant sites

[59]. A long-range structural order is thus present in the crystalline phase, so it can

be described in the framework of a Bloch semiconductor where vacancies act as

dopants, pinning the Fermi level close to the valence band [68]. Concerning the low

conductive state, the absorption spectra in amorphous GST show also the existence

of an optical gap of about 0.7 eV with an exponential Urbach tail with a decay of

80 meV, related to localized states (see also Chap. 2). The existence of localized

states in the bandgap is consistent with the disordered nature of the amorphous

phase, as also reported by ab initio simulations for similar systems [70]. Since the

transitions induced by programming operations occur with very fast times

(10–200 ns) and since more than 109 switching operations have been demonstrated

on prototype devices [71], it is reasonable to assume that GST is very flexible (very

high atomic diffusivity till temperature down to the glass transition as demonstrated

in GeTe system by molecular dynamics in [33]) and the bonding between the

elements can change easily due to the high mobility of atoms in the supercooled

molten material as well as in overheated amorphous. This picture is consistent with
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GST peculiar fragile behavior as extensively discussed in Chap. 3. From ab initio

simulation, a special role has been highlighted for germanium which is in the

octahedral coordination in the octahedral crystal phase, while coexistence of

defective octahedral, pyramidal, and tetrahedral coordination is present in the

amorphous phase [22, 45]. From atomistic simulations in similar system (GeTe),

Ge-Ge homopolar chains have been highlighted as key catalyzer for the transition

between amorphous and crystalline phases promoting enhanced mobility and fast

crystallization speed through the so-called dynamical heterogeneity [35]. More

details about the structure of crystal and amorphous phases are reported in Chap. 6.

Despite the physics of chalcogenide glasses at microscopic level is very complex

and often requires atomistic approaches, in this chapter we will focus on simplified

models that are, in the last section, coupled in a fully consistent framework able to

describe the macroscopic features of the PCM devices with a finite element

approach. The main focus will be given to the threshold switching of the amorphous

phase, that is, an element of novelty with respect to conventional electronics as well

as to the crystallization kinetics.

4.2 Threshold Switching

Threshold switching (TS) is a fundamental mechanism for PCM devices, enabling a

high current density in the device active area of amorphous bits, without developing

enormous electrical fields. Despite this fundamental role of the threshold switching,

the nature of the physical principle responsible for the conductance switching is still

controversial [3, 7, 23, 26, 27, 30, 31, 36, 39, 55, 58, 67, 78, 85]. In the past

50 years, several theoretical efforts have been devoted to explain this crucial

phenomenon. Due to the large thermal activation energy of amorphous chalcogen-

ide electrical conductivity (see Chap. 2), the switching phenomenon was first

ascribed to a thermal effect. By increasing the applied voltage, in fact, the current

density increases, and, as a result of Joule effect, the temperature increases too, thus

locally enhancing the electrical conductivity. When the temperature sufficiently

rises, a positive feedback switches on, and a huge thermal generation of electrical

carriers takes place. The voltage drop on the amorphous film can thus decrease

while maintaining a high current density [2, 81]. In 1978, Adler et al. proposed that

the effect is not thermal in nature, but, in agreement with the original Ovshinsky

hypothesis, he explained the TS as a pure electronic phenomenon [26]. In fact, he

supported a purely electronic mechanism primary related to the balance between a

strong Shockley-Hall-Read (SHR) recombination through trap levels and a gener-

ation mechanism driven by both electric field and carrier densities [27]. This

approach has been analytically and numerically modeled, and it has been proven

as a possible way to simulate the switching behavior by using a set of simple

equations available in standard simulation tools [13]. More recently, alternative

works provided different points of view. Karpov and coworkers [55, 78] proposed a

model based on interplay between the electronic transport and the nucleation
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kinetics. They preserved the original idea of conductive filaments as responsible for

the switching behavior. Starting from an energetic balance, they get to a model

based on crystallization of a filament that expands in the amorphous matrix until

shorting the surrounding amorphous region by connecting the electrodes. Ielmini

and coworkers [39, 85] instead proposed a switching model consistent with the

Poole-Frenkel transport model, that is, the thermally assisted trap-limited conduc-

tion extensively discussed in Chap. 2. In this framework, the switching is ascribed

to the increase in the average kinetic energy of the carriers through the length of the

device, resulting from the balance between the field-induced energy gain and the

energy relaxation in the lattice due to the scattering with phonons. This model leads

to a nonuniformity of the electric field, similarly to the one reported in [13]. In

the original works, the proposed model (both in the amorphous transport and

switching parts) was not self-consistently proven by coupling the proposed trans-

port equation with the drift-diffusion and the Poisson equations. Piccinini and

coworkers [23, 30, 58] developed a Monte Carlo model that proved the self-

consistency between drift-diffusion equation, Poisson equation, and thermally

assisted trap-limited conduction. Today, we can say, with a certain degree of

confidence, that the Poole-Frenkel mechanism is the main ingredient to explain

amorphous chalcogenide electronic transport. However, what happens close to the

threshold point is still not completely clear. Evidences of avalanche multiplication

have been reported in this regime by Paolo Fantini [65] as key element to explain

the experimentally observed superlinear temperature behavior of the IV character-

istics close to the switching point.

In this section of the chapter, we will focus on the description of the original

Adler model as it is reviewed and discussed in [13]. The model is very general

and is based on a balance between a carrier recombination mechanism with a carrier

generation mechanism. This model can be simply embedded in a commercial

simulation tool with conventional equations employed for semiconductor descrip-

tion, till maintaining a good physical sound in respect to amorphous transport

physics.

In his original work, Adler considered the chalcogenide material as a doped

homogeneous semiconductor resistor with a single trap level close to one band and

a doping level close to the opposite band (e.g., an acceptor doping density NA close

to the valence band and an ND donor trap concentration near the conduction band).

This description represents an attempt to describe the electrical behavior of chal-

cogenide glasses with a minimum number of assumptions. The acceptor doping

density NA is assumed greater than ND, consistently with the p-type low-field

conductivity experimentally observed on majority of chalcogenide compounds

[15, 69]. Note that, although the original model [27] relies on the microscopic

description of the chalcogenide compound based on valence-alternation pairs

hypothesis [47], its validity can be extended to any system characterized by defects

states that act accordingly (in this case as donor-like traps).

Since the NA and ND are of the same order of magnitude, at thermal equilibrium,

the Fermi level of the system is expected to be placed close to the middle of the gap,

and the density of ionized traps ND
+ practically equals the total trap concentration
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ND. Applying an external voltage to the system, the free carrier number should

increase due to generation and the traps start to react with the electrons thus,

partially filling and neutralizing the ND
+ centers. The probability for a positive

charge trap to capture a hole and for a neutral trap to capture an electron will be

neglected in the following. In steady state, the electrostatic potentialФ, the electron

concentration n, and the hole concentrations p can be computed by solving the

coupled set of Poisson and current continuity equations:

∂n
∂t

¼ 1

q
∇∙ Jn þ Gn � Rn ð4:1Þ

∂p
∂t

¼ �1

q
∇∙ Jp þ Gp � Rp ð4:2Þ

∇∙ E∇Ф ¼ �ρ Фð Þ ð4:3Þ
In Adler’s system, the main recombination mechanism is the SHR through trap

levels, while a field-dependent carrier-assisted generation rate is considered. The

carrier generation is mainly ascribed to a mechanism that is a monotonic function of

both the electric field and the carrier densities, like the avalanche multiplication.

Detailed calculations are reported in [13].

Figure 4.1 shows the resulting current-voltage (I-V) curve for a resistor of length
10 nm and square section 1 � 1 μm2. The solid curve represents the I-V character-

istic obtained from the analytical model, thus related to the chalcogenide resistor

alone. The dashed one has been obtained including a series resistance, usually

related to the external contacts. As expected, both curves present an off-state region

where the current increases with increasing voltage. When a threshold voltage Vth is

reached, the I-V curves snap back to the on-state region. Note that in the on

condition, the voltage drop across the chalcogenide remains constant. Practically,

the chalcogenide in the on state behaves as a constant voltage generator. The

holding voltage Vh is thus the voltage drop on the chalcogenide alloy in the highly

Fig. 4.1 The solid curve

shows the current-voltage

curve obtained with the

analytical model

considering only the

chalcogenide material.

When the presence of a

contact resistance is also

considered, the dashed
curve is obtained (Reprinted
with permission from [13];

copyright AIP Publishing

LLC 2008)
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conductive state, and the resistance in the high conductive state Ron is practically

the contact one. The obtained result is qualitatively consistent with the observed

experimental evidences. It is worth to stress once again that this effect is a crucial

feature of chalcogenide material that allows a high current flowing in the device

thus promoting the temperature required for the phase transition through Joule

heating. The next section will focus on the modeling of the memory switching,

that is, the permanent transition from the amorphous to the crystalline phases after a

proper heating of the material.

4.3 Memory Switching

The threshold switching mechanism, descripted in the previous paragraph, refers to

a reversible switch between a low conductive to a high conductive state as a

function of the applied bias. When the applied voltage exceeds the threshold

voltage of the chalcogenide material, the current starts flowing in the device, but,

if the chalcogenide is not maintained in a biased condition, the low conductive state

is spontaneously recovered. Threshold switching itself cannot thus be employable

for nonvolatile memory cells. However, among the materials that feature threshold

switching, some compounds, such as GST, can permanently store the high conduc-

tive state also without applied bias. For these compounds, once high current starts

flowing, the chalcogenide material heats up above its crystallization temperature,

and the phase change can eventually occur (MS, memory switching). Since the

PCM cell performances are strongly related to the phase transition kinetics, under-

standing of MS physics represents a key issue for the development of this technol-

ogy. It is worth noting that the threshold switching transition is electronic in nature

and distinct from the memory effect for chalcogenide materials showing the phase

change transition. This has been experimentally demonstrated in PCM devices,

where the threshold switching can take place without a transition from the amor-

phous to the crystalline phase and where, despite the device switches in the on state,

higher currents (or longer times) are required to achieve the memory phase

change [10].

4.3.1 Memory Switching for Optical Data Storage

The description of the phase change in chalcogenide materials is strictly related to

the physics of the phase transitions in solid systems. These theories were originally

developed in the late 1930s and 1940s [16, 17] for metals, but several efforts have

been made to exploit them for the investigation of the phase change transitions in

chalcogenide compounds, especially for optical data storage applications [41, 42,

44, 52, 59, 61, 79, 83]. Main focus of those works was the research of new materials

with enhanced performances in terms of optical contrast, high transition speed,
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good thermal stability to ensure data retention, good capability to sustain a large

number of transition, as well as a good chemical stability. In the mid-1980s, GeTe

material was found to show both fast crystallization and good contrast [52], thus

triggering the interest in the GeTe-based compounds, such as the ones belonging to

the GeTe–Sb2Te3 tie line [41, 42, 61] which were employed in commercial prod-

ucts [43, 46, 59, 73, 79]. Subsequently, another chalcogenide family based on the

Sb70Te30 eutectic alloy and generally indicated as doped SbTe compounds has been

studied and employed [37, 43, 51, 54] including doping with In (e.g.,

Inx(Sb70Te30)1 � x) and doping with Ag and In (e.g., AgxIny(Sb70Te30)1 � x � y),

also called “AIST.”

In Fig. 4.2, the ternary phase diagram for materials employed in optical data

storage is reported showing the compounds used as well as the year of discovery for

each disk generation as reported by Wuttig and Yamada in Ref. [57]. Research in

the optical storage field in the past 30 years allowed the development of a lot of

knowledge useful also in the solid-state memory field. In addition to the optical disk

requirements, chalcogenide materials for electronic devices must have a good

electrical contrast, i.e., difference in electrical conductivity of the two phases.

Furthermore, phase transition in a solid-state device presents peculiar features

such as the volume constraints and interfaces with other materials. In the following

sections, the physics that describes the phase transformations in chalcogenide

compounds is described, focusing on the two main phase transitions: the crystal-

to-amorphous transition (vitrification) and the amorphous-to-crystal one

(crystallization).

Fig. 4.2 Ternary phase diagram showing the materials employed in optical data storage and

related years of discovery (Reprinted with permission from [57]; copyright Nature Publishing

Group 2007)
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4.3.2 Glass Transition

Glass transition (or vitrification) is defined as the transformation process from a

liquid phase to a solid glass. In particular, the solid that results from the cooling of

the liquid strongly depends upon the cooling rate. At low cooling rates (below some

critical value), the liquid solidifies creating a crystalline phase. Instead, if the

cooling is faster, the alloy freezes without crystalizing, becoming an undercooled

liquid and then transforming into a solid glass. To realize the transition from the

crystalline state to the amorphous one, GST has thus to be kept above the melting

point (620 �C) such that transformation into liquid phase firstly occurs and then

rapidly quenched to avoid crystallization during cooling. The result is thus a frozen

liquid phase that solidifies into a solid disordered status [29]. Typical cooling rate

required for the GST alloy is about 1010–1011 K/s [29]. However, demarcation line

between cooling rates that provides a glass or a crystal is not always clear. The most

common metric used is the so-called glass transition, Tg. Tg is empirically defined

as the temperature corresponding to the appearance of discontinuities of certain

important material properties such as specific volume, thermal expansion coeffi-

cient, specific heat, and viscosity. Above Tg an undercooled liquid is able to

maintain a state of internal equilibrium. Its free energy is, in any case, higher

than that of a crystalline solid, resulting in metastability. However, due to the

negligible atomic diffusion, no internal equilibrium can be achieved below Tg,
thus preventing, in a certain range of temperature and time, crystallization of the

metastable amorphous phase. Although transition to the amorphous phase is at the

basis of the programming operation of a PCM device, it is worth noting that the

description of the vitrification process in memory devices has been mainly limited

to the characterization of a few phenomenological quantities, typically the current

required to achieve the melting temperature. The lack of a detailed analysis is

partially justified by the fact that, in a PCM device, the time required for melting

and the quenching time are mainly limited by the delay between the application of

the external electrical pulse and the temperature increase in the active area of the

cell. Since the volume involved in the phase transition of nonvolatile memory

device is in the range of 103–105 nm3, the thermal delay results in few nanoseconds,

a value that is usually larger than the vitrification time (less than 1 ns, Refs.

[20, 72]). Furthermore, the typical thermal constants of the device (few nanosec-

onds) are in general faster and completely negligible with respect to the typical

memory access time currently required in PCM applications (15–150 ns). On the

other hand, the transition from a solid crystalline phase to a melted one usually

occurs with absorption of a certain amount of energy that depends on the volume

involved in the transition and on the latent heat of fusion. Once the temperature in

the material reaches the phase transition, the minimum energy required could limit

the kinetics of the melting event by imposing a simple reciprocal law between the

power released to the material and the time required for the transition. However, up

to now, there is not clear evidence that this effect has a major impact on the PCM

device performances. There is, instead, another effect currently neglected but with
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potential large implications on the functionality of PCM devices. The transition

from liquid to undercooled liquid to a glass is usually related to a decrease in the

specific volume [29]. It is worth noting that the specific volume of the glass is, in

any case, greater than that of the crystal at all temperatures where the two phases

may coexist, due to the so-called free volume that is related to the more open

structure in the glass, usually few percent (6% for GST, Refs. [4, 7]). Since the

GST vitrification results in the transition to a less dense disordered phase and the

amorphous region in a PCM cell is confined by the crystalline background, GST

vitrifies under a hydrostatic pressure that can be in the order of several gigapascals

[4]. However, this effect has been only recently addressed on bulk GST film, but an

analysis of a PCM cell is still lacking due to the limited capability to experimentally

access the thermodynamical variables of the system.

4.3.3 Crystallization

The crystallization of an amorphous sample requires a certain thermal budget to

occur, i.e., a certain temperature for a certain amount of time. It proceeds from

nucleation of small crystallites and their subsequent growth. The theory of crystal-

lization kinetics was largely developed by Avrami at the end of the 1930s, and it can

be used to describe the temporal behavior of phase changes [1, 16–18, 49, 59–

61]. Starting from nucleation and growth rates, the Avrami theory under the

hypothesis of isothermal condition (all the material at the same temperature) and

in isokinetic regime (same temperature dependence of both nucleation and growth

processes) leads to an analytical integral expression (JMA model) that relates time

and temperature to the total transformed fraction:

x tð Þ ¼ 1� e�A Tð Þtn ð4:4Þ
where x(t) is the total transformed fraction, n is the Avrami coefficient, and A(T ) is a
temperature-dependent effective rate. Such rate can be expressed as

A Tð Þ ¼ ve-Ea= KBTð Þ ð4:5Þ
where Ea is the activation energy of the crystallization and υ is the frequency factor.
This equation is useful to describe the physical parameters that linearly depend on

the crystal fraction, e.g., the reflectivity, and the specific heat. Although this

approach can be used to model the behavior of optical data storage (reflectance is

proportional to the crystal fraction), the JMA equation cannot be directly used in

electronic device memory modeling. In fact, due to the existence of percolative

effects [11, 48], the relationship between crystal fraction and electrical conduc-

tivity is not linear. Let us assume a homogeneous nucleation of conductive crys-

tallites in the resistive amorphous layer sandwiched between the top and the bottom

electrodes. Conduction can take place only if a crystal path appears between the two
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electrodes, requiring a minimum amount of crystal to strongly increase the con-

ductivity of the system (percolative threshold) [14, 76]. Further nucleation has then

minor impact on the overall conductivity. Moreover, in the programming operation

regime, both the hypotheses of isokinetics and isothermal regime are not satisfied. It

follows that the integral model proposed by Avrami cannot be applied to the

investigation of the crystallization kinetics in PCM devices, but a local description

that considers the time and temperature dependence for both nucleation and growth

is mandatory. Few numerical models that consider a local nucleation and growth

algorithm have been so far proposed for optical data storage. Peng et al. [21]

proposed a local model based on the standard description of quasi-steady-state

homogeneous nucleation and growth, tailoring the thermodynamic parameters on

experimental data. A more complex description has been proposed by Senkader and

Wright [82] that considers a transient model based on rate equations, including

heterogeneous nucleation. Although this model seems to be the most physically

based one, it shows typical crystallization times quite different from the values

measured in PCM devices [5].

4.3.3.1 Nucleation

To model the crystallization phenomenon, some thermodynamic aspects of phase

transition classical theory have to be reviewed. Consider the generic transition from

a phase l to a phase x at a temperature T lower than transition temperature Tm and

consider, from an energetic point of view, the situation of a creation of an x sphere
inside the l matrix. The free energy of a sphere may be easily expressed as:

ΔGl!x
sphere ¼ 4πr2γ þ 4

3
πr3Δg ð4:6Þ

where γ is the surface energy, r is the radius of the sphere, and Δg is the bulk free

energy gain corresponding to the undercooling T � Tm. The first term is related to

the work required to build the sphere surface, while the second one is related to the

bulk free energetic gain related to the undercooling. Obviously, for T ¼ Tm, there is
no bulk energetic gain in the phase transition, and the sphere creation does not

spontaneously occur. For T < Tm, the bulk factor becomes negative, thus realizing

the possibility of obtaining stable spheres for certain radius values. The stability of

the sphere is related to the capability of adsorbing new atoms from the l phase and
thus is related to the derivative of Eq. (4.6) with respect to r. When the derivative is

negative, the transition from the sphere of radius r to the sphere with radius r + dr is
possible due to the resulting free energy gain. Imposing such condition, a critical

radius may be obtained as:

rc ¼ 2γ

Δg
: ð4:7Þ
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It is worth noting that the critical radius is infinity at the melting point when the

bulk energy gain is basically zero. It instead decreases for decreasing temperature,

when the energy gain moving from the supercooled liquid to the solid phase is

becoming large. Starting from this simple point, it is possible to compute the energy

of the critical nuclei at a given temperature and the density of critical nuclei,

available for the transformation, as a function of the temperature (detailed calcula-

tions can be found in [13]. The result is reported here:

Cn ¼ ρe
� ΔGC

kBT

� �
¼ ρe

� �16πγ3

3Δg2kBT

� �
ð4:8Þ

where ρ is the cluster density. Once anlatom is attached to the critical cluster,

crystallization occurs and the resulting nucleus is stable. The rate of nucleation

(number of nucleation for volume and time unit) may be thus easily expressed as:

I ¼ Cn
dn

dt
: ð4:9Þ

where dn/dt is the rate of l atoms (liquid) joining a critical cluster through its surface

and

dn

dt
¼ νscpe

�Ean
kBT

� �
ð4:10Þ

where Ean is the activation barrier at the surface, ν is the vibration frequency of an

l atoms, sc is the number of l atoms facing the x cluster, and p is the probability to

jump in the cluster. Such a probability may be expressed as the product p¼ f �Awith

f the probability that an l atom is vibrating toward the nucleus and A the probability

that it does not bounce back by an elastic collision with an x nucleus. Assuming

that, during the whole transformation, the critical cluster concentration is always

equal to the equilibrium one (steady-state approximation), the rate of nucleation

may be expressed combining previous Eqs. (4.8) and (4.10) in Eq. (4.9), and

assuming that the bulk energy gain is at the first order equal to Δg ¼ δ(T � Tm),
it results in:

I ¼ Ke
�Ean

kBT

� �
e� 16πγ3=3 δ T�Tmð Þ½ �2kBT½ � ð4:11Þ

where K ¼ v sc p ρ summarizes all the constants, evaluated for a nucleus at critical

size. The first factor, related to the neighbor atomic diffusion, is temperature

activated with an activation barrier Ean, while the second one, related to the

existence of critical nuclei for a given undercooling, is deactivated approaching

the transition temperature. For low temperatures, there are many critical clusters,

but no atom will diffuse into a nucleus. On the other hand, for temperature closer to

the transition, many atoms could diffuse into a nucleus but no critical clusters are

available. The simple calculations proposed underline the main temperature depen-

dencies of the nucleation mechanism. A more detailed description can be found in
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the work of Turnbull and coworkers [24, 32, 40]. It is worth noting that the

nucleation rate of Eq. (4.11) does not show any time dependence and it must be

considered a steady-state nucleation rate. However, it has been reported in the

literature that transient effects during nucleation may have an impact in the early

stage of the phase transition mechanism [24]. Moreover, the simplified expression

(4.11) does not consider any effect of surfaces and boundary materials on nucle-

ation, thus neglecting the possible impact of heterogeneous nucleation reported in

the literature for several materials [24]. The assumptions of the crystallization

model and on the impact of the approximations in Eq. (4.11) will be further

discussed in next section.

4.3.3.2 Growth

Once a critical cluster has been transformed into a stable crystalline nucleus, more

atoms can diffuse into the nucleus thus increasing the size of the crystallite. To

evaluate the growth rate of a nucleus (or at an interface with a previous existing

crystal phase), an interface between the l and x phases has to be considered, where

Eag is the diffusing energetic barrier and dg is the free energy gain in attaching an

atom of l to an x nucleus. For such a system, the net rate considering the jump rate of

atoms from l to x minus the jump rate from x to l may be expressed as:

R ¼ Sv0e
�Eag

kBT

� �
1� e

� dg
kBT

� �" #
ð4:12Þ

where ν0 is the atomic vibration frequency and S is the number of atoms at the

interface. Detailed calculations can be found in [13, 16]. The growth velocity can

thus be evaluated as the product of the jumping atom rate for the average jumping

distance, λ, assumed equal to the lattice parameter of x phase, for unit area:

V ¼ β
λR

S
¼ βλv0e

�Eag
kBT

� �
1� e

� dg
kBT

� �" #
ð4:13Þ

where β is a geometrical factor, related to the growth mode of the interface (the

previous simplified calculation referred to a mono-dimensional interface). Since dg
increases with the undercooling, the temperature dependence of the second factor is

practically negligible over a wide range of temperatures. At temperatures close to

the transition (where dg ¼ Δ(T � Tm) ! 0), the term in the brackets goes to zero,

thus showing that growth velocity is 0 at Tm and it increases linearly with the

undercooling near transition temperature. This is easily explained by considering

the fluxes: at the transition temperature, both the direct and inverse barriers have the

same heights, thus equalizing the direct and inverse atom fluxes through the

interface.
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4.4 The Numerical Model

The previously described models for electrothermal transport behavior have been

implemented in a semiconductor solver where an external module accounts for

glass transition, nucleation, and growth dynamics. In this section the numerical

model and its implementation are reported.

4.4.1 Electrical Transport Model

The physics of both crystalline and amorphous phases has been mapped in a

standard semiconductor model by properly implementing band diagrams and trans-

port properties. Absorption measurements on crystalline GST show an optical

indirect transition with an energy gap of about 0.5 eV. Since the conduction is

mainly related to free holes with a measured density of about 1019–1020 cm�3, and

very low dependence on temperature [7, 19], cGST has been modeled as a quasi-

degenerate semiconductor. Because no measurement of the density of states has

been documented in the literature, we assume the values reported in Table 4.1, in

rough accordance with previously referred values for other chalcogenide alloys

[53]. Since the density of vacant sites is about 20% of the total atomic density and at

thermal equilibrium they are negatively charged (acting as a conduction band), an

acceptor level with a density of 5 � 1020 cm�3 has been introduced in the band

diagram, as reported in Fig. 4.3 on the left.

To take into account the low temperature dependence of conductivity, the trap

level has been positioned at 100 meV from the valence band. As a result of the

Poisson equation, the Fermi level lies close to the valence band (at about 50 meV),

thus causing the p-type quasi-degenerate behavior of crystal (Fig. 4.3 on the left).

As previously discussed, the amorphous phase can also be correctly described with

a band diagram. The absorption spectra in the amorphous phase show the existence

Table 4.1 Numerical values of the parameters describing the band structure for crystalline and

amorphous GST

Property Crystalline GST Amorphous GST

Egap (eV) 0.5 0.7

Nc (cm
�3) 2.5 � 1019 2.5 � 1019

Nv (cm
�3) 2.5 � 1019 1020

Vacancies (cm�3) 5 � 1020 NA

Lone pairs (cm�3 eV�1) NA 1021

Donor traps(cm�3) NA 1017–1020

Acceptor traps (cm�3) NA 1017–1020

Adapted with permission from [7]; copyright IEEE 2004
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of an optical bandgap of 0.7 eV [7, 19]. A strong exponential activation of the

electrical conductivity with temperature has been reported in the literature,

suggesting that amorphous GST behaves practically as an intrinsic semiconductor

with a Fermi level at about 300 meV from the free hole band [8, 19]. Furthermore,

absorption spectra also show the existence of an Urbach tail with a decay constant

of about 80 meV, thus extending for about 200 meV inside the bandgap [19]. To

map the Mott and Davis mobility model in our model [13], we translate the

amorphous band diagram with mobility tails (reported also in Chap. 2) into the

band diagram of Fig. 4.3 (right) with localized state at fixed energy just below and

above the conduction and valence bands. The low mobility tail, underlined by the

Urbach tail and possibly related to the lone pairs, is a signature of the existence of a

mobility edge in the valence band. As depicted in Fig. 4.3, we model this tail with

donor states, close to the free hole band, which are neutral at thermal equilibrium

with a uniform density of 1020–1021 cm�3 eV�1 in an energy range of 200 meV

from the valence band mobility edge. On the other hand, VAPs have been modeled

as couples of donor-acceptor levels with a density of 1018–1020 cm�3, respectively,

close to the conduction and valence bands. A drift-diffusion electrical transport

Fig. 4.3 Band diagrams for both crystal and amorphous phases implemented in the numerical

model (Adapted with permission from [7]; copyright IEEE 2004). Note the huge amount of low

mobility state required for the amorphous GST modeling
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model has been implemented for both phases. For the hole mobility of the crystal

phase, a value of 23.5 cm2/Vs has been assumed leading to an overall cGST
resistivity of about 17 mΩcm in accordance with the value reported in the literature

for the crystalline fcc phase [19, 38]. Since the n-type conduction has no effect on

transport in cGST and since no electron mobility data are available in literature, we

assumed a negligible electron mobility of 0.1 cm2/Vs (more than two orders of

magnitude lower than hole mobility). By assuming the band diagram previously

described for the amorphous phase, a mobility in the range of 150–200 cm2/V s is

required to fit the melt-quenched amorphous resistivity value of 25–30 Ω cm. It is

worth noting that the large value of the assumed hole mobility can be mainly

ascribed to the simplified assumption of the numerical model, where the energy-

dependent hole mobility has been approximated with a digital transition between

zero-mobility trapping states and a delocalized band with a nonphysical large

constant mobility. A more precise description is provided in Chap. 2. The proposed

hole mobility values must be thus retained as “effective” mobility values that

account for the observed electrical resistivities. Also for the aGST, since no data

are available for electron mobility and since it has no influence on the transport

behavior, we assumed a negligible electron mobility of 1–10 cm2/V s. Because of

high trap level densities in both phases, the Shockley-Read-Hall model for recom-

bination has been introduced in the model. The cross section of all the traps have

been supposed to be 10�12 cm�2 for the charged traps and 10�16 cm�2 for the

neutral traps.

The avalanche Okuto-Crowell model has been implemented for both phases,

with a critical field of 3.3 � 105 V/cm [34]. Among the different avalanche

models reported in literature, the Okuto-Crowell model has been chosen only for

convergence issues. Low-field mobilities and avalanche critical fields for both

phases are reported in Table 4.2. In Fig. 4.4, the low-field I-V curve of the off

state of the amorphous GST is reported. Up to about 200 mV, a linear behavior is

found, while for higher voltages, the current increases exponentially up to the

threshold switching. To explain both the low-field behavior and the threshold

switching effect, a field-assisted generation mechanism sustained by the free carrier

concentration (e.g., avalanche ionization) has been considered as previously

described. The competitive interaction between this generation mechanism and a

strong SHR recombination caused by the large defect density is responsible for the

switching behavior.

The calibrated semiconductor-like model is able to provide a good agreement

with measurements, as shown, for instance, in Fig. 4.4. Figure 4.5 shows that the

Table 4.2 Numerical values for the electronic transport in amorphous and crystalline GST

Property μn (cm
2 V�1 s�1) μp (cm

2 V�1 s�1) Fc (V cm �1)

Crystalline GST 0.1 23.5 3.3 � 105

Amorphous GST 5 200 3.3 � 105

Adapted with permission from [7]; copyright IEEE 2004
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numerical model correctly describes the pulsed operation mode of PCM cells. The

result was obtained by simulating the external electrical net present in the real

experiment [12] to the PCM device and by self-consistently solving also the

corresponding circuit equations mixed mode [66, 75]. The used load resistor, in

series to the voltage generator, was 4 KOhm while a capacitor of 25 pF was added

to the electrical net between the cell top electrode and ground, describing the role of

the probe tip capacitance. The capacitance causes a delay in the switching event of

about 70 ns. The voltage drop on GST during the pulse plateau is instead deter-

mined by the partition between the load resistance and the on-state device resis-

tance of about 1 kΩ.

Fig. 4.5 Comparison

between a simulation results

(continuous line) and
experimental data (black
squares). Applying an

external voltage pulse, the

model is able to reproduce

the voltage drop on the

PCM device, correctly

describing the switching

behavior of amorphous

phase also in transient

condition (Adapted with

permission from [12];

copyright IEEE 2005)

Fig. 4.4 Off-state current-

voltage electrical

characteristics of the

amorphous phase for

different external

temperatures. Note the good

agreement between

experimental data (black
circles) and the simulation

results (solid lines) obtained
with the equivalent

semiconductor-like model

for the amorphous GST

(Reprinted with permission

from [12]; copyright IEEE

2005)
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4.4.2 Thermal Model

To achieve a full description of the PCM programming operation, the heat conduc-

tion equation has been self-consistently coupled with the electrical model to

describe the thermal heating through the Joule effect. The employed thermal

conductivities and specific heats are reported in Table 4.3 [13, 21]. To take

into account for the heat transport related to carriers generated in GST at high

current densities and temperatures, the Wiedemann-Franz equation has been locally

implemented for the chalcogenide, leading to an increase in the thermal conduc-

tivity (at about 0.012 W/cm K) in the region with the higher carrier concentration,

i.e., at the chalcogenide/heater interface. Moreover, specific heat and thermal

conductivity for a typical heater material (TiN) have been taken from

literature [56].

Thermal maps can thus be obtained by performing transient simulations on an

initially crystalline device for several current values, as reported in Fig. 4.6. In the

first frame, the melting condition can be recognized, corresponding to the existence

of a thin melted layer of GST close to the interface with the metallic pillar. The

transition from the melt to the amorphous phase is actually determined by the

Table 4.3 Thermal conductivities and specific heats for materials in the active region of the

device

cGST α-GST Heater SiO2

kth
W

cm K

� �
0.005 0.002 0.05–0.15 0.007–0.01

cs
J

cm3 K

� �
1.25 1.25 1.7 3.1

Adapted with permission from [13]; copyright AIP Publishing LLC 2008

Fig. 4.6 Thermal maps obtained at the end of a 50 ns pulse for the increasing current pulses

reported on the frames. Red color corresponds to temperatures higher than melting temperature

(T > 888 K), while the blue color represents the room temperature (300 K) (Adapted with

permission from [12]; copyright IEEE 2005)
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quenching time. In fact, during the falling edge, the GST cools down passing

through the crystallization temperature region, thus allowing nucleation and growth

to take place with their own kinetics. If the falling edge is very short (10–15 ns),

crystallization is practically avoided, so that the hot region becomes aGST,
resulting in a low conductive state. Further increases in the programming current

cause the thermal spot to extend, and the amorphous zone is correspondingly

enlarged, still maintaining a hemispherical shape.

4.4.3 Phase Change Algorithm

To account for the phase transitions responsible for the memory effect, a local phase

change algorithm has been coupled to the electrothermal equations. The crystalli-

zation takes place by the action of nucleation and growth as previously discussed.

The first phenomenon refers to the appearance of nuclei of the new phase in a

homogeneous matrix of the old phase, while the second refers to the growth of a

pre-existing interface between the new and the old phases. The model implemented

is a steady-state homogeneous nucleation and growth model that neglects both

transient and heterogeneous effects. Due to the complexity of the model that

includes self-consistently the electrothermal problem and since we have no exper-

imental evidences that the modeling of those mechanisms is required for PCM

device description, we preferred to implement a simplified crystallization model in

which possible effects of the transient or heterogeneous nucleation are accounted

for by effective crystallization parameters. So, starting from the nucleation rate and

growth velocity originally proposed by Peng et al. [21], a local Monte Carlo

(MC) algorithm has been implemented and calibrated on experimental data. The

grid element dimension was chosen to be comparable with the critical cluster size at

the temperature for which nucleation probability shows its maximum. The nucle-

ation and growth probabilities have been calculated starting from the nucleation

rate and growth velocity as reported in the Memory Switching section. Details on

the normalization of nucleation rate and growth velocity as a function of the grid

size can be found in [13].

Such probability has been applied for both amorphous-to-crystal and melt-to-

crystal transitions. The transition probabilities referred to Δt ¼ 1 ns are reported in

Fig. 4.7. The surface energy for the critical cluster in Eq. (4.11) is taken equal to

ϒ ¼ 0.1 J/m�2. The temperature dependence of bulk free energy has been taken

from the literature [29, 63] as extensively explained in [13]. The main param-

eters related to the phase transition have been reported in Table 4.4 where ΔH1 is

the latent heat of solid-to-liquid transition; ΔH2 is exothermic heat of amorphous-

to-crystalline transformation; Ean e Eag the activation energy of nucleation and

growth, respectively; and Tm and Tg the melting and glass transition temperature,

respectively. In the low-temperature range, due to the increase in the atomic

mobility with temperature inside the melted GST, both nucleation and growth are

enhanced with temperature. On the contrary, for temperatures close to the melting
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one, both nucleation and growth are turned off with the functional relationship

previously discussed in the Sect. 4.3.

4.4.4 Results

The numerical implementation of the full self-consistent electrothermal phase

change model relies on the adoption of two different loops. At each time step, an

inner loop loads the current phase distribution and self-consistently solves the

electrothermal problem, evaluating the temperature at each grid node. Each simu-

lation covers the typical electronic time scale, thus ranging from about 10 ps to

about 1 ns. In the outer loop, the nucleation and growth probabilities are thus

calculated from the temperature map and modified from nanoseconds to much

longer times according with the temperature variations, trying to minimize the

computational cost. At the end of the transient simulation, a final phase distribution

is achieved, and its resistance can be evaluated.

With the proposed computer model, several full-coupled programming and

reading operations can be simulated. The calculations were performed by assuming

the numerical values reported in Tables 4.1, 4.2, 4.3, and 4.4.

Fig. 4.7 Probability

densities for unit time for

nucleation and growth

mechanism implemented in

the Monte Carlo model

(Refs. [5, 11, 21]). Note that

both nucleation and growth

are characterized by a bell-

shaped temperature

dependence (Reprinted with

permission from [5];

copyright IEEE 2004)

Table 4.4 Key numerical values to describe the phase change model for amorphous and crystal

transitions

Properties Value Properties Value

Ean (eV) 2.6 Eag (eV) 2.6

ΔH1(J cm
�3) 418.9 ΔH2(J cm

�3) 218.5

Tm (K) 888 Tg (K) 673

Adapted with permission from [13]; copyright AIP Publishing LLC 2008
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Figure 4.8 shows the effect of several pulses on a bit in the initial crystal phase.

Since the load resistance has been chosen comparable to the set one, the voltage

across the device is practically a half of the external voltage when the bit is in the set

state. The first pulse thus correctly detects the status of the bit. The second voltage

pulse is high enough to carry the bit to the reset state. In fact, the subsequent reading

pulse detects a voltage across the device equal to the external one, demonstrating

that the device has been carried to a high resistance level. The fourth pulse then is a

programming pulse with an appropriate voltage level, which is able to partially

crystallize the amorphous spot as underlined by the final reading pulse. With this

approach, it has been possible to investigate and understand the phase distribution

of programmed levels. It is worth noting that the electrical model qualitatively

reproduces the current filament formation effects observed during threshold

switching [27] and that the final phase distribution results from the full coupling

among the electrothermal and phase change models, thus promoting phase transi-

tions in the hottest regions, i.e., in the current filaments as depicted in Fig. 4.9. The

amorphous-to-crystal transition is thus a localized process following some prefer-

ential paths, depending on current density and time, while the nature of crystal-to-

amorphous transition is practically isotropic, thus proceeding with hemispherical

shape [5]. By properly choosing the sequence of programming and reading pulses,

the so-called programming characteristic can be obtained. In Fig. 4.10, low-field

resistances are plotted as a function of the programming current. The curve is

Fig. 4.8 Transient simulation performed by applying a sequence of reading and programming

voltage pulses. The first voltage pulse allows to read the initial set state (a) of the bit (for clarity

reading pulses were multiplied by 10 to make them visible on the same scale of programming

pulses). The second pulse carries the bit in the reset state (b) as highlighted by the subsequent

reading pulse. Finally, a set pulse is applied, and the crystalline state in the inset (c) is correctly

detected (Reprinted with permission from [13]; copyright AIP Publishing LLC 2008)
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Fig. 4.9 In the first row, starting from an initial phase distribution reported on the first frame on

the left, a low programming current pulse has been applied to the device. The electronic switching

leads to a localized current path that spikes in the highest field region. A localized self-heating is

promoted only in the high current region causing a localized crystal path. In the second row,

starting from the same initial phase distribution reported on the first frame on the left, when a

higher current pulse is applied to the device, the high current density region is much larger than in

the previous case, leading to an increased size of the crystallized zone (Adapted with permission

from [5]; copyright IEEE 2004)

Fig. 4.10 Programmed resistance obtained by applying to an amorphous bit programming pulses

of 150 ns and increasing current amplitude. For programming current lower than 150 μA, the
amorphous bit does not change its state. For programming current ranging from 150 to 400 μA, the
initial amorphous bit is carried in the crystalline state. Finally, for programming currents higher

than 400 μA, the initial amorphous bit starts to melt, and for programming current of about 600 μA,
the amorphous resistance is totally recovered. Also, in this case, a good agreement between

experimental data (hollow circles) and calculations (solid line) is achieved (Reprinted with

permission from [5]; copyright IEEE 2004)
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obtained starting from an amorphous bit and applying increasing programming

pulses with a 150 ns width and a 10 ns falling edge. For I < 100 μA, the cell

resistance remains close to the amorphous one.

Higher current densities promote the GST crystallization process, thus causing

resistance values to drop down [5]. Further increases in the programming current

results in the melting condition (400 μA), while at about 600 μA, the amorphous

volume saturates. The same figure reports the simulated R-I curve, resulting in good
agreement with experimental data. To check the model, the times requested for an

initially amorphous bit to crystallize during constant temperature annealing, i.e.,

failure times, have been also calculated for several temperatures and compared with

experimental data in the Arrhenius plot depicted in Fig. 4.11. Each failure time is

defined as the time for which the resistance reaches a reference value, i.e., ten times

the minimum set resistance. Also in this case, good agreement with experiments has

been achieved, and both experiment and simulation show that working tempera-

tures lower than 110 �C are requested to guarantee a time of crystallization of

10 years. However, unwanted heating of the device may result in disturbing bits in

the amorphous state [9]. The model could also be easily employed to make 3D

cross-talk simulations with the purpose of evaluating the temperature induced by a

programming operation on the adjacent amorphous bits [6, 77].

Fig. 4.11 Experimental and simulated crystallization times (defined as the time required for the

initial amorphous bit to reach a resistance of ten times the set one), during constant temperature

annealing experiments, as a function of reciprocal temperature. Note that an annealing temperature

lower than 110 �C ensures a crystallization time longer than 10 years (Reprinted with permission

from [5]; copyright IEEE 2004)
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4.5 Conclusions

The present work reports a review of the main physical ingredients required for

PCM device simulations. Starting from the electronic equilibrium and transport

properties modeling of both crystal and amorphous phases, particular emphasis has

been devoted to the TS and MS mechanisms. These effects, in fact, have been

demonstrated to have a major impact on the PCM device functionality, and they

cannot be neglected in PCM modeling. The proposed TS model relies on a bulk

generation-recombination balance related to the huge density of defects in the

amorphous chalcogenide. It has the advantage to be able to describe the main

observed experimental evidences, being at the same time compatible with standard

simulation tools for semiconductor. The developed numerical tool includes elec-

trothermal and phase transition physics. The model implements a steady-state local

nucleation and growth algorithm able to take into account percolative effects and

neglects the effect of surfaces and boundary materials on the crystallization kinetics

(heterogeneous effects). Furthermore, the set of equations implemented in the

computer model do not have the capability to describe the latent heat during the

phase transitions. Since until now there are no experimental evidences that the

transient effects, heterogeneous effects, and latent heat descriptions are required for

the PCM behavior description, we preferred to implement a simpler crystallization

model. The tailoring of the electrothermal and phase transition model parameters

have been carried out by comparison with the experimental data acquired on

different device architectures and technology nodes. A reliable set of parameters

has been then defined leading to a comprehensive numerical tool suitable for PCM

cell design and to support the development of this technology for nonvolatile

memory applications.
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Chapter 5

PCM Main Reliability Features

Robert Gleixner

5.1 Introduction

To effectively realize the performance benefits of PCM over existing technologies,

the memory cells must be able to operate reliably over the field life of the product.

When compared to DRAM and NAND flash memory, PCM’s capabilities drive

reliability requirements that in many cases fall between these two established

technologies. The much lower read and write latency, combined with random

access to the array (not block-based as in flash memory), drive a requirement for

higher write endurance capability and resistance to read disturbs than NAND flash.

While the endurance requirements could be reduced (as is done in NAND flash)

with wear leveling and read caching, such an implementation would reduce the

effective performance of the PCM device and is therefore undesirable. At the same

time, the PCM write latency is significantly higher than DRAM, and therefore the

write endurance requirement is far lower than DRAM. Table 5.1 below lists the

effective latencies of NAND flash, DRAM, and PCM and how this translates into

the required write endurance.

While the operational requirements (reads and writes) fall between NAND and

DRAM, the fact that PCM is targeting nonvolatile memory applications imposes

data retention requirements that are similar to NAND flash. For typical consumer

electronics applications, this requires that the component supports an operating

temperature of 85 �C for “reasonable” periods of time (days to weeks) and much

longer times (5–10 years) at ~50 �C. These specifications may be insufficient for

some applications, for example, in automotive, military, and space applications,

which require either extended retention time, higher temperature capability, or
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both. Moreover, in military and space applications, the devices typically must retain

data in the presence of high-radiation environments.

With these requirements in mind, the purpose of this chapter is to review the

ability of PCM to meet the requirements of a reliable nonvolatile memory product.

The chapter will focus on the intrinsic behaviors of the PCM material that limit its

ability to either change state when required (which corresponds to write endurance)

or unintentionally change state (the case for disturb and retention loss).

5.2 Overview of Failure Modes and Mechanisms

PCM reliability failures are primarily governed by two mechanisms. The first is the

inherent instability of the amorphous phase (which thermodynamically prefers to be

crystalline), and the second is a change in the active material composition over

time. While less common, there are special cases where the cell can fail due to

unintentional amorphization. This could result from an electrical overstress, which

should be prohibited by the design of the array circuitry (and will not be discussed

here), or exposure to high doses of energetic ions (which will be briefly discussed at

the end of the chapter).

Within the primary mechanisms, the failures of PCM are typically classified by

the usage specifications that are impacted. These include data retention, cycling

endurance, read disturb, and thermal disturb (often called proximity or write

disturb). Figure 5.1 contains a cartoon that depicts these failures in what is com-

monly referred to as a “lance” or a “mushroom” type of PCM cell. For further

details of the device cell architecture, see Chap. 9. In this case the cell is formed by

contacting a heating electrode (gray) with the chalcogenide (pink or red color). In

the chalcogenide region, the crystalline phase is pink colored, and the amorphous

phase is red. Since the crystalline state is stable, the bulk of the chalcogenide in this

cell architecture will take this state. When the device is programmed to RESET,

only the small volume directly above the heater is converted to the amorphous

phase. Failure of the cell is depicted as a change in this region away from

sufficiently large, uniform condition. While other PCM cell architectures may

vary in the details – it is of course possible to have heating from several sides, or

to confine the chalcogenide such that the entire volume is amorphized – they

typically share these same mechanisms.

Table 5.1 Comparison of read and write performance between NAND flash memory, DRAM,

and PCM

Target specifications NAND flash DRAM PCM

Read latency 10 μs (page) ~10 ns ~100 ns

Write latency 1 ms (page) ~10 ns 100 ns–1 μs
Endurance 103–105 >1015 106–108
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Considering the failure modes shown in Fig. 5.1, three of the four share the same

mechanism and primarily impact the RESET state. RESET data retention loss

occurs when the amorphous region crystallizes during nonoperation of the cell.

As the crystallization process is thermally activated, this failure mode is highly

sensitive to the ambient temperature of the device. The RESET read disturb failure

mode shares the same mechanism but is separated from data retention by the

inclusion of an applied bias. (The applied bias in this case could just be considered

an accelerating factor for the crystallization process, which will be discussed later

in this chapter.) And finally, proximity disturb is also a disturb of the RESET state

but in this case is due to a very localized increase in temperature due to writing

operations performed on the neighboring cells.

While the abovementioned failures share the same mechanism, cycling endur-

ance fails have a broader variation in the underlying mechanisms. In addition, the

capability of the cell to withstand write cycles without degrading is much more

dependent on the cell architecture, electrode materials, and specific manufacturing

flow. The cartoon in Fig. 5.1 shows two typically reported mechanisms for cycling

endurance fails. In the first case, the failure occurs due to the amorphous region not

being sufficiently large to increase the cell resistance to the level required for

differentiating it from the SET state. This could occur due to degradation of the

heating element such that the applied current is no longer sufficient to melt the

required volume during the RESET operation. Alternatively, it could also result

from a change in the chalcogenide itself that increases the melting temperature

(so again, the RESET operation cannot achieve the required resistance). The second

cartoon depicts the case where the cell would be stuck in the high-resistance state,

which could result from delamination or a void forming at the electrode interface.

Fig. 5.1 Cartoon depicting the reliability failure modes typically observed in PCM
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5.3 Data Retention

In a PCM device, data retention failures occur due to a shift in the resistance of the

cell with time. Since the crystalline phase is stable, the primary risk is driven by the

relative instability of the amorphous RESET state. There are two mechanisms by

which RESET resistance changes with time, as shown in Fig. 5.2. After the cell is

programmed, the resistance first increases due to the mechanism referred to as

resistance drift. As the crystalline SET state does not drift, this has the effect of

increasing the resistance window between the states and is generally not a concern.

(While this is true for single-level cell operation, drift is a significant concern in

multilevel cell operation. Methods to mitigate this issue will be addressed later in

the chapter.) As time progresses, the amorphous state begins to crystallize and the

resistance declines. Eventually the resistance will fall below the level that demar-

cates a RESET vs. a SET cell, and data loss will occur.

Data retention is perhaps the most studied reliability mechanism in PCM, as it is

based on an intrinsic compromise in the material. To achieve low write latency, the

material must be able to crystallize within hundreds of nanoseconds during the

programming operation. In the absence of programming, crystallization must be

suppressed for years. The popularity of the GeSbTe system for PCM is largely due

to its ability to meet these requirements. As discussed in Chap. 4, the crystallization

mechanism is a thermally activated process. A high thermal activation energy of

crystallization is a required property of the material, allowing for programming

speeds in the tens of nanoseconds (here considering RESET to SET) by heating the

cell to several hundred degrees Celsius but at the same time enabling many years of

data retention at typical product operating temperatures.

To estimate the data retention capability of PCM, RESET cell resistance is

measured as a function of time at multiple temperatures. Figure 5.3 shows distri-

butions of cell resistance as a function of bake stress time, from Gleixner et al.

Fig. 5.2 Representative PCM resistance vs. time curve, in this case at elevated temperature
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[1]. These data show the significant variation in crystallization time across an array

of cells, to the extent that a significant portion of the cells have reached their SET

resistance (less than 10 kΩ), while the majority of the cells are still showing no sign

of resistance loss (greater than 1 MΩ). This statistical variation is an important

aspect of PCM that must comprehended, as product reliability will be governed by

the fastest crystallizing cells. To estimate this variation, data such as those shown in

Fig. 5.3a are collected at multiple temperatures. The fraction of cells failing the

RESET resistance requirement is then extracted, and the failure rates vs. time and

temperature are plotted as in Fig. 5.3b. In this case, a lognormal distribution is used

to fit the failure rate vs. time curves and appears to represent the failure rate

distribution very well. Other analyses have proposed that a Weibull distribution

or a log-logistic distribution could better represent the data (a common debate in the

reliability community that most likely depends on the detail of the dominant source

of variation). The Arrhenius model is used to scale these data from the elevated

testing temperature to typical product use temperatures, which is given by

t / e
EA
kBT

Here t is the time to crystallize (RESET failure), T is temperature in Kelvins, EA is

the thermal activation energy, and kB is Boltzmann’s constant. Figure 5.3b shows

both the fit to this model with a single EA as well as the resulting prediction of the

cell failure rate vs. time at 85 �C. As the data indicate, the high activation energy

(2.5 eV) lead to a retention capability that is well over 105 hours at 85 �C.
While the prior analysis indicates that the intrinsic retention can support com-

mercial products, the broad distribution of failure times is an aspect of PCM that

must be understood. Perhaps the most important component of this variation to

resolve is whether it is due to random variations in the crystallization process itself

or differences in the cell-to-cell structure. The presumption is that if the earliest

Fig. 5.3 (a) shows the cell resistance distributions as a function of accelerated bake time for PCM

cells. From these distributions, the fraction of cells failing the RESET resistance requirement

(100 kΩ) is plotted as a function of bake time and at multiple temperatures. This is then

extrapolated to an 85 �C product operating temperature (Both plots are from Gleixner et al. [1])
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failing cells are structurally different, then retention could be managed by

manufacturing screens (e.g., replacing these cells with redundant elements). On

the other hand, if the variability is due mainly to a statistical variation in crystal-

lization time, then replacing cells is not a robust solution (since the earliest failing

cells will not be consistent). Figure 5.4. shows the results of an experiment where

cells were programmed (RESET) and baked four consecutive times. Individual

PCM cells were chosen with the common property in that they had failed Bake

2, and then their behavior was tracked across the other bakes. These data show a

low level of consistency bake-to-bake, with none of the cells failing any of the other

bakes and a wide variation in their post-bake resistance. This suggests that the

crystallization mechanism is stochastic in nature and at least partly responsible for

the variation.

To further understand this variation requires a model of the crystallization

mechanism. As was discussed in Chap. 4, the crystallization process in chalcogen-

ides is comprised of both a nucleation phase and a growth phase. While the time

spent to nucleate could be greatly dependent on a number of factors (very fast if

“seed” crystals are available and much slower if homogenous nucleation is

required), in typical PCM cells with GeSbTe alloys, the nucleation and growth

rates are expected to be comparable at temperatures less than 250 �C [2]. Figure 5.5

shows the results of simulating crystallization in GeSbTe (from Redaelli et al. [3]).

Figure 5.5a shows data similar to Fig. 5.4, where a single cell demonstrates a

variability in crystallization rate with repeated bake tests. Figure 5.5b shows the

results of a model where crystallites nucleate within the bulk of the amorphous

region and grow and where the calculated resistance loss responds to the extent of

transformation. Using the measured data to calibrate the model, this analysis

showed the ability to simulate the observed variation in crystallization time.

Furthermore, it suggests that at lower temperatures (<100 �C), the crystallization

time is dominated by the growth process as the critical nucleation radius becomes

Fig. 5.4 Variation in

response of individual PCM

cells to repeated RESET

and bake operations (From

Gleixner et al. [1])
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very small and many nuclei are available. Since the variation in the overall

crystallization process is a function of variation in both the nucleation and growth

times, as the nucleation time is reduced, the process will be increasingly dominated

by just the growth process. This should produce a reduction in variation of crystal-

lization time at lower temperature.

Beyond the within-cell statistical variation, there are number of sources of

potential cell-to-cell variation. One of these is compositional fluctuations of the

chalcogenide material. While the impact of composition on data retention will be

discussed later in this chapter, an analysis of local variation suggests that

nanometer-scale fluctuations could produce the observed variation in cell

behavior [4].

Since the crystallization rate is determined by the characteristics of the amor-

phous region, the RESET programming parameters are also expected to impact data

retention. Gleixner et al. considered the case of what initially appeared to be

extrinsic, early failing cells in bake retention testing [1]. Further analysis on these

cells showed that the root cause was an insufficient RESET operation, and

Fig. 5.5 (a) shows the measured variation in PCM crystallization on a single cell, (b) is a

simulation of PCM amorphous phase crystallization and the corresponding evolution of cell

resistance, and (c) is a comparison between data (the points) and simulation (the fitted lines) as

a function of temperature (All graphs are from Redaelli et al. [3])
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optimizing the programming conditions removed this failure mode (Fig. 5.6a). At

the intrinsic level, this was examined on a 45 nm PCM cell by Rizzi et al. [5]. Here

they varied the programming voltage (which corresponded to the RESET current)

and were able to decrease the retention time by a factor of five (Fig. 5.6b). At the

lowest programming voltage (Vp1), the initial RESET resistance is already

degraded, so this may not be a surprising result. But at the higher programming

voltages, we see a significant increase in retention with a very small change in the

initial resistance. Furthermore, the activation energy of the crystallization process

continues to increase with increasing programming voltage (Fig. 5.6c). This sug-

gests that while not detectable by cell resistance alone, the amorphous region

characteristics are continuing to evolve with higher levels of programming current.

While the prior studies show data retention to be adequate for typical commer-

cial PCM applications, there is significant interest in applications where higher

temperature retention is required. Automotive applications, for example, typically

require 125 �C for 10 years. Other applications may require the ability to program

the device before a high-temperature soldering operation (to mount the component

Fig. 5.6 (a) shows the impact of optimized RESET programming on reducing an early population

of retention fails. The x-axis is a series of repeated retention bakes on the same cells [1]. Plots (b)

and (c) show the results of data retention tests on a 45 nm PCM cell with different programming

voltages [5]. Here we see that both the crystallization rate can be reduced (b) and activation energy

increased (c) by increasing the programming voltage
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to a circuit board), which requires several minutes of time at temperatures greater

than 250 �C. As was discussed earlier in this chapter, the GeSbTe system shows

crystallization characteristics that make it an ideal material for a nonvolatile

memory. But achieving both high SET speed and very-high-temperature retention

is difficult (if not impossible) with Ge2Sb2Te5. At the same time, due to the high

degree of success with integrating GeSbTe into scaled PCM cells, it is highly

desirable to work within this system as opposed to moving to an alternative

chalcogenide. With this in mind, two methods have typically been investigated

for improved retention: altering the stoichiometry or doping the chalcogenide with

different materials. Figure 5.7a shows the increase in crystallization temperature of

GeSbTe as a function of Ge concentration (from Zuliani et al. [6]). This shows the

ability to increase the crystallization temperature by over 150 �C. While this

improvement is significant, it results in a reduction of SET write performance.

This is shown in Fig. 5.7b, where the time required to SET the Ge-rich alloy is about

10x longer than the Ge2Sb2Te5. It does, however, achieve the desired result of

increasing data retention. The improvement in high-temperature data retention is

Fig. 5.7 (a) shows the

increase in crystallization

temperature with Ge

concentration, while (b)

shows the decrease in SET

speed in a Ge-rich alloy

(From Zuliani et al. [6])
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shown in Fig. 5.8. In the case of a Ge-rich alloy (Fig. 5.8a), there is little resistance

change through 250 �C with a 1 hour bake. In standard Ge2Sb2Te5 (Fig. 5.8b)

crystallization is apparent after 1 hour at 170 �C.
An alternate approach to varying the chalcogenide composition has been to

include dopants. While many different dopants have been tried, two commonly

reported are carbon and nitrogen. Figure 5.9 shows the results of a study that

included both increasing Ge concentration as well as adding nitrogen and carbon

dopants. These show similar results as above, where increasing the Ge concentra-

tion increases the crystallization temperature (effectively increasing the retention

time at operating temperature). Adding N2 or C as dopants further increases this

Fig. 5.8 Data retention capability with (a) a Ge-rich alloy and (b) Ge2Sb2Te5 (From Zuliani et al.

[6])
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Fig. 5.9 (a) shows an increase in crystallization temperature with Ge concentration and with the

nitrogen and carbon doping. (b) shows the corresponding increase in SET resistance and decrease

in SET speed as compared to GST (From Navarro et al. [7])
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temperature, as is shown in Fig. 5.9a. While these alloys all show degraded SET

characteristics as compared to Ge2Sb2Te5 (Fig. 5.9b), they could provide an

effective solution in applications where high-temperature retention is required but

SET speed is not a critical parameter.

Due to the high activation energy for PCM crystallization, product qualification

conditions for PCM components should be carefully considered to ensure that the

testing is capturing the field risk of failure. Most commercial memory devices today

are expected to pass the JEDEC JESD-47 standard. Prior to 2012, the data retention

stress requirements in this standard were based on the charge loss mechanism in

floating gate (flash memory) devices, which has a thermal activation energy of

1.1 eV. The uncycled high-temperature data retention test was specified as a 125 �C
bake for 1000 hours, based on a goal of continuous 70 �C operation for 10 years.

With the higher activation energy for PCM (2.5 eV), this bake condition would

correspond to over 10,000 years at 70 �C, which is clearly excessive. With the

release of JESD-49I in 2012, a separate test condition was specified for PCM, with

the bake temperature reduced to 90 �C [8]. With 1,000 hours of bake stress, this

becomes equivalent to the floating gate expectation of 10 years at 70 �C. Even if this
condition is very achievable with GeSbTe-based PCM devices, specialized appli-

cations requiring continuous, very-high-temperature operation (e.g., greater than

100 �C) should increase the bake retention qualification temperature as required to

capture the specific usage condition.

As mentioned at the beginning of this section, in single-level cell

implementations of PCM, RESET crystallization is the main data retention concern

as it brings the RESET state closer to the SET state resistance. The other mecha-

nism of resistance shift with time, drift, also impacts the RESET state but increases

the cell resistance (and thereby the window between the states), so it is not a

concern. While multilevel cell (MLC) PCM will not be discussed here in detail, it

is worth noting two key differences in data retention from the single-level cell.

(A more detailed study of MLC PCM can be found in Papandreou et al. [9].) When

considering extending PCM to MLC, cells must be placed in – and remain in –

states between the SET and the RESET state. This has two ramifications. First, the

partially RESET state will drift to higher resistance with time, and adequate

resistance window must be available to accommodate this increase. And second,

since the intermediate states most likely have been programmed with a “soft”

RESET pulse, it may crystallize faster than when programmed to a fully RESET

state (as was shown earlier in this chapter). Since these mechanisms shift the

resistance in opposite directions (first increasing, then declining), the worst-case

condition for cell failures may be at shorter times and/or temperatures than in the

case of single-level cell PCM. In this case a full assessment of cell failure rates

across a range of times and temperatures should be performed to assess the correct

conditions for product qualification.
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5.4 Cycling Endurance

One of the primary advantages of PCM over flash memory is the reduced write

latency. This is enabled by the ability to arbitrarily change data in the PCM array at

the address level (as opposed to erase at the block level). Two consequences of this

capability are increases in both the maximum writes that are possible on a memory

cell and the variation in cell-to-cell writes. As a result, the write requirement

for PCM is several orders of magnitude higher than flash and is typically quoted

as 106–108. In fact, this requirement could easily be exceeded in a product. With

typically write times near 1 μs, in the extreme case (continuously writing), a single

cell could be written 1014 times over the course of 10 years. While this is not a likely

condition, it does suggest that PCM specifications are somewhat less than what

would be required to remove all concerns about write endurance. (And therefore a

careful analysis of the write patterns or a method to prevent the extreme case is

warranted.)

Early write endurance studies of PCM showed a very high intrinsic cell capa-

bility, often >1010 writes. An example of this is shown in Fig. 5.10a, where data

were collected on a single PCM cell [10]. In this example, the cell showed very

stable RESET and SET resistance throughout the lifetime, becoming unstable at

~109 cycles until (presumably, since it is not clear from the figure) the cell failed at

1011 cycles. In the same reference, PCM cell arrays were cycled to show the impact

of statistical variation on cycling capability. In this case the resistance of the cells at

various standard normal quantile (σ) values was reported for both the SET and

RESET states. In this case we see the first loss of cell window to occur from the SET

side, where the �4σ (3 � 10�5) cell shows a steep decline at 107 cycles.

When considering the cycling capability of a PCM device, it is important to

distinguish between the mechanisms that are intrinsic to the chalcogenide material

and those that are dependent on the specific surrounding materials and integration

scheme. Writing a PCM device exposes these materials to both high temperatures

(>650 �C) and, for the case of the chalcogenide and electrodes, high current

densities (109–1010 MA/cm2). At these conditions, the material has both a high

atomic mobility and a driving force for possible electromigration-driven transport.

Studies have been performed on simple cell structures to examine these driving

forces and the resultant (intrinsic) material transport. Yang et al. performed exper-

iments on a line structure to understand the elemental separation that occurs when

subject to current pulses that place the cell in the molten state (above melting

temperature) or crystalline state (belowmelting temperature) [11]. Figure 5.11a andb

show the device that was used to perform these experiments and the electrical

current waveforms that were applied. The results for the molten state are shown in

Fig. 5.12. In this case the cell was stressed to the point of breakdown, though at

intermediate states, the composition showed an increasing level of separation with

increasing stress time. These data show that in the melt state the Te takes the form

of an anion, while the Ge and Sb act as cations, moving in opposite directions.

Furthermore, it was reported that doping the line with nitrogen could slow the rate
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of migration. When stressing in the crystalline state (Fig. 5.13), the amount of

compositional variation was much lower and in the reverse direction. Comparing

this with an unstressed device, it appeared that all the elements were moving toward

the cathode and that the composition difference was dependent upon the relative

speed of migration.

Fig. 5.10 (a) shows greater than 1011 intrinsic endurance capability of a PCM cell. (b) shows that,

on a distribution of many cells, the write endurance on the earliest failing cells (here the �4σ
normal quantile) can be significantly lower (From Pirovano et al. [10])
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The relative importance of cycling with low current pulses (i.e., in the SET state)

vs. higher current (the RESET state) was studied by Kim and Ahn using an N-doped

GST cell with a 60 nm electrode contact diameter [12]. Here they found that

relatively low current pulses (0.6 mA) did not result in cell failures to 1012 writes,

which was the testing limit. On the other hand, with a RESET pulse of 1.2 mA

applied, resistance of the RESET state began to decline after 109 writes. Given this

degradation, further studies were run to understand the acceleration of failures with

programming conditions. In a large memory array, providing low write latency

requires the programming current to be set at a level where most of the cells are

programmed in a single write operation. (Of course an adaptive, multistep pro-

gramming algorithm can relax this requirement, but typically increases both write

energy and latency.) As a result, a significant number of cells must be programmed

with a higher current than their optimal level. Kim and Ahn found that the cycles

required for failure is inversely proportional to the energy of the programming pulse

(as shown in Fig. 5.14a) [12]. Cross sections of over-reset cells show a significantly

larger amorphous region than is seen in the optimally programmed cells

(Fig. 5.14b). An analysis of write endurance failure modes is shown in Fig. 5.15.

Figure 5.15a shows the electrical characteristics of failing cells, which indicates

Fig. 5.11 (a) shows the device used by Yang et al. to investigate elemental migration in

Ge2Sb2Te5. (b) shows the voltage waveforms that were applied to the cell to stress it in either

the liquid or crystalline state [11]
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that the stuck SET fails primarily come from the initial over-reset distribution.

Figures 5.15b and c contain micrographs of failing cells. These indicate that the

stuck SET cells are the result of Ge depletion in the programmed material adjacent

to the heater interface, while stuck RESET cells are the result of void formation at

the electrode interface.

While the above analyses concluded that the RESET operation is responsible for

cycling-induced damage, other reports suggest the behavior is more complex. Du

et al. examined the impact of varying the programming current on the cycling

endurance of a mushroom cell [13]. In their experiment, the nominal current

required to RESET the cell was in the range of 200–300 μA. Their programming

waveforms for RESET and SET typically started above the melting current and

differed in the waveform timing: the rising edge/plateau/ramp-down stages were

19 ns/100 ns/10 ns for RESET and 100 ns/300 ns/1000 ns for SET. As a result, and

unlike the analysis of Yang et al. discussed above, the GST is melted during the

application of the SET pulse as well as the RESET. With this approach, Du et al.

found that (for an optimized RESET current) cycling capability decreased from 108

to 106 as the current of the SET pulse was increased from 220 μA to 350 μA. (The
results are shown in Fig. 5.16a.) Increasing the current of the RESET pulses,

Fig. 5.12 Elemental segregation as observed in the line device structure when stressed in the

liquid state [11]

Fig. 5.13 Elemental segregation as observed in the line structure when stressed in the crystalline

state [11]
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however, showed the opposite trend (Fig. 5.16b). In this case the current was varied

from 190 to 420 μA, and the median cycling capability increased from 106 to 108.

The above analyses suggest that write endurance in PCM is limited by current-

driven (and temperature accelerated) migration of elements. Whether the cell fails

due to a stuck SET or stuck RESET is determined by the dominant mechanism:

compositional segregation limiting the ability to amorphize the programmed region

or material depletion resulting in a void or delamination at the interface. To further

understand the impact of current on PCM material, Lee et al. studied the impact of

Fig. 5.14 (a) shows the decline in write cycles to failure with the energy of the applied RESET

pulse. (b) contains micrographs of cells that were RESET with normal and overprogrammed levels

[12]
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current direction on cycling endurance [14]. In their experiments, cycling was

performed both in the “forward” (chalcogenide-biased positive vs. the electrode

contact) and “reverse” directions (chalcogenide-biased negative). In addition, they

ran experiments where the bias condition was varied between the RESET and SET

operations during cycling. Electrical behavior from these cycling variants is shown

in Fig. 5.17. These results show that the cell is clearly nonsymmetric with regard to

the programming current direction, with forward-SET + forward-RESET providing

both the largest window and the highest write endurance. In contrast, reversing the

SET current showed a complete lack of window and very noisy programming

behavior, while moving just the RESET pulse to the reverse direction showed

some (though degraded) cell functionality. Figure 5.18 shows the composition

variation through the programming region for the two extreme cases. In the top

figure (forward-forward programming), Sb enrichment is observed near the inter-

face, but otherwise the material is intact. On the other hand, with reverse-reverse

current cycling, bulk material depletion is observed, and failure takes the form of a

void at the interface. As with the prior results, these studies confirm the fact that the

Fig. 5.15 (a) shows the cell counts as a function of resistance for both the initial and post-cycling

condition. (b) and (c) show the mechanisms behind stuck SET and stuck RESET failures as Ge

depletion and voiding at the electrode interface, respectively [12]
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write endurance fails are not simply temperature driven (by joule heating) but

instead heavily dependent on a current-induced transport. An extensive discussion

on ion transport modeling is provided in Chap. 3.

Given the material segregation during write cycling is dependent upon the

programming pulse conditions, several methods have been proposed that use a

modified write pulse to “heal” the damage induced by write cycling. Such a process

is claimed in US Patent 8,036,016, where a modified pulse is used to reverse the

damage [15]. In this case, the memory subsystem would include the ability to detect

the accumulation of damage to cells (by counting write operations, reacting to an

increase in bit error rate, or other means). When a specific threshold condition is

met, the healing pulse is applied. While broad in its claims, the patent describes a

pulse that is different from the typical programming pulses (and is typically higher

in current or longer in time). In recent study, Khwa et al. described a specific

implementation of this concept with positive results [16]. After observing that a

Fig. 5.16 (a) Cycling

failure distribution using (a)

SET-only and (b) RESET-

only cycling (From Du et al.

[13])
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Fig. 5.18 Chalcogenide composition vs. distance from the electrode interface after forward-

RESET + forward-SET cycling (top) and reverse-RESET + reverse-SET cycling (bottom) [14]

Fig. 5.17 Impact of varying current direction during the RESET and SET operations in a PCM

cell (From Lee et al. [14])
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350 �C anneal could restore the programming characteristics of a heavily cycled

cell to its initial state (and then subsequently allow it to cycle normally), they

attempted to replace the bake with an electrical waveform with the idea that

electrical heating could achieve the same result. They observed that this is possible,

but only if the cell damage is recovered before it becomes too severe. After cycling,

the R-I curve for the cell (resistance vs. the amplitude of a square programming

pulse) moved to the “right,” indicating an increase in the current required to RESET

the cell. This shift was monitored by applying a low-current programming pulse.

Once a significant decline in the resistance was measured, the recovery pulse was

applied. Figure 5.19a shows this behavior, where the green lines correspond to the

initial and “recovered” R-I curves and the red curve corresponds to the post-cycling

Fig. 5.19 (a) shows the R-I

curves of a cell that was

subjected to repeated

cycling stress and a

subsequent ISSA (in situ

self-anneal) recovery pulse.

(b) shows the dependence

of recovery time on healing

current, indicating that the

recovery time is faster at

higher currents to a critical

level, above which the pulse

conditions create additional

damage to the cell [16]
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stressed curves. As this figure indicates, the cell can be recovered from the cycling-

induced degradation multiple times. Also discussed in the Khwa paper was the

importance of the recovery pulse conditions (both current and time). Figure 5.19b

shows the recovery pulse time as a function of the healing current, where higher

current can reduce the time. Beyond a critical current, however, the recovery effect

was not seen, and instead the cell was exposed to additional damage.

5.5 Read Disturb

Similar to data retention, read disturb is a failure mode with crystallization of the

amorphous PCM phase as the underlying mechanism. In this case, however, the

crystallization is accelerated by both the ambient temperature and the applied bias

of the reading operation. (In fact the mechanism is more likely driven by currently

flowing through the cell during the read, even if the bias is the controlled param-

eter.) While the bias acceleration can be significant, since the voltage is only

applied during the reading operation, the total time in this state is significantly

reduced when compared to the requirement for standard (unbiased) retention.

Table 5.2 shows the total bias time required for reading over a 10-year product

life as a function of the array size (with the assumption that the bias is applied for

100 ns during the read operation, typical for PCM). This table also includes the

sensitivity to array size and how the reads are distributed over the array with time.

One extreme condition for reading is that where the entire array is read continu-

ously but uniformly (the “Uniform reads” column). In this case the required number

of reads depends on the density of the component, with the read requirement

ranging from 104 to 107 on products from 100 Gb to 100 Mb. At the other extreme,

we consider the case where a single cell is read continuously over the lifetime of the

product. Here the number of required reads is very high, near 1015. While it would

clearly be an ideal situation for the PCM device to be able to sustain this number of

reads, the usage case is very unlikely, and there are means to manage this at the

product level (e.g., by implementing a read cache or a mechanism to refresh).

Perhaps a more likely scenario is the case where a small portion of the array is read

very aggressively while the remainder is accessed at a much lower level. This is

considered in the “1% array reads” column, where we consider a case where 1% of

the array is subject to frequent reading. In this case the read requirement is between

106 and 109. While the read requirement for a product must be consistent with the

Table 5.2 Number of reads sustained on a PCM cell over a 10-year product usage, considering

different array sizes and the distribution of reads

Product size Uniform reads Worst-case reads 1% array reads

100 Mb 107 1015 109

1Gb 106 1015 108

100Gb 104 1015 106
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expected application, from this assessment we could consider 1010 reads as a

reasonable worst-case requirement.

An early examination of read disturb in PCM was performed by Pirovano et al.

[10], who measured the resistance change with time while applying a variety of

fixed currents. Their results are shown in Fig. 5.20a, where the time-to-disturb

decreases with increasing applied current. The mechanism for this disturb was

hypothesized to be a very localized heating of the cell in the amorphous phase, as

the low applied current was insufficient to produce significant uniform heating

across the cell. In this case the device did not show signs of disturb to 1 s of total

stress time once the current was reduced to 5 uA, which would correspond to about

107 read operations (with 100 ns of bias during each read). To estimate the read

Fig. 5.20 (a) Resistance

decrease with time as a

function of applied current

and (b) the extrapolated

reading current that could

be applied for 10 years of

continuous reading (Both

figures are from Pirovano

et al. [10])
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current required for a full 10-year continuous read capability (the extreme case in

Table 5.2), the time-to-failure was estimated by a 2x reduction in cell resistance,

and the current vs. time curve was extrapolated to 10 years. This is shown in

Fig. 5.20b and indicates that the required current through the RESET state during

read should be less than 1 μA. This is about ten times higher than the typical read

current, which should provide a very high intrinsic capability.

A more recent study of read disturb characterization was performed on a

commercial PCM product [17]. The device was read across a range of voltages

(the controlled variable in this case) and ambient temperatures, and the rate of cell

disturb was measured. Figure 5.21 shows the fraction of cells disturbing (in units of

“sigmas” from a standard normal distribution) with increasing number of reads.

Each line represents a combination of read voltage and ambient temperature, with

the curves moving to the left as either temperature or voltage is increased.

While these data show a dependence of read disturb on both voltage and

temperature, it is important to understand whether they directly contribute to

disturb or indirectly contribute through their impact on the reading current. Several

models have been proposed in the literature to connect these variables, one being

the model derived by Zhang and Ielmini that has shown a good correlation to

experimental data [18]. In this case the subthreshold current is given by

Icell ¼ csinh
AVcell

kTa

� �
exp

�Ea

kTa

� �
,

where Vcell is the applied voltage, Ta is the ambient temperature, and the remaining

parameters are constants. Fitting the read disturb data to the read current (i.e., the

current flowing through the cell at the applied read voltage and ambient tempera-

ture), we find that the median reads to failure is dependent only on this current,

regardless of the ambient temperature or the applied voltage. This is shown in

Fig. 5.22, where the median reads to failure as extracted from 5.22 is plotted against

Fig. 5.21 Read disturb cell

failure rate vs. number of

reads at various voltage and

ambient temperature

conditions. Increasing

either the voltage or the

temperature shifts the curve

to the left
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the cell read current. These data indicate a power-law dependence with an exponent

of approximately �4.

While these data suggest that the reading current is the primary factor governing

read disturb, additional experiments were run that include both the voltage and

ambient temperature as above, but also the RESET programming condition. To

check a more general case, read disturb was measured in an experiment where the

read current was varied by modulating the read voltage and ambient temperature

(as above) and additionally the RESET state itself (by varying the programming

condition). The results are shown in Fig. 5.23, with the actual data plotted in 5.23a

and the distributions normalized by scaling the reads by the factor Icell
�4. These

data again suggest that the read disturb capability is dependent only on the reading

current. It also indicates that, if the reading current is kept to a level less than 1 uA

Fig. 5.22 Median reads to

failure (extrapolated) as a

function of the reading

current through the cell

Fig. 5.23 Read disturb failure rate at different applied temperature, voltage, and initial RESET

voltage conditions. (a) contains the unscaled result, and (b) contains the results where the reads

were scaled by Icell
�4
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(which is typical for PCM), the read disturb capability is more than adequate to

achieve the required product specifications.

5.6 Thermal Disturb

In additional to read disturb, a second disturb mode in PCM devices can result from

thermal cross talk between neighboring cells during write operations. Similar to

read disturb, the underlying mechanism is an undesired crystallization of a RESET

cell. But unlike read disturb, thermal disturb results from heat flow between a cell

that is being programmed and a neighboring cell (known as the aggressor and

victim cells, respectively). Since the temperature, and thereby the risk of disturb, is

highest in cells that are closest to the aggressor, thermal disturb is often called

proximity disturb.

The thermal disturb requirements for a PCM array depend largely on the

expected writing patterns of the application. On one extreme, we would consider

a cell that is programmed at the time the component is put into service with no

subsequent reprogramming. After this initial programming, all of the neighboring

cells are programmed to the full write endurance specification of the component. In

this case the requirements could be as much as four times the write endurance

specification. This assumes that only immediate neighbor aggressors provide sig-

nificant heating, and they are all equal in terms of impact to the victim. (While the

first assumption is generally valid, the second is often not the case.) With this

condition in mind, the thermal disturb tolerance would need to be in the range of 107

–109 writes. A second extreme case would occur if the component was used in a

similar fashion to flash memory, where cells are programmed and erased in a larger

“block”-like fashion. Here a victim cell would only be subject to a single cycle from

the aggressors, and therefore the thermal disturb requirement would be only a few

writes. While it is possible to design a system that manages aggressor writes to any

level between these extremes, the level of complexity and performance impact will

increase as the allowed aggressor writes is reduced. If we consider a reasonable case

where the aggressor writes are limited to 1% of the cycling specification (at which

point the victim must be refreshed), the required thermal disturb capability would

be in the range of 105–107 writes.

Initial assessments of thermal disturb risk were performed using thermal simu-

lations, as is shown in Fig. 5.24 [19]. When this paper was presented in 2003, the

cell spacing in PCM test arrays was typically greater than 100 nm. Since the main

interest was to develop products with a scaling path to less than 50 nm separation,

modeling was used to estimate the temperature as a function of distance away from

a cell being programmed (which would correspond to the temperature at the victim

cell). In this case the chalcogenide material was assumed to be at its melting

temperature (~650 �C), and the temperature was modeled as a function of distance

and programming pulse widths. The results show the rapid decline in temperature

with distance, to the extent that the temperature is less than 100 �C at a distance of
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65 nm from the aggressor cell. Moreover, the pulse width analysis indicates that at

times below 20 ns, which are typical for a RESET pulse, the thermal latency of the

cell leads to a significant reduction in the victim temperature vs. the temperature

that would be reached in steady state. Based on these analysis and using data

retention experiments to estimate the time to crystallization, the expectation was

that thermal disturb should not be a significant concern at 65 nm spacing. Further-

more, with very short RESET pulses, the cells should be able to tolerate 109 cycles

without disturb at less than 40 nm spacing.

To better predict the impact of scaling on thermal disturb, a more detailed

analysis was performed by Russo et al. [20]. This analysis considered the impact

of scaling not just the dimensions but also the aspect ratio of the cell. While this

analysis was performed on two different cell architecture (“lance” and “wall”) cells,

the concepts were similar, and only the lance cell analysis will be shown here.

Figure 5.25 shows a 2-D cross section of the cell with dimensions corresponding to

a 90 nm technology node. Here the two vertical elements are heating electrodes that

are connected to a line of chalcogenide above them, and the active phase change

region is in a “mushroom” shape immediately above the electrode. Two memory

cells are included in the model, with the cell on the left acting as the aggressor and

the cell on the right is the victim. Thermal simulations were performed on this

structure both for the nominal 90 nm structure (a) and with the cell scaled in two

different ways. In case (b), the lateral dimension of the cell was scaled to 45 nm,

while the vertical dimension was kept constant (non-isotropic scaling). In case (c),

all dimensions were scaled uniformly (isotropic scaling). The overlaid thermal

gradient lines reflect the temperature during programming with red reflecting hotter

and blue as cooler temperatures. As the figures indicate, the victim temperature will

be significantly higher in the case of non-isotropic scaling. This temperature is

quantified in Fig. 5.26 (also from Russo et al. [20]), where the victim temperature is

simulated as a function of scaling dimension and for the case of isotropic and

non-isotropic scaling. (A third, intermediate scaling condition is shown here as well
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Fig. 5.24 Simulations of

temperature as a function of

distance from a cell during a

RESET operation [19]
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and discussed in the original paper.) As this analysis indicates, in the case of

isotropic scaling, the victim temperature remains constant, and the thermal disturb

capability should not be reduced.

Fig. 5.25 Cell structure modeled by Russo et al. to examine the impact of aspect ratio scaling on

thermal disturb [20]. The figure to the left contains the modeled cell structure, with a chalcogenide

line above two vertical (and heating) electrodes. The figures to the right include (a) the thermal

gradient lines at 90nm, and in (b) and (c) the gradient lines when scaling just the lateral dimension

(b) or all dimensions (c) to 45nm. In case (b) the maximum victim temperature is significantly

increased with scaling, while in (c) it is constant with scaling

Fig. 5.26 Quantification of

the victim cell temperature

(T2) vs. cell dimensional

scaling (F) as described in

Fig. 5.25 [20]
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While the prior analysis shows a high potential for scalability, a concern was

raised by Hudgens as to whether fully isotropic scaling is possible in cell structures

where the amorphous region is “unconfined” [21]. Specifically, for the lance cell to

achieve a high resistance, an “overlap” region must be maintained to isolate the

electrode from the bulk chalcogenide (as shown in Fig. 5.27). Since this overlap

requirement is based on the amorphous chalcogenide resistivity, it is not expected

to scale down significantly with cell dimension. As a result, the edge of the

amorphous region would move closer to the aggressor cell as the spacing is

reduced, increasing the risk of disturb. While this dimension may be a relatively

small component of the cell separation at 40 nm spacing, it suggests that an

alternative cell architecture could be required to enable further cell scaling.

One direction toward a more scalable cell is to confine the chalcogenide in a

small area, with electrodes on both sides (as is shown in Fig. 5.28, from Kang et al.

[22]). While this cell architecture has generally been pursued as a path to

Fig. 5.27 The “overlap”

region in the lance PCM

cell, as defined as the

required distance the

amorphous region must

extend beyond the electrode

heater to provide the

required RESET resistance

(From Hudgens [21])

Fig. 5.28 Temperature as function of distance with thermal boundary resistance [22]
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programming current reduction, the analysis of Kang et al. shows the potential for

reducing thermal cross talk. In addition to removing the overlap region required in

an unconfined cell configuration, the confined cell has the additional benefit of

introducing one or more material interfaces between the cells. The resulting thermal

boundary resistance (TBR) at these interfaces has the effect of reducing the thermal

transfer between the cells. From the simulations show in Fig. 5.28, the impact of the

TBR could be equal to or larger than the thermal impedance of the bulk dielectric

films between the cells. Moreover, since the TBR is not reduced with scaling, any

advantage it provides is not reduced with further reduction in cell spacing. From

these simulations and comparing to reference GST crystallization data, the 20 nm

confined cell is expected to tolerate 107 aggressor writes before disturb.

While the prior analyses show the potential to maintain intrinsic thermal disturb

resistance with cell scaling, the statistical variation of disturb across a large array

must also be considered. This variation typically arises from three sources. First, to

program a robust RESET state into a large number of cells, the current must be

chosen based on the cells with the highest requirement. As a result, most of the

aggressor cells receive more current than is required to melt and therefore are heated

beyond the melting temperature (over-reset). Second, the dimensions between cells

will have a statistical variation, with the closest aggressor-victim pairs having higher

risk of disturb. And third, as discussed in the earlier section on data retention, we

expect there to be a variation in the crystallization rate of the victim cells at a given

disturb temperature. Here the fastest crystallizing cells have the highest risk. To fully

quantify the relative impact of these elements would require an understanding of the

relative spread of each as well as the impact to thermal disturb.

A statistical level of thermal disturb for a scaled (45 nm) PCM technology was

reported by Redaelli et al. [23]. The cell structure used in this study is shown in

Fig. 5.29, which shows both the cell and array architecture as well as the crystal-

lization of a disturbed victim cell. In this architecture, the primary direction of

disturb is along the bitline, where the aggressor and victim cells are connected

through the continuous chalcogenide line. Disturb in the lateral direction, which

includes the inter-metal dielectric as well as the associated interfaces, was very

Fig. 5.29 Cross sections of the 45 nm PCM array used in the study of Redaelli et al. [23]. The

picture to the left shows the geometry orthogonal to the bitline (not sensitive to disturb), while the

center picture shows the cell separation along the bitline (the primary disturb direction). The

picture to the right shows the partially crystallized amorphous region in the victim cell (outlined

with the dashed red line)
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robust. The results of this study are shown in Fig. 5.30. Specifically, while the

sensitivity to over-reset is quite large, with proper optimization of the cell param-

eters (including reduction in variability in the cell spacing), the 45 nm array shows

the capability to exceed 105 writes without a detectable disturb.

5.7 Radiation Sensitivity/Soft Errors

Since the storage mechanism in PCM is not based on electrons, it is not expected to

share the radiation sensitivities of floating gate memories such as NAND or NOR flash.

In these technologies, impinging particles create electron-hole pairs that can shift the

apparent threshold voltage of the cell and result in soft data errors. A PCM device

should be much more resilient to this mechanism. In addition, the demarcation currents

for PCM are in the μA range and therefore much higher than what would be locally

created by radiation exposure. While published data are fairly limited, particularly on

scaled PCM cells, they indicate that while the bulk of the chalcogenide material is

robust, there is the potential to disturb at the heater interface in a highly scaled cell.

In one of the earliest studies of radiation hardness of PCM, test structures were

developed based on a radiation-hardened CMOS fabrication process by Maimon et al.

[24]. These arrays were subjected to both total dose testing to 2MRad and single event

upset (SEU) testing to a maximum effective linear energy transfer (LET) of

132 MeV/mg/cm2. The total dose testing showed no shifts in the electrical character-

istics of the PCMmemory cell. While the SEU testing did expose both a false read and

a read disturb mechanism, the source of failure was isolated to the CMOS circuitry on

the test array, and the lack of any failure in the PCM element was confirmed.

More recently, heavy ion-induced SEU testing was performed on a 1 Gbit PCM

device based on a 45 nm process technology from Micron Technology [25]. The

Fig. 5.30 Graphic on the left shows the relative disturb with extra voltage (which corresponds to

over-reset of the aggressors) [23]. The graphic on the right shows the cell failure rate with

aggressor cycles at the standard programming conditions. These shows the results before and

after cell process optimization, which is able to bring the disturb rates below the required level
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cell in this device incorporated a thin heating element contacting the chalcogenide,

the so-called “wall” architecture [26]. Two types of testing were performed: wide

energy spectrum neutrons to simulate terrestrial exposure and heavy ions to simu-

late a space environment. More than 10 GBit of cells were irradiated with neutrons

and 5 Gbit with heavy ions, providing the ability to examine very low bit error rates.

In these studies data errors were measured pre- and postexposure to the dose, with

the change in bit error rate (BER) reflecting a disturb in the state of the cell.

While the neutron exposure did not produce a measurable increase in BER (to a

fluence of 1010 n/cm2), the heavy ion testing showed a measurable rate of cell

disturbs. This was only seen when the angle of incidence was along the wordline

direction and was a strong function of the irradiation angle (Fig. 5.31). This was

also only seen on cells programmed to the “1” state, which corresponds to the

crystalline state of the chalcogenide. No disturbs were measured when the angle of

incidence was along the bitline direction.

Further analysis of the wordline disturbs was performed to understand the failure

mechanism. The variation of disturb BER with ion exposure at the most critical

direction (60� to the wordline) is shown in Fig. 5.32. This indicates that the rate of

disturb is only significant at very high LET levels, in this case greater than 40 MeV

cm2/mg. Furthermore, based on the fact that only the SET state was disturbed, the

mechanism is likely related to the amorphization of the chalcogenide in the memory

cell. (As there was no RESET disturb, there is no indication that the ion exposure is

resulting in crystallization.) One possible explanation for this mechanism is the

amorphization of a thin layer of chalcogenide at the top interface of the heater

element, as depicted in Fig. 5.32. This was reported to have been observed in

microscopic images of disturbed cells. Furthermore, modeling of the “track radius”

for ions at 60 MeV cm2/mg suggests that an amorphized region of 12 nm could be

created, sufficient to disturb the state of the memory cell. While the LET level

required to induce this mechanism does not present a risk of data disturb in

terrestrial applications, this analysis indicates that it should be evaluated as the

cell is scaled to smaller dimensions where the sensitivity may increase.

Fig. 5.31 BER before and after heavy ion exposure with the angle of incidence along the bitline

direction (left) and along the wordline direction (right). Note that BER ratios between 0 and 2 are

considered to be within the background noise [25]
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5.8 Error Management Considerations

As the size of memory products continues to increase and cell size decreases, it

becomes increasingly difficult to create a “perfect” array of cells. As with other

semiconductor devices, many defect mechanisms can be detected during device

testing and repaired with redundant elements (e.g., in the case of misshapen features

due to particle defects during manufacturing). Other mechanisms can be managed

during operation with a sufficiently advanced memory controller. Extreme variance

in write cycles across the cells can be reduced by wear leveling, as is commonly

done in NAND flash. While these techniques are effective for defects that act

predictably, they are not as effective when applied to mechanisms that are erratic

in nature. For PCM, such erratic failures can result from the percolative nature of

the crystallization and growth processes (as discussed in the prior data retention

section). Performing a bake retention test and removing the cells that fail through a

repair operation would not be effective in guaranteeing defect-free field operation.

One strategy for addressing the erratic nature of the PCM failures is to imple-

ment a process by which defective cells can be fixed “on the fly.” Error-correcting

code (ECC) schemes provide this capability and are used in a wide range of

applications where the defect levels are predictable but the specific “position” of

the error is unknown [27]. ECC is widely used in NAND flash-based devices, so the

application to semiconductor memory is well established. In the NAND

implementations, however, the correction is typically based on a very large code

word (greater than 4 kbit) and decoded with a high latency. This scheme is

consistent with NAND’s intrinsic read latency and provides a very efficient and

powerful correction capability. PCM products, however, are generally designed to

operate with much lower read latency (~100 ns) and on much smaller data words

(typically 128 or 256 bits). As a result, the desired ECC schemes must be optimized

for very fast decoding operation. Such a scheme is described by Amato et al., who

Fig. 5.32 The BER increases with amount of heavy ion (iodine) exposure (the direction of

irradiation is at 60� to the wordline direction). The sketch on the right shows the direction of the

exposure with regard to the memory cell structure [25]
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used a BCH scheme with 256 data bits and 18 parity bits [28]. This scheme was able

to correct 2 errors in the code word in less than 10 ns, as shown in Fig. 5.33a.

Figure 5.33b shows the effectiveness of this scheme. Here the y-axis is the chip

error rate for a 1 Gb device as a function of the cell raw bit error rate (RBER). Each

line corresponds to the level of correctability (cells correctable per code word). For

the case of t ¼ 2, a product failure rate of less than 10 DPM can be achieved with a

cell RBER of up to 10-5. This is 100x higher than the level that could be tolerated

with a 1 cell per code word (t ¼ 1) scheme and many orders of magnitude higher

than what would be acceptable without ECC.

Beyond the fixed-code word ECC scheme described above, adaptive schemes

can be used to provide higher levels of error correction (though at a cost of higher

complexity). Datta et al. proposed a scheme by which the ECC code word is

adjusted to include additional check bits as the base RBER increases [29]. While

this leads to an effective reduction in the size of the available memory, it is able to

Fig. 5.33 Characteristics of a low-latency, small code word ECC scheme as implemented on a

1Gb PCM component [28]

Fig. 5.34 Bit error rate

tolerance vs. time for the

adaptive ECC scheme as

proposed by Datta et al. [29]
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correct defect levels in the range of 1% (Fig. 5.34). This type of scheme, however,

requires the system to monitor the increasing RBER and adjust the code word size.

Such a process may be effective for defects introduced when data are written by

implementing a verification operation. On the other hand, in cases where the RBER

increases without being detected by a read operation (e.g., due to cells failing by

data retention or thermal disturb), the system will not be able to adjust the code

word, and the method would be less effective.
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Chapter 6

Structure and Properties of Chalcogenide

Materials for PCM

Pierre Noé and Françoise Hippert

Abbreviations

AIMD Ab initio molecular dynamics

AIST Ag- and In-doped Sb2Te

ALD Atomic layer deposition

CD-RW Compact disc rewritable

CMOS Complementary metal-oxide-semiconductor

CN Coordination number

CVD Chemical vapor deposition

DC Direct current

DCD Diffractive coherent domain

DFT Density functional theory

DoS Density of states

DRAM Dynamic random access memory

DSC Differential scanning calorimetry

DVD Digital versatile disc

DVD-RAM Digital versatile disc random access memory

DVD-RW Digital versatile disc rewritable

EXAFS Extended X-ray absorption fine structure

fcc Face-centered cubic

FTIR Fourier-transform infrared spectroscopy

FWHM Full width at half maximum

P. Noé (*)

Univ. Grenoble Alpes, CEA, LETI, MINATEC Campus, Grenoble, France

e-mail: pierre.noe@cea.fr

F. Hippert

LNCMI (CNRS, Univ. Grenoble Alpes, UPS, INSA), Grenoble, France

© Springer International Publishing AG 2018

A. Redaelli (ed.), Phase Change Memory,
https://doi.org/10.1007/978-3-319-69053-7_6

125

mailto:pierre.noe@cea.fr


GST Alloys located on the pseudo-binary line connecting GeTe and

Sb2Te3 in the ternary Ge-Sb-Te phase diagram

MD Molecular dynamics

MLC Multilevel cell

MOCVD Metal-organic chemical vapor deposition

PCM Phase change memory

PCRAM Phase change random access memory

PDF Pair distribution function

PECVD Plasma-enhanced chemical vapor deposition

PVD Physical vapor deposition

RAM Random access memory

RF Radio frequency

SEM Scanning electron microscopy

STEM Scanning transmission electron microscopy

TEM Transmission electron microscopy

Tg Glass transition temperature

Tmelt Melting temperature

Tx Crystallization temperature

VDoS Vibrational density of states

XANES X-ray absorption near-edge structure

XAS X-ray absorption spectroscopy

6.1 Introduction

As discussed in previous chapters, some chalcogenide materials can be quickly and

reversibly switched between an amorphous and a polycrystalline phase with very

different optical and electrical properties (Figs. 6.1 and 6.2). This unconventional

property combination led to their use for data storage applications in rewritable

optical storage products since the 1990s and in non volatile resistive memories

since 2005 (Fig. 6.3). The existence of a reversible transition between a highly

resistive state and a conductive state induced by application of an electrical field

was first reported in 1968 by Ovshinsky [125] in a chalcogenide material containing

Si, Ge, As, and Te. Following this pioneering report, alloys located on the pseudo-

binary line connecting GeTe and Sb2Te3 in the ternary Ge-Sb-Te phase diagram

(GST alloys) were found to present a very fast crystallization and a pronounced

change of optical reflectivity between the amorphous phase (low reflectivity state)

and the crystalline phase (high reflectivity state) [167, 168]. The prototypical

Ge2Sb2Te5 alloy, which is the most studied chalcogenide phase change material,

belongs to this line. Another family consists of Ag-/In-doped Sb2Te alloys (AIST

alloys), for instance, Ag5In5Sb60Te30. AIST and GST alloys have been widely used

in digital versatile discs (DVD)-RAM, Blu-ray discs, and DVD-rewritable discs

[54, 164, 170]. Since the crystallization of GST alloys is accompanied by a decrease
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of their electrical resistivity by three to four orders of magnitude, these alloys are

now also successfully used in phase change memories (PCMs).

The main phase change materials with properties suitable for memory applica-

tions are depicted in Fig. 6.3. Most of them are chalcogenide materials containing

Te (Fig. 6.4), but non-chalcogenide materials such as Ge-Sb [134] and Ga-Sb [138]

alloys also exhibit a phase change behavior. The specificity of phase change

Crystalline state
High reflectivity
Low resistivity

Amorphous state
Low reflectivity
High resistivity

Fig. 6.1 Snapshots of configurations of 63-atom models of amorphous and crystalline Ge2Sb2Te5
from [48]. In devices, the amorphous and crystalline states are used to encode information

Fig. 6.2 Resistivity (left) and reflectivity (right) measured as a function of increasing temperature

(ramp rate of 10 �C/min) for 100 nm thick GeTe (exact composition Ge52.5Te47.5) and Ge2Sb2Te5
films deposited by DC magnetron sputtering on a thermally oxidized Si substrate and capped in

situ with a 10 nm SiN protective layer. The resistivity measured during cooling down is also

shown. The amorphous phase (initial state) is characterized by a high electrical resistivity and a

low optical reflectivity and the crystalline phase by a much lower resistivity and higher reflectivity.

Crystallization (at 173 �C for Ge2Sb2Te5 and 234 �C for GeTe) is accompanied by an abrupt

change of resistivity and reflectivity. The crystallization temperature and the electrical and optical

contrasts are higher for GeTe than for Ge2Sb2Te5
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materials is illustrated in Fig. 6.5 where chalcogenides and other compounds are

displayed in a map according to their tendency toward s-p hybridization and bond

ionicity [91, 92]. Strikingly, phase change materials are located within a very small

region of this map. Their crystalline state is characterized by a pronounced resonant

character of the bonds (“resonant bonding”) [150]. Suppression of resonant bonding

by disorder in the amorphous state could explain the large difference of optical and

electrical properties between the amorphous and crystalline phases.

In a PCM cell, the amorphous or crystalline state of a small confined volume of

the phase change material is selected by application of a programming current

pulse. The procedure is illustrated in Fig. 6.6 for a typical mushroom-type cell. To

amorphize the active volume, the temperature must first rise above the melting

temperature of the material (Tmelt) and then decrease fast enough below the glass

transition temperature (Tg) to impede crystallization. This is achieved by applying a

short and intense current pulse (RESET pulse). Crystallization of the active volume

can be obtained by heating at a temperature less than Tmelt but higher than Tg to
ensure a high atomic mobility and hence a fast crystallization. This is achieved by

applying a current pulse (SET pulse) with a longer duration and a smaller intensity

Fig. 6.3 Ternary phase diagram depicting different phase change alloys with their year of

discovery and a summary of the development of optical and resistive phase change memories

(Adapted from [164]). Many studies have been devoted to alloys located on the pseudo-binary

GeTe-Sb2Te3 tie line in the ternary Ge-Sb-Te system, including the prototypical Ge2Sb2Te5 alloy.

More recently, GexTe1-x and Ge2Sb2Te5 alloys doped with either B or C, N, O, SiC, SiN, SiO2, etc.

as well as Ge-rich Ge-Sb-Te alloys have been investigated for use in embedded phase change

memories
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than the RESET pulse. Note that a debate is still ongoing to decide whether the

applied electrical field influences crystallization in a resistive memory cell [65, 93].

Performances of PCM devices are intimately linked to the properties of the

integrated phase change material. The main requirements that phase change resis-

tive memory devices must meet to be competitive with flash memories and other

emerging non volatile memory technologies are summarized in Table 6.1. Some of

these requirements are conflicting. For instance, increasing the crystallization

temperature (Tx) to enhance the stability of the amorphous phase has been achieved

either by changing the composition of Ge-Sb-Te alloys away from the pseudo-

binary line [14, 22, 23, 34, 112, 129, 136, 156, 180] or by doping with elements

such as B, C, N, O, SiC, SiN, or SiO2 [10, 11, 35, 149, 176, 177]. However, the

obtained Tx increase is often accompanied by an increase of the crystallization

time [149].

A huge research effort has been and is still devoted to phase change materials

[15, 28, 77, 78, 92, 135, 164]. Material science is involved to understand the

property contrast and the phase transformations (especially the crystallization

mechanism) and to optimize materials for specific memory applications, the two

issues being intimately linked. Hereafter, we focus mainly on the stability of the

amorphous state and on the impact of confinement (interface effects) on

Fig. 6.4 Chalcogenides are

materials containing S, Se,

or Te (belonging to group

16) alloyed with

electropositive elements

(often a group 15 (As, Sb)

element and/or a group

14 (Ge, Sn) element). Most

phase change materials

contain Te, usually alloyed

with Ge and/or Sb
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Fig. 6.5 Map from [92] with group V elements (squares), binary AIVBVI compounds (circles), and

ternary alloys with different compositions including A2
IVB2

VC5
VI (triangles), AIVB2

VC4
VI (dia-

monds), and AIVB4
VC7

VI (pentagons). Bands of oxides, sulfides, selenides, and tellurides are

clearly discernible and are denoted by red, orange, yellow, and blue letters to label the

corresponding binaries. The x axis coordinate measures the ionicity of bonds, and the y axis

coordinate measures the tendency toward s-p hybridization. The schematic structures drawn

outside the graph illustrate how the bonding mechanism varies with the coordinates. Phase change

materials, marked by green circles, are all found in an area of small ionicity and a limited degree of

hybridization, which enables resonance bonding in the crystalline phase

Fig. 6.6 Transmission electron microscopy (TEM) cross sections of a mushroom-type PCM cell

in (a) the SET state and (b) the RESET state where an amorphous dome has been formed inside a

crystalline GST layer (Reproduced from [13]). The dome is located above the bottom metallic

heater. (c) Schematic representation of the electrical programming procedure (RESET and SET

pulses). Reading is performed by measuring the resistance of the cell by applying a low intensity

current pulse, which does not change the cell state
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crystallization. These issues are related to the major challenges faced by PCM

technology to be competitive with other emerging non volatile memories, beyond

its already well-established performances. Phase change material must guarantee

code integrity during the technological integration process flow, in particular during

the soldering reflow process (2 min at 260 �C) [56]. Besides, embedded PCM

technology would constitute a real breakthrough for both process cost savings

and performances. For embedded applications, the information must be stored for

a long time at elevated temperatures. For example, automotive applications require

that the amorphous phase remains stable for 10 years at 150 �C, which excludes the
prototypical Ge2Sb2Te5 alloy (reported crystallization temperature Tx � 150 �C).
During the last decade, many studies have been conducted by industrial and

academic groups to find new phase change materials with higher Tx and hence

Table 6.1 Link between device performances and optimization of phase change material

properties

Device performance Phase change material property

High contrast between logical states Large difference between the electrical resis-

tivity of the amorphous and crystalline states

Low power consumption Moderate melting temperature coupled with a

low thermal conductivity and a not too low

resistivity in the crystalline state to reduce the

RESET current required for amorphization

Control of the threshold switching in the

amorphous state

High switching speed Fast crystallization

High data retention to retain the stored infor-

mation for a long time (typically 10 years at the

operating temperature) and during soldering

reflow process during fabrication

Increase the crystallization temperature (Tx) to
impede spontaneous crystallization of the

amorphous phase at the operating or soldering

temperatures

Reduce the resistance drift (resistance increase

with time, e.g., aging) in the amorphous state

High cyclability (endurance) of devices

(at least 106 write/read cycles) with low vari-

ability of electrical parameters (cell resistance

states, programming, and read currents)

Reduce the density difference between the

amorphous and crystalline states to reduce the

formation of voids and stress buildup in the

switched volume

Limit element electromigration under high

programming electrical fields

Limit interdiffusion and/or chemical reaction

between phase change material and surround-

ing materials, such as electrodes and insulating

layers

Limit element/phase separation at

crystallization

High scalability to increase storage density and

to allow integration at the smallest CMOS

technological nodes

Keep and, if possible, improve the phase

change material properties when the volume of

the active material decreases down to dimen-

sions at which interface and size effects play a

major role
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enhanced stability of the amorphous phase. In particular, the effect of adding

dopants has been explored. Another issue related to the stability of the amorphous

state of phase change materials is the so-called resistance drift phenomenon

(Chap. 2). At a given temperature, the resistivity of the amorphous phase increases

with time. Resistance drift has hindered up to now the development of multilevel

storage devices. Besides, the high power consumption of PCM devices, resulting

from the high programming currents needed to switch the state of the memory cell

[15], is a major obstacle for integration of PCMs at the smallest CMOS technology

nodes (<28 nm). Complementary approaches have been developed to reduce the

power consumption of PCM cells and particularly the amorphization current

(RESET pulse). The first one is based on optimization of material composition to

reduce the thermal conductivity of the crystalline state [49]. In parallel, it has been

demonstrated that optimizing memory cell design, by increasing the geometrical

and thermal confinement of the phase change material, allows to enhance heating

efficiency and hence to reduce the programming currents [64, 70] (see Chap. 3).

However, incorporation of phase change materials into confined structures opens

fundamental issues regarding their scalability limit and the impact of confinement

on their phase transformations.

The chapter is organized as follows. Section 6.2 provides an overview of the

outstanding physical properties of phase change materials, in relation with their

complex atomic structure, by focusing on the two prototypical alloys Ge2Sb2Te5
and GeTe. Section 6.3 is devoted to two material issues related to the stability of the

amorphous state of phase change materials. We first review how dopants affect the

structure of phase change materials by focusing on the case of C- and N-doped

GeTe (Sect. 6.3.1). Then, we discuss the structural relaxation of the amorphous

phase during aging in connection with the resistance drift issue (Sect. 6.3.2). In

Sect. 6.4, we review the state-of-the-art understanding of interface effects on the

properties of phase change materials. Scaling effects are treated in Chap. 8. A

summary is given in Sect. 6.5, with emphasis on pending material issues that need

to be solved for designing and engineering PCM devices with optimized properties

and structures.

6.2 Overview of Phase Change Material Properties

6.2.1 Ge-Sb-Te Alloys

Alloys located on the GeTe-Sb2Te3 pseudo-binary tie line (Fig. 6.3) have attracted

much attention since the pioneering work of Yamada et al. [167, 168]. Stable

compounds exist only for well-defined compositions, usually written as

(GeTe)n(Sb2Te3)m (with n and m integers), as shown in Fig. 6.7. They belong to

the trigonal crystal system but are often denoted as hexagonal phases in the

literature. They are characterized by a periodic stacking of planes perpendicular
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to the threefold axis, for instance, 9 planes for Ge2Sb2Te5 (n ¼ 2, m ¼ 1, space

groupP�3m1
�
and 21 planes for GeSb2Te4 (n¼ 1,m¼ 1, space groupR�3m) [81, 100,

101]. There are planes fully occupied by Te atoms. The occupation of the other

planes by either one single element (Ge or Sb) or a random mixture of Ge and Sb is

debated.

However, for ternary alloys on the pseudo-binary tie line, the phase obtained by

crystallization of the amorphous phase is either a cubic phase (rocksalt type, space

group Fm�3m) (Fig. 6.8) or a rhombohedral phase (space group R3m), which can be

described as a distorted rocksalt structure. If the alloy composition is expressed as

(GeTe)1-x(Sb2Te3)x, the cubic phase is obtained for x varying continuously from 0.14

to 0.67 and the rhombohedral phase for lower x values [102, 103]. An outstanding

feature of the cubic and rhombohedral ternary phases is the presence of a large

number of vacancies [102, 165]. In a rocksalt crystal, Cl and Na occupy the 4(a) and 4

(b) sites, respectively. In the (GeTe)1-x(Sb2Te3)x ternary phases, the 4(a) site is

entirely occupied by Te, while the 4(b) site is randomly occupied by Ge, Sb, and

vacancies (Fig. 6.8). The vacancy proportion on the 4(b) site is equal to x/(1 þ 2x),
i.e., 20% in Ge2Sb2Te5 [102].Vacancies contribute to lower the energy of the

crystalline phases [165]. Their presence also explains why the composition of the

crystalline phase (determined by the x value) can vary continuously. This feature

enables identical compositions in the crystalline and amorphous phases, which is

beneficial for the cyclability of memory devices. The cubic phase is metastable. It is

transformed irreversibly into the hexagonal phase by heating (Fig. 6.7). In the case of

the binary end compound GeTe (x ¼ 0), the rhombohedral phase obtained by

Fig. 6.7 Left: GeTe-Sb2Te3 pseudo-binary phase diagram. The liquidus curve is rather flat lying

near 600 �C in a wide composition range. Vertical lines indicate the stable (GeTe)n(Sb2Te3)m
compounds, labeled by their n and m values. For instance, 2:1 denotes the Ge2Sb2Te5 compound.

The first discovered compounds, Ge2Sb2Te5 (A), Ge1Sb2Te4 (B), and GeSb4Te7 (C), are indicated

by black lines. Other compounds are indicated by red lines. Right: Differential scanning calorim-

etry (DSC) results, measured on initially amorphous films at a heating rate of 10 �C/min, showing

the appearance of the metastable cubic phase (fcc NaCl type), the cubic to hexagonal transition and

melting (Reproduced from [170])
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crystallization of the amorphous phase is stable. To meet the requirements of

embedded applications and device fabrication, Ge-rich Ge-Sb-Te alloys with com-

positions outside the pseudo-binary line have also been studied [23, 112, 156, 180], as

illustrated in Fig. 6.3 and Chap. 7, Fig.7.37. However, in the latter case, crystalliza-

tion is accompanied by a phase separation and segregation of Ge [156].

The atomic structure and the properties of amorphous and crystalline phases of

Ge-Sb-Te (GST) alloys belonging to the pseudo-binary line have been the subject

of a huge number of studies. An exhaustive review is beyond the scope of this

chapter. The interested reader can refer, for instance, to [28, 77, 78, 99] and

references therein. In the next sections, emphasis is put on the prototypical

Ge2Sb2Te5 and GeTe alloys. Ge2Sb2Te5 is widely used in resistive memories and

is, by far, the most studied phase change material. GeTe is also highly relevant for

applications, since it exhibits a fast crystallization rate and a good cyclability

[14, 129]. Besides, its binary character simplifies ab initio simulations and inter-

pretation of structural studies. To understand the phase change mechanism and the

origin of the property contrast, a key step is to elucidate the atomic structure. Note

that phase change materials exhibit somehow paradoxical features. Their fast

crystallization suggests minor atomic rearrangements at crystallization. On the

other hand, the quite different electrical conductivity and reflectivity of the amor-

phous and crystalline states suggest significant structural and bonding differences.

In the following sections, the structure of the crystalline and amorphous phases of

GeTe and Ge2Sb2Te5 and their physical properties are reviewed. Then, the crystal-

lization mechanisms are briefly discussed (see also Chaps. 3 and 4).

Fig. 6.8 (a) Rocksalt cubic unit cell. Cl occupies the 4(a) site and Na the 4(b) site. (b) Unit cell of

the metastable cubic Ge2Sb2Te5 phase (Reproduced from [169]) deduced from X-ray diffraction

[101]. The unit cell edge is equal to 0.603 nm at room temperature. The 4(a) site is entirely

occupied by Te, while Ge, Sb, and vacancies are randomly distributed on the 4(b) site. The

vacancy proportion on the 4(b) site is 20%. In fact, the cubic Ge2Sb2Te5 phase is more complex

(see Sect. 6.2.2.2) and presents local distortions from the average cubic structure, as illustrated by

the model represented in (c) (red, Ge; yellow, Sb; blue, Te) from [118]
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6.2.2 Structure of Ge2Sb2Te5 and GeTe Alloys

6.2.2.1 Methods

To describe the short- and medium-range atomic order in amorphous materials, and

more generally in disordered materials, one introduces the total pair correlation

function (also called pair distribution function, PDF) g(r), which is the averaged

probability of finding one atom at given distance r from another atom [31]. g(r) can
be obtained by Fourier transform of the so-called structure factor S(Q), which can

be measured by either neutron total scattering or X-ray total scattering (most often

by using synchrotron radiation but also in some cases by using high brilliance

laboratory equipment). g(r) gives access to interatomic distances (Fig. 6.9) but not

to chemical order.

Partial pair distribution functions are introduced to describe the interatomic

distance distribution between selected elements. In a binary alloy such as GeTe,

there are three partial functions, namely, gGe-Te (r), gGe-Ge (r), and gTe-Te(r).

Measurements of partial PDF are scarce [157] since they require the use of

anomalous X-ray scattering. Information on local atomic order around a given

element in a compound can be readily obtained by X-ray absorption spectroscopy

(XAS) using synchrotron radiation. When the photon energy exceeds the energy of

an absorption edge that corresponds to a core electronic level of a given element,

the absorption coefficient exhibits oscillations (extended X-ray absorption fine

structure, EXAFS), which contain information on the local atomic order around

Fig. 6.9 Measured pair distribution function g(r) obtained by Fourier transform of the X-ray total

structure factor in amorphous and crystalline GeTe. In crystalline GeTe, the first peak in the range

[2.5–3.5 Å] is due to short (2.84 Å) and long (3.16 Å) Ge-Te distances, while the second peak

(maximum at 4.23Å) is due to Ge-Ge and Te-Te distances. A shrinking of all distances is observed

in the amorphous phase by comparison with the crystalline phase
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the absorbing atom [142] (Fig. 6.10). The EXAFS signal results from interferences

of the spherical wave function of the emitted photoelectron with waves

backscattered by neighboring atoms. From a fit of the EXAFS signal, one gets the

chemical nature and the number of neighbors at a given average distance from the

absorbing atom, as well as the distance distribution resulting from thermal (atomic

vibrations) and static disorder. For photon energy lower than the absorption edge,

the absorption coefficient contains information on the electronic state of the

absorbing atom (X-ray absorption near-edge structure, XANES). Total X-ray

scattering and X-ray absorption spectroscopy have been widely and successfully

applied to investigate the structure of the amorphous state of phase change mate-

rials and also to study their crystalline state (see, for instance, [18, 38, 43, 59, 72, 74,

83, 118, 157].) Indeed, the cubic Ge2Sb2Te5 phase, as well as other cubic Ge-Sb-Te

phases on the pseudo-binary line, presents an appreciable amount of disorder. As a

result, their local structure differs from their average structure determined from the

analysis of Bragg peaks in standard X-ray diffraction experiments.

Ab initio molecular dynamics (AIMD) methods combining density functional

(DF) calculations with molecular dynamics (MD) allow to simulate the amorphous

or crystalline states and calculate their electronic properties. The amorphous struc-

ture is usually generated by rapid quenching from the melt. By analyzing snapshots

of an atomic configuration (Fig. 6.11), one can get information on the local

environment of a given atom and calculate partial pair distribution functions

(Fig. 6.12) and bond angle distributions. The total structure factor and the total

pair distribution function, as well as the EXAFS oscillations, can also be computed

and compared to experimental information. Besides, one can obtain information on

atom dynamics by calculating either total or partial (for each element or for a

specific type of environment of a given element) distributions of vibration frequen-

cies (vibrational density of states, VDoS). This information can be compared to

Fig. 6.10 (a) k2-weighted normalized EXAFS oscillations at the K-edge of Ge in an as-deposited

amorphous GeTe thin film (squares) and their fit (solid line). k is the photoelectron wave vector.

(b) Fourier transform of the EXAFS oscillations (squares) and their fit (solid line). The partial

contributions of Ge and Te backscatters are also drawn. Distances represented in the figure are

affected by phase shifts and differ from the real distances, which are determined by the fit

procedure (From [115])
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Fig. 6.11 Snapshots of (a) crystalline and (b) amorphous Ge2Sb2Te5 at 300 K (460 atoms and

52 vacancies). Red, Ge; blue, Sb; yellow, Te. Cavities are shown as light blue isosurfaces (From

[4])

Fig. 6.12 Simulated partial

pair distribution functions

(PDF) at 300 K from [1]. (a)

Te-Te partial PDF in

amorphous Ge2Sb2Te5
(black), amorphous GeTe

(red), and cubic crystalline

Ge2Sb2Te5 (green, scaled

by 0.25). (b) Ge-Te (black)

and Sb-Te (blue) partial

PDF in amorphous

Ge2Sb2Te5, Ge-Te partial

PDF in amorphous GeTe

(red)
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infrared or Raman spectroscopy data, as illustrated in Fig. 6.13. AIMD simulations

led to a detailed insight in the structure and chemical bonding in the amorphous

state of phase change materials (for a review, see [4, 99]). Thanks to recent increase

in computing capacity and to method improvements, it is now possible to simulate

hundreds of atoms over simulation times of the order of a few ns, close to the time

involved in crystallization of phase change materials, and hence to investigate

crystallization mechanisms (see, e.g., [63, 90, 144, 154, 155] and Sect. 6.2.4).

Fig. 6.13 (a) Total

vibrational density of states

(VDoS) for amorphous

Ge2Sb2Te5 calculated using

too distinct methods (from

the dynamical matrix for the

lowest curve and from

velocity autocorrelation

function for the curve

labeled v-v ac) and partial

VDoS (calculated from

velocity autocorrelation

function) for Ge, Sb, Te,

and also Ge in tetrahedral

units (curve labeled 4-Ge)

from [4]. (b) Absorption

spectrum measured by

Fourier-transform infrared

(FTIR) spectroscopy on a

150 nm thick amorphous

Ge2Sb2Te5 film deposited

by DCmagnetron sputtering

on Si. The simulations well

account for the

experimental data, given

that no direct comparison of

amplitudes can be made.

The simulation yields the

VDoS, while the FTIR

absorbance depends on the

nature of the vibration

modes
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6.2.2.2 Crystalline Phases

Amorphous GeTe crystallizes into a rhombohedral phase (Fig. 6.14) with the space

group R3m [20, 21]. This phase is stable. It has been the subject of numerous

studies, regardless of the development of phase change materials, because of its

ferroelectric character and the existence of a reversible structural transformation

(around 330 �C) to a high-temperature paraelectric cubic phase with the space

group Fm�3m. Recent experiments brought a new light on this structural transition

[20, 38].

The rhombohedral GeTe phase can be described as a distorted rocksalt structure

that has undergone a shear along the cube diagonal ([111] direction), with relative

displacements of the Ge and Te atoms along that direction (Fig. 6.15). In this

description, the unit cell is a deformed cube with edge equal to 0.5985 nm and angle

equal to 88.17� at 295 K [21]. If Te is at the origin of the unit cell, Ge is located

off-centered in 0.525, 0.525, and 0.525. The Ge displacement is responsible for the

ferroelectric properties of rhombohedral GeTe. Ge is surrounded by six Te atoms

forming a distorted octahedron. Due to the Ge off-centering, the Ge-Te distances

are split into three short (0.284 nm) and three long (0.316 nm) distances, as

illustrated in Fig. 6.15. This splitting is interpreted as resulting from a Peierls

distortion as discussed later in Sect. 6.2.3.2. The Ge coordination is denoted as

(3 þ 3). Note that long Ge-Te bonds alternate with short Ge-Te bonds along [100]

([010] and [001]) cubic directions. The angle between short and long bonds is equal

to 171.8�. The structure can also be described as a stacking of Ge and Te planes

Fig. 6.14 Room temperature X-ray diffraction (λ ¼ 0.1542 nm) pattern of a 100 nm thick GeTe

crystallized film. The film was deposited by sputtering and capped in situ by a 10 nm SiO2 layer.

The as-deposited amorphous film (exact composition Ge52.5Te47.5) has then been heated to 400
�C.

In addition to the diffraction peaks of the rhombohedral GeTe phase (black labels, hexagonal

indexation), weak diffraction peaks originating from a small amount of crystallized fcc germanium

(green labels) are also observed
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perpendicular to the [111] direction. One Ge (resp. Te) plane is surrounded by two

Te (resp. two Ge) planes. In contrast with the case of a non-distorted rocksalt

structure, these planes are not equidistant.

According to the description presented above, the composition of rhombohedral

GeTe is exactly Ge0.5Te0.5, and there are no vacancies, each crystallographic site

being entirely occupied either by Te or by Ge. However, the Ge0.5Te0.5 composition

lies slightly outside the single-phase region of the rhombohedral phase, which is

located on the Te-rich side of the binary GeTe phase diagram [147]. Therefore,

there are vacancies on the Ge site in the rhombohedral phase. From Rietveld

analysis of powder X-ray diffraction data in a crystallized film [103], the compo-

sition of the rhombohedral phase is Ge0.49□0.01Te0.5, where □ denotes vacancies.

Nevertheless, in the following, we will continue to label the rhombohedral phase as

GeTe. Furthermore, the composition of amorphous films made by sputtering is

usually slightly enriched in Ge. Then, one expects rejection of excess Ge atoms

outside the rhombohedral phase in crystallized films. This is confirmed by the

detection of Bragg peaks ascribed to cubic germanium in X-ray diffraction patterns

measured on films heated above � 300 �C (Fig. 6.14). In films heated above the

crystallization temperature of GeTe but below 300 �C, excess Ge atoms are

expected to form an amorphous germanium phase. This conclusion is supported

by the detection of Ge-Ge bonds equal to 0.246 nm in EXAFS experiments in a film

annealed at 250 �C [73]. If the overall composition of the film is Ge0.52Te0.48 and

the composition of the rhombohedral phase Ge0.49□0.01Te0.5, 10% of the Ge atoms

would be in a germanium amorphous phase. This estimation is compatible with the

proportion of Ge-Ge bonds deduced from EXAFS analysis in [73], but the vacancy

concentration in rhombohedral GeTe is not equal to 10% as concluded in [73] but to

1%.

Fig. 6.15 GeTe rhombohedral unit cell (edge equal to 0.4299 nm and angle to 57.93� at 295 K

[21]), inscribed into a distorted cube (cube edge 0.5985 nm and cube angle 88.17�). Te atoms

(in blue) are located at the corners of the rhombohedral unit cell, and the Ge atom (in yellow) is

located off-centered in (0.525, 0.525, 0.525). The first neighbors of Ge are six Te atoms, which

form a distorted octahedron. Due to Ge off-centering, there are three short (0.284 nm, in green) and

three long (0.316 nm, in red) Ge-Te distances

140 P. Noé and F. Hippert



Analysis of Bragg peak positions as a function of temperature allows to detect

the reversible structural phase transition between the rhombohedral and cubic

phases. Reported transition temperatures vary between 277 �C [103] and 327 or

427 �C [20]. It should be emphasized that only the average structure of the high-

temperature phase is cubic. Local structure studies (EXAFS experiments and

determinations of the pair distribution function) have established that the local

order is unchanged at the structural transition and that short and long Ge-Te bonds

continue to exist above the phase transition temperature [38] (Fig. 6.16). This result

means that Ge atoms are still off-centered in the high-temperature phase. The

average Ge displacement is zero since the directions of the displacements (along

any of the cube diagonals) differ in different unit cells.

Amorphous Ge2Sb2Te5 crystallizes into a cubic (rocksalt type) metastable

phase. The cubic lattice parameter a is equal to 0.6029 nm at room temperature

[101]. When heated above � 330 �C, the cubic phase transforms irreversibly into

the stable hexagonal phase. In the cubic phase model (Fig. 6.8b) deduced from

Rietveld analysis of powder X-ray diffraction pattern [101], the environment of

each atom is octahedral, and Ge (or Sb) are surrounded by Te, while Te are

surrounded by Ge, Sb, and vacancies. The structure can be described as a stacking

of equidistant planes perpendicular to the [111] direction. Te planes are separated

by planes containing Ge, Sb, and vacancies. In contrast with the hexagonal stable

phase, there are no adjacent Te planes in the cubic phase. However, the cubic

structure represented in Fig. 6.8b is an average structure that ignores the existence

of local distortions. The latter are detected from EXAFS experiments at the Ge, Sb,

and Te K-edges [74]. No Ge-Sb bonds or Te-Te bonds are detected in EXAFS, in

agreement with the chemical order deduced from X-ray diffraction. The first Te-Te

distance measured by EXAFS is equal to 0.426 � 0.001 nm, i.e., close to the

distance calculated for a face-centered cubic structure (a/√2). However, the Ge-Te
(0.283 � 0.001 nm) and Sb-Te (0.291 � 0.001 nm) first distances measured by

EXAFS are much shorter than a/2, which show that Ge and Sb atoms are displaced

Fig. 6.16 Long and short

Ge-Te distances determined

by analysis of EXAFS

oscillations at the Ge

K-edge in crystalline GeTe

as a function of temperature

(Reprinted from [38]). In

the studied film, the

rhombohedral-cubic

transition occurs at

Tc ¼ 550 K
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away from the ideal rocksalt position (0.5, 0.5, 0.5). Information on the longer

Ge-Te and Sb-Te bonds (estimated around 0.32 � 0.03 nm, i.e., longer than a/2,
[76]) is less accurate, probably because of broad distance distributions. These

results show that the local structure of the cubic Ge2Sb2Te5 phase is similar to

that of the high-temperature cubic GeTe phase. Ge and Sb are displaced but their

displacements are uncorrelated at a long distance. Similar conclusions are drawn

from EXAFS studies of the Ge1Sb2Te4 alloy [32].

Until recently, experimental results led to the conclusion that vacancies are

randomly distributed in cubic Ge2Sb2Te5 and in other cubic Ge-Sb-Te phases on

the pseudo-binary line although ab initio simulations had suggested that ordering of

vacancies could lower the energy [26, 158]. A recent study [12] has brought a new

insight. Vacancy ordering in vacancy layers (perpendicular to [111] cubic direc-

tion) has been detected in an epitaxial single crystal grown by molecular beam

epitaxy (MBE) and in films previously deposited in the amorphous state on a Si

(111) substrate and subsequently crystallized by either thermal annealing or appli-

cation of laser pulses [12]. The degree of vacancy ordering in the crystallized film

was found to depend on thermal treatment. Ordering of vacancies has been corre-

lated with resistivity changes in the crystalline Ge2Sb2Te5 phase (Sect. 6.2.3.2).

In conclusion, the cubic phase of Ge-Sb-Te alloys on the pseudo-binary line is

characterized by a large amount of disorder at the local scale. Such a disorder is not

present in rhombohedral GeTe, but the two phases share important common

characteristics, i.e., the absence of homopolar Ge-Ge (Sb-Sb) or Te-Te bonds and

the existence of short (� 0.28 nm) and long (� 0.32 nm) Ge-Te bonds resulting in a

distorted octahedral (3 þ 3) coordination around Ge atoms. To understand the

outstanding phase change properties of these materials, these characteristic struc-

tural features must be compared with the local structure of the amorphous state.

6.2.2.3 Amorphous Phases

The local atomic order in amorphous Ge2Sb2Te5, in other Ge-Sb-Te alloys on the

pseudo-binary line, and in binary GeTe amorphous phase is rather similar. As a first

step, it is instructive to compare the pair distribution functions g(r) measured byX-ray

total scattering in amorphous and crystallized GeTe (Fig. 6.9). In the distance range

[0.2–0.5 nm], the peaks of g(r) in the amorphous state occur at smaller distances than

in the crystalline state. The effect is particularly strong for the first peak. Let us recall

that in crystalline GeTe, this peak is due to short (0.284 nm) and long (0.316 nm)

Ge-Te bonds in distorted octahedra. In amorphous GeTe, EXAFS experiments at the

GeK-edge [32, 98, 115] reveal that homopolar Ge-Ge bonds (� 0.247 nm) are present

in the amorphous phase in addition to Ge-Te bonds (� 0.262 nm). Hence, Ge-Ge

bonds contribute significantly to the first peak of the pair distribution function g(r)
measured by X-ray scattering. All these features are found by ab initio simulations

[1, 43], as illustrated in Fig. 6.17. There are no short Te-Te bonds. Similar trends are

observed in amorphous Ge2Sb2Te5 [1, 3, 4, 17, 72, 74] (Figs. 6.12 and 6.18),
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Fig. 6.17 Partial pair distribution functions in amorphous Ge52Te48 calculated by ab initio

molecular dynamics simulations (Courtesy of J.Y. Raty), using the method described in

[139]. In the range [2.4–3 Å], homopolar Ge-Ge bonds are present in addition to Ge-Te bonds,

but there are no Te-Te bonds. The calculated distances are slightly larger than observed. This

systematic difference arises from the generalized gradient approximation exchange correlation

used in the calculations

Fig. 6.18 Calculated partial pair distribution functions in Ge8Sb2Te11 in the amorphous state at

300 K (black lines) and in the liquid at 950 K (red lines) (From [2]). The vertical bars correspond to

distances in the crystalline state
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Ge1Sb2Te4 [139], or Ge8Sb2Te11 [2]. In the ternary alloys, Sb-Te short bonds also

exist, in addition to Ge-Ge and Ge-Te short bonds.

Coordination numbers (CN) around a given element can be obtained by inte-

grating the calculated partial pair distribution functions, but their values depend

critically on the integration range, and these numbers should be considered with

care. Nevertheless, CN in the amorphous state of GeTe and Ge-Sb-Te are system-

atically lower than in crystalline state. A remarkable feature of the simulations is

the presence of ABAB rings (A, Ge or Sb, and B, Te) in the amorphous state [1, 4,

72], as shown in Fig. 6.19. From analysis of bond angles in simulations, another

striking feature emerges. Ge atoms are found to be either in a tetrahedral environ-

ment (corresponding to sp3 bonding) or in a distorted octahedral environment

(p bonding) with bond angles close to 90� [2, 17, 139] (Fig. 6.20). It must be

emphasized that only distorted octahedral environment exists in the crystalline

phases (see above Sect. 6.2.2.2 and Fig. 6.15). Octahedral environments are more

distorted in the amorphous phase than in the crystalline phases. Ge, and to a less

extent Sb, displacements are larger in the amorphous state. As a result, the short

Ge-Te (Sb-Te) bonds shrink, and the long bonds expand in the amorphous phase by

comparison with the crystalline phase. Besides, in the amorphous phase, the

distribution of long Ge-Te (Sb-Te) bonds in distorted octahedra is so large that

Fig. 6.19 n-fold ring

statistics calculated from ab

initio simulations of

amorphous Ge2Sb2Te5 and

GeTe at 300 K. ABAB
configurations refer to

alternation of atoms of type

A (Ge, Sb) and B (Te). It is

striking to note that most of

the four-membered rings

have ABAB alternation

(From [1])
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these distances are usually not detected in EXAFS experiments. Hence, the Ge-Te

or Sb-Te distances deduced from EXAFS experiments correspond to short bonds in

octahedral environments. In simulations of melt-quenched amorphous states, about

one third of Ge atoms are found in a tetrahedral environment [17, 141], and Ge-Ge

bonds in the amorphous state are mostly present in tetrahedral environments. One

explanation is provided in [27, 141] where homopolar Ge-Ge bonds are shown to

contribute to the local stability of tetrahedra in amorphous GeTe. Experimental

proofs of the existence of tetrahedra are brought by Raman spectroscopy [104] and

XANES [84].

Whether the structure, and properties, of the amorphous state of phase change

materials differs in the as-deposited state (in thin films made by sputtering) and in

the melt-quenched state (in devices or in laser-quenched marks in thin films) is a

long-standing debate. Indeed, crystallization times for as-deposited materials have

been found longer than for melt-quenched materials [137]. Differences in the

EXAFS spectra at the Ge K-edge of melt-quenched and as-deposited amorphous

Ge2Sb2Te5 could be observed, as shown in Fig. 6.21 [18]. The number of Ge-Ge

bonds is higher in the as-deposited sample (50 nm thick thin film) than in a melt-

quenched sample (obtained by laser irradiation of the previous film). This obser-

vation is in agreement with the ab initio simulations reported in [3]. Usually, ab

initio simulations start from a very high-temperature (� 3000 K) liquid that is

cooled to room temperature at a very high cooling rate. Such a state should be close

to the melt-quenched amorphous phase in devices. However, a simulation of a

sputtered amorphous state could be performed in [3] and compared to a rapidly

cooled amorphous model. A striking result is that there are more tetrahedrally

coordinated Ge atoms and Ge-Ge bonds in the as-deposited amorphous state than

in the rapidly cooled one (Fig. 6.20). These differences could explain the change in

Fig. 6.20 Bond angle distribution around Ge (with bond cut-off equal to 0.32 nm) obtained from

ab initio simulations for two different amorphous Ge2Sb2Te5 models (From [3]). The red line

corresponds to a melt-quenched amorphous state and the black line to an as-deposited amorphous

state. Vertical dashed lines denote octahedral (90�) and tetrahedral (109.47�) bond angle values.

Tetrahedral environments are present in both models, but there are more tetrahedral Ge atoms in

the as-deposited state (58%) than in the melt-quenched one (36%)
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crystallization speeds between as-deposited and melt-quenched samples since

homopolar bonds, absent in the crystalline phase, could act as an obstacle to

crystallization.

6.2.3 Physical Properties of Ge2Sb2Te5 and GeTe Alloys

6.2.3.1 Volume Change Upon Crystallization

Ge-Sb-Te alloys exhibit a large volume reduction (between 6% and 10%,

[114, 117]) upon crystallization (Fig. 6.22), which leads to a considerable mechan-

ical stress building in PCM cells and to formation of voids [29] and potentially

limits the cyclability and reliability of phase change memory devices. Significant

efforts are currently made to identify phase change materials with a smaller volume

change upon crystallization. Addition of light doping elements, such as N, C, or O

in phase change alloys, primarily done to increase the crystallization temperature

(see Chap. 7), has been shown to reduce volume shrinking [172, 176, 178]. For

instance, addition of about 5 at % of N in GeTe films suppresses the film thickness

change upon crystallization, while keeping a strong electrical contrast between the

amorphous and crystalline phases (Fig. 6.23) [172]. Note that similar trends have

been observed in a non-chalcogenide phase change material, Ge-doped GaSb [132],

but this alloy leads to element segregation upon crystallization.

Fig. 6.21 Fourier

transform of EXAFS

oscillations at Ge K-edge in

as-deposited, ion-implanted

(i-i), and melt-quenched

(m.q.) amorphous

Ge2Sb2Te5 from [18]
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Fig. 6.22 Density of a Ge2Sb2.04Te4.74 film obtained from X-ray reflectivity measurements at

room temperature after annealing at different temperatures (From [114]). The relative density

increase between the amorphous and cubic fcc phases is equal to 7%

Fig. 6.23 (a) Resistivity

and (b) normalized film

thickness at 300 K for GeTe

and N-doped GeTe films as

a function of the annealing

temperature (From [172]).

Sample labels refer to the

N2 flux rate during the film

deposition by sputtering

under N2/Ar atmosphere.

For instance, the sample

labeled GeTeN2.0 contains

5 at. % of N

6 Structure and Properties of Chalcogenide Materials for PCM 147



6.2.3.2 Transport and Optical Properties

Resistivity (ρ) measurements of initially amorphous Ge2Sb2Te5 and GeTe films

measured as a function of temperature are shown in Fig. 6.2. Both materials are

semiconductors in the amorphous state [8, 51, 66], and thus the resistivity in the

amorphous state smoothly decreases with increasing temperature. Crystallization of

Ge2Sb2Te5 into the cubic phase and of GeTe into the rhombohedral phase leads to

an abrupt resistivity drop (see also, for instance, [39, 46, 151]). A difference

between the electrical properties of crystallized GeTe and Ge2Sb2Te5 can be

observed in Fig. 6.2. Upon heating, after crystallization, the resistivity of GeTe is

almost temperature independent. The small accident observed around 300 �C is

correlated with the crystallization of the small excess of Ge (see above Sect.

6.2.2.2). Then, when heating up to 400 �C and during subsequent cooling, the

resistivity exhibits a metallic behavior (dρ/dT positive). Detailed studies of the

transport properties [8]) establish that rhombohedral GeTe is a degenerate semi-

conductor, with a large hole concentration and hence a metal-like, p-type, conduc-
tion. However, band structure calculations predict that a rhombohedral Ge0.5Te0.5
crystal would be a narrow gap semiconductor. An explanation of this apparent

contradiction is provided in [30], where it is shown that Ge vacancies are respon-

sible for the p-type conduction of rhombohedral GeTe. In Ge2Sb2Te5, in contrast to

GeTe, the resistivity measured after crystallization in the cubic phase decreases

with increasing temperature. A similar behavior is observed in Ge1Sb2Te4 and in

other cubic Ge-Sb-Te phases on the pseudo-binary line [151] (Fig. 6.24). This

strong decrease of the resistivity with increasing temperature has been ascribed to

the impact on transport properties of the progressive formation of ordered vacancy

layers with increasing temperature [12, 175]. At higher temperature, the metastable

cubic phase transforms into the stable hexagonal phase, which is retained when

cooling down at room temperature and has a metallic behavior.

A striking feature of transport in crystalline Ge-Sb-Te alloys can be observed in

Fig. 6.24. The room temperature resistance of the crystalline phase strongly

depends on the maximum temperature reached during the heating process. Hence,

decreasing disorder by increasing the annealing temperature allows to decrease the

room temperature resistance. This point must be considered in memory cells using

Ge-Sb-Te alloys since the resistance contrast is expected to depend on the temper-

ature reached during the SET pulse. This property might be beneficial in future

multilevel storage devices.

Besides their outstanding electrical properties, phase change materials also

exhibit an unconventional optical contrast between their amorphous and crystalline

phases (see, for instance, Fig. 6.2 and [88]), which has led to their use for optical

data storage applications. Changes in optical properties between amorphous and

crystalline thin films, or as a function of annealing temperature, have been widely

studied in literature [7, 87, 111, 120, 121, 126, 153, 162, 166]. Optical constants

(refractive index n and extinction coefficient k) and absorption coefficient α as a

function of the photon energy are shown in Fig. 6.25 for the amorphous and
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crystalline rhombohedral phases of GeTe and amorphous and crystalline hexagonal

phases of Ge2Sb2Te5. The optical constants for the crystalline fcc (not shown here)

and hexagonal phases of Ge2Sb2Te5 are very similar. A significant change of

optical constants between the amorphous and crystalline phase is evidenced. Note

that the presence of free carriers in the crystalline phases requires to introduce a

Drude contribution to account for infrared metal-like absorption when fitting

optical data. From the analysis of the absorption coefficient α as a function of the

photon energy, using the Eg
04 method, where Eg

04 is the energy at which the

absorption coefficient equals 104 cm�1, one can deduce an optical bandgap Eg
04

~ 0.83 eV for amorphous GeTe and Eg
04 ~ 0.74 eV for rhombohedral GeTe. For

Ge2Sb2Te5, an optical bandgap (Tauc gap) Eg
opt of ~0.7 eV for the amorphous

phase and ~0.5 eV for the hexagonal crystalline phase has been reported in

literature [87, 120, 126]. It must be emphasized that the optical properties of

phase change materials highly depend on deposition parameters and film micro-

structure [68, 95, 106, 168]. This explains the large discrepancy of optical bandgap

values reported in literature.

The origin of the outstanding contrast of optical and electrical properties

between the amorphous and crystalline phases of phase change materials has

been the subject of many works and is still under debate. From the present

understanding of the structure of the amorphous and crystalline states (Sects.

Fig. 6.24 Temperature dependence of the sheet resistance R of a 100 nm thick GeSb2Te4 film on

heating and subsequent cooling to room temperature (From [151]). The abrupt change at 150 �C is

due to the crystallization of the initially amorphous film. The room temperature resistance of the

crystalline phase strongly depends on the maximum temperature Tmax reached before cooling. It

decreases by two orders of magnitude when Tmax increases from 170 to 350 �C. Note the change of
dR/dT in the crystalline state from a negative to a positive value when Tmax increases
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6.2.2.2 and 6.2.2.3), two main explanations, involving either Peierls distortion or

resonant bonding, can be sketched as follows (see also [92, 143]).

In the amorphous phase, Ge(Sb) atoms are found to be either in a tetrahedral

environment (corresponding to sp3 bonding) or a (3 þ 3) distorted octahedral

environment (corresponding to p bonding). Only the second environment is present

in rhombohedral GeTe and cubic GST phases. In crystals, the presence of alternate

short and long Ge(Sb)-Te distances in octahedra (see Fig. 6.15) can be understood

as the signature of a Peierls (symmetry breaking) distortion. By comparison with a

hypothetical undistorted and perfectly cubic structure (corresponding to p bonding),

in which Ge(Sb) occupy octahedron centers, the Peierls distortion reduces the

electronic energy by opening a gap at the Fermi level. The larger the distortion,

the larger the gap. Peierls distortion can also stabilize amorphous phases and even

liquids by locally alternating shorter and longer bonds [41]. In the case of GeTe,

Ge2Sb2Te5, and other Ge-Sb-Te phases on the pseudo-binary line such as

Fig. 6.25 (a) and (c): Optical constants (refractive index n and extinction coefficient k) extracted
from spectroscopic ellipsometry measurements by using a Tauc-Lorentz law in the case of the

amorphous state and with addition of two oscillators plus a Drude contribution (to account for the

free carrier contribution) in the crystalline state. (b) and (d): Absorption (α.E)1/r (with r ¼ 2)

versus photon energy E. The coefficient r is chosen equal to 2 since amorphous and crystalline

GeTe and Ge2Sb2Te5 are reported as indirect bandgap semiconductors. The samples are uncapped

100 nm thick films obtained by magnetron sputtering measured in the as-deposited (amorphous)

state (thick lines) and in the crystalline state (thin lines) after heating at 400 �C. The crystallized
GeTe film is rhombohedral, and the crystallized Ge2Sb2Te5 film is hexagonal
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Ge1Sb2Te4, the difference between short and long Ge(Sb)-Te bonds in octahedra is

larger in the amorphous phases than in the crystalline phases. As a result, the Peierls

distortion is significantly larger in the amorphous phase compared to its crystalline

counterpart [42, 92, 139]. A larger Peierls distortion would explain the larger

bandgap in the amorphous phase compared to the crystalline phase and the large

change in electronic properties upon crystallization.

Another explanation of the property contrast between amorphous and crystalline

phase change materials is the existence of resonant bonding in the crystalline state

of phase change materials [91, 92, 150] where each atom possesses three valence p

electrons in average and has to be covalently bonded with six nearest neighbor

atoms (considering that the s valence electrons do not participate in chemical

bonding). As a result, resonance between a bonding state and a nonbonding state

can occur, giving rise to so-called “resonance bonding,” as proposed by Pauling

[127]. The resulting resonantly bonded crystal is characterized by a strong electron

delocalization and a high electronic polarizability, leading to high optical dielectric

constant and refractive index [150], in agreement with experiments. In the amor-

phous phase, the large structural distortions are expected to suppress resonant

bonding. This idea is supported by the smaller optical dielectric constant measured

in the amorphous state [150]. Note, however, that the existence of long and short

bonds in the crystalline state should have a detrimental effect on resonant bonding.

Further studies are required to clarify the bonding character of phase change

materials.

6.2.4 Crystallization of Phase Change Materials

In this section, we first discuss briefly the current understanding of atomic

rearrangements occurring during crystallization. Then, the classification of phase

change materials in either “nucleation-dominated” or “growth-dominated” mate-

rials is sketched. Information on crystallization of phase change materials can also

be found in Chaps. 3 and 4.

In a simplified approach, a fast crystallization suggests limited structural

changes between the amorphous and crystalline state. A first model, referred to in

the literature as the “umbrella flipping” model, was proposed in [74]. The authors

focused on the local arrangement of Ge atoms in the amorphous and crystalline

state, as deduced from EXAFS analysis. They concluded that the local arrangement

of germanium atoms is tetrahedral in the amorphous state and that, at crystalliza-

tion, Ge atoms flip from a tetrahedral position to an octahedral position. The reality

turned out to be more complex. First, from our present understanding of the

structure of amorphous and crystalline phases (Sects. 6.2.2.2 and 6.2.2.3), it is

clear that tetrahedral and defective octahedral environments exist in the amorphous

state, while only defective octahedral environments are found in the crystalline

phases, and that octahedral environments are more distorted in the amorphous

phase than in the crystalline phase. In addition Ge-Ge homopolar bonds are only
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found in the amorphous phase. Recently, direct simulations of crystallization

became possible, thanks to improvements in codes and in computing power

[48, 63, 144, 154], and brought light on the structural changes occurring during

phase transition, as shown, for instance, in Fig. 6.26.

In bulk amorphous materials, crystallization starts with the formation of crys-

talline nuclei inside the amorphous phase, followed by crystallite growth process.

In mushroom-type PCM devices, the amorphous phase forms a small dome

Fig. 6.26 Stages of crystallization of Ge2Sb2Te5 simulated as a function of time (From [63]).

Atoms in a crystalline environment are represented by spheres (green, Ge; purple, Sb; orange, Te).

Bonds between atoms in the amorphous phase are represented by thin lines. ABAB square rings (A,
Ge; Sb; B, Te) are present at the first stage (100 ps). Their number increases and they get more and

more connected with increasing time
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surrounded by the crystalline phase (see Fig. 6.6). In that case, crystallization can

start either within the amorphous dome or at the amorphous/crystalline interface

(another possibility being that crystallization starts at the interface with the bottom

metal heater). Phase change materials have been divided into two classes [61, 105,

135]. In so-called “growth-dominated” materials, crystallization occurs preferen-

tially by growth from the amorphous/crystalline interface. In “nucleation-domi-

nated” materials, nuclei are formed inside the amorphous phase, this step being

followed by a growth of the crystallites. Ag5.5In6.5Sb59Te29 (AIST), widely used in

optical memories, is a prototypical example of a “growth-dominated” material,

while Ge2Sb2Te5 is reported as a “nucleation-dominated” material [61]. The dif-

ference between the two materials is illustrated in Fig. 6.27. In “nucleation-dom-

inated” materials, the crystallization rate does not depend on the volume of the

amorphous region. This is not the case for “growth-dominated” materials for which

the crystallization rate, and thus the writing speed in devices, depends on size,

shape, and nature of interfaces of the amorphous region.

The distinction between “growth”- and “nucleation-dominated” materials has

been successfully used to optimize optical storage media (achieving short crystal-

lization time and high data density in DVDs and Blu-ray discs). Crystallization

kinetics in the temperature range reached in PCMs is currently under the scope of

intense research efforts [55, 122, 123, 146, 148, 173], as illustrated in Fig. 6.27e. The

current conclusion is that the nucleation rate plays the major role for controlling

crystallization process at nanosecond timescale and nanometer length scale. Nev-

ertheless, the reason why several phase change materials, such as GST alloys,

exhibit a high nucleation rate whereas others, like AIST, have a low nucleation

rate must be addressed. One must also explain the coexistence of a high stability of

the amorphous state at low temperature and a fast crystallization. Bringing light on

this issue requires the determination of the crystal growth velocity up to elevated

temperature in the supercooled liquid. In the case of Ge2Sb2Te5, the activation

energy for crystal growth determined from ultrafast heating calorimetry was found

to depend on temperature [122]. By opposite, many glasses, such as SiO2, exhibit a

temperature-independent activation energy for crystal growth with an Arrhenius

behavior. Based on the concept of fragility, introduced by Angell [5, 6], the

conclusion is that supercooled Ge2Sb2Te5 has a fragile behavior [122] (see more

information on this issue in Chap. 3).

Besides, from the study of the temperature dependence of viscosity, the differ-

ences between a “nucleation-dominated” material (GST alloys) and a “growth-

dominated” one (AIST alloys) can be elucidated [123]. While GST exhibits a

fragile behavior, AIST exhibits a fragile-to-strong crossover on cooling. This

difference leads to different temperature dependence of the growth rate in the two

materials and has direct consequences on PCM technology. In a PCM cell, the

optimum switching operation would be obtained close to the maximum growth rate

U. Whereas both phase change materials have similar maximum U values, these

maxima occur at different temperatures: for AIST U is maximum at T/Tm ¼ 0.89

(or Tg/T ¼ 0.52), while for GST U is maximum at a significantly lower T/Tm value

of about 0.76 [123]. Besides, the maximum rate of homogeneous nucleation occurs
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Fig. 6.27 (a) and (b) Schematic illustration of the probability of nucleation and growth as a

function of temperature in the range between the glass transition temperature Tg and the melting

temperature Tm for (a) a “growth-dominated” and (b) a “nucleation-dominated” material. The

inserts in figures (a) and (b) illustrate the crystallization of an amorphous mark embedded in a

crystalline layer. (c) and (d): Transmission electron microscopy (TEM) images of phase change

layers for which the crystallization process is dominated by (c) growth and (d) nucleation, as

evidenced by the resulting crystalline morphology (From [105]). (e) Temperature dependence of

the crystal growth velocities of as-deposited (AD) and melt-quenched (MQ) AIST measured by

monitoring the change in reflectance during femtosecond laser pump-probe experiments, as

illustrated in (f) (From [173]. Copyright © 2015 American Chemical Society)
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typically around T/Tm � 0.6 due to nucleation barrier arising from interfacial

energy between crystals and liquid [67]. Based on the huge difference of

U values at T/Tm � 0.6, one expects that the maximum nucleation rate is lower

for AIST than for GST by about six orders of magnitude.

6.3 Stability and Aging of Phase Change Materials

6.3.1 Effect of Doping on the Structure of Phase Change
Materials

Data retention is determined by the ability of a PCM cell to avoid unintended

recrystallization (see Chap. 5). At a given temperature, the retention time is defined

as the time elapsed before crystallization of the amorphous phase. Hence, increas-

ing data retention requires to improve the stability of the amorphous phase against

crystallization. For PCMs, the required data retention is 10 years at the operating

temperature (� 150 �C in the case of embedded applications). The retention time as

a function of the inverse of temperature obeys an Arrhenius law (see Fig. 7.7 in

Chap. 7), which allows by extrapolation to determine the temperature at which it is

equal to 10 years. The retention of Ge2Sb2Te5 and GeTe (10 years at 75 �C and

110 �C for Ge2Sb2Te5 and GeTe films, 87 �C and 101 �C in Ge2Sb2Te5 and GeTe

test devices) is not sufficient for embedded applications.

Thus, strategies have been developed to increase the crystallization temperature

of phase change materials, among them inclusion of suitable dopants (such as B,

C, N, O, SiC, SiN, or SiO2 [10, 11, 35, 149, 176]) at relatively high concentration

(a few percent) in Ge-Sb-Te and GeTe alloys. The most studied light dopant

elements are C and N. Their effects on crystallization temperature Tx, activation
energy for crystallization Ea, crystallization time, and resistivity contrast are exten-

sively reviewed in Chap. 7. Hereafter, we investigate how dopants affect the

structure of the amorphous state of phase change materials and can enhance its

stability. Thanks to combination of ab initio molecular dynamics simulations and

experimental studies of the local structure and dynamics of the amorphous phase

[19, 25, 43, 60, 69, 79, 89, 140], these issues are fairly well understood. We will also

discuss briefly the location of dopants in the crystallized state. In the following

discussion, we focus on C-doped and N-doped GeTe. Undoped GeTe exhibits better

retention properties than undoped Ge2Sb2Te5. The same conclusion remains true in

C-doped and N-doped alloys. Incorporation of 10 at % of C (resp. N) atoms in GeTe

increases Tx by 135 �C (resp. 85 �C), and these significant increases of Tx are

accompanied by a reduction of programming currents [10, 11, 128]. The activation

energy for crystallization Ea also increases with doping (see Chap. 7). Doping GeTe

with C or N is thus especially promising for applications. Besides, the fact that

GeTe is a binary alloy facilitates ab initio molecular dynamics simulations and

interpretation of experimental studies of the structure and dynamics. Hence, doped
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GeTe is a case study to investigate the origin of the stabilization of the amorphous

phase by dopants in phase change materials.

From ab initio simulations coupled with pair distribution function measurements

on doped amorphous samples made by sputtering, it is found that C deeply modifies

the structure of the amorphous GeTe phase through long carbon chains and tetra-

hedral or triangular units centered on carbon [43]. These units generate a new

Ge-Ge distance � 0.33 nm (absent in undoped GeTe). Besides, the characteristic

distances in amorphous GeTe, namely, Ge-Te distances and short Ge-Ge distance at

0.247 nm (see Sect. 6.2.2.3), are almost unaffected by doping. The different types of

carbon environment in amorphous C-doped GeTe are schematically represented in

Fig. 6.28. In the case of amorphous N-doped GeTe, simulations [140] show that N is

either bonded to Ge atoms, forming pyramidal NGe3 and tetrahedral NGe4 units, or

found in molecular N2, as illustrated in Fig. 6.28. Remarkably, in these simulations,

no N-Te bonds are present, whereas C atoms are bound to Ge and Te. EXAFS

experiments at the N K-edge in amorphous N-doped GeTe [79, 89] show that N is

predominantly bonded to Ge atoms. It is unclear whether or not N2 molecules are

present in as-deposited N-doped GeTe films. N2 molecules have been detected in

[89] but not in [79]. Their concentration could depend on the details of the film

deposition method. In the case of N-doped Ge2Sb2Te5 amorphous phase, N is also

Fig. 6.28 Schematic drawing of the different structural units introduced by C and N atoms in the

amorphous phase of C-doped and N-doped GeTe, as deduced from ab initio simulations [43, 140]
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found to be bound to Ge and not to Te [69, 19, and references therein], and N2

molecules have been detected experimentally [60].

Insight about amorphous phase stability can be gained by studying its dynamics,

as previously shown in the general case of glasses [9, 24, 37, 113]. The FTIR

absorbance spectra of undoped, C-doped, and N-doped GeTe samples are plotted in

Fig. 6.29, as well as the calculated vibrational density of states (VDoS) [140]. Clear

changes are observed upon doping. In the frequency range above 8 Thz, where

undoped GeTe has no absorption, vibration modes involving dopants are present.

Their intensity grows with dopant concentration. Thanks to calculations of the

dopant site-projected VDoS, these modes can be related to the various environ-

ments presented in Fig. 6.28 [140]. In the range 3–7 THz, the density of vibration

modes decreases upon doping, as observed in Fig. 6.29. Note that the same

conclusion holds below 3 THz where only simulations are available. Thus, the

weight of the vibration modes of undoped GeTe is attenuated by doping. In

summary, high-frequency localized modes involving dopants are created, and the

density of the low-frequency modes is depleted upon doping.

During the crystallization process, bonds have to be broken to create the new

local environments of the crystalline structure. The level at which local atomic

environments are mechanically constrained in the amorphous state thus influences

its stability. In simulations, the degree of stress can be evaluated by using the

Maxwell constraint counting method, as described in [107]. In the case of amor-

phous GeTe, the stress rigid character increases upon doping with C and N,

essentially because of a slight increase of the tetrahedral character of the environ-

ment of Ge atoms [140]. This effect correlates with the increase of the crystalliza-

tion temperature and activation energy for crystallization upon doping.

Nevertheless, increase of mechanical rigidity of the amorphous phase upon doping

is not the only relevant parameter to explain the increased stability. Changes in the

dynamics in the low-frequency range must also be examined. Simulations show a

reduction of the VDoS peak at 1.55 THz upon doping. This peak corresponds to the

so-called boson peak that is characteristic of collective excitations in glasses

[113]. In glasses, a decrease of the boson peak height has been correlated to an

increased glass stability [37], and both theory and experiment have shown that the

boson peak height decreases when the number of mechanical constraints increases

[9, 37, 113]. Therefore, all changes of the dynamics induced by doping GeTe are

related. In summary, studying the dynamics of doped amorphous GeTe brings light

on the stabilizing effect of light dopants, such as C and N. The dopants create high-

frequency localized modes. At the same time, they reduce the amplitude of the

boson peak at low energy. They also increase the mechanical rigidity of the

amorphous state. All these effects contribute to increase the stability of the amor-

phous state upon doping and lead to improved data retention in devices.

Having clarified the impact of dopants on the stability of the amorphous phase of

GeTe, a relevant issue for applications can now be examined. What is the location

of C and N doping atoms after crystallization of GeTe? For that purpose, one can

study how the vibrational modes involving dopants, observed in the amorphous

state in the frequency range above 8 Thz (Fig. 6.29), evolve during the
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Fig. 6.29 (a) Experimental low-frequency FTIR absorbance spectra of as-deposited (amorphous)

undoped, C-doped, and N-doped GeTe thin films (upper panels). Calculated VDoS are plotted in

the lower panels. The FTIR spectrum and VDoS of undoped GeTe are null above 8 THz. (b)

Experimental high-frequency FTIR absorbance spectra of as-deposited undoped, C-doped, and

N-doped GeTe thin films (upper panels where different scales are used for C and N doping). The

FTIR spectrum of undoped GeTe is null in the high-frequency range. Calculated VDoS are plotted

in the lower panels. The simulations well reproduce the experiment trends, given that a direct

comparison of the amplitudes is meaningless, the FTIR absorbance depending on the nature of

vibration modes (From [140])
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crystallization of C- and N-doped GeTe films. Results are shown in Fig. 6.30. The

high-frequency FTIR absorbance spectra change upon crystallization, but C-doped

and N-doped GeTe films exhibit different behaviors. In C-doped GeTe, the high-

frequency vibrational modes associated to -C-Ge or -C-Te bonds in the amorphous

state disappear after crystallization. This result means that C atoms are not incor-

porated into the crystalline GeTe phase within the experimental limit of detection.

In N-doped GeTe, the broad absorption peak around 700 cm�1 is attributed to NGe3
and NGe4 units [140]. As the annealing temperature increases above Tx, contrary to
the case of C-doped GeTe, the absorbance does not vanish but progressively

changes in the range [400–900 cm�1], with, in particular, the appearance of two

shoulders around 550 and 800 cm�1. These spectra bear a close resemblance to

those measured in amorphous germanium nitride (GeNx) [174]. Changes in

N-doped GeTe films upon heating above Tx can thus be interpreted by the progres-

sive formation of a more and more N-rich amorphous GeNx phase.

Fig. 6.30 Room

temperature experimental

high-frequency FTIR

absorbance spectra of (a) a

C-doped GeTe film (20 at %

of C) and (b) a N-doped

GeTe film (20 at % of N) as

a function of annealing

temperature. Crystallization

occurs at Tx ¼ 371 �C (a)

and 307 �C (b)
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In crystallized C-doped GeTe films, the C atoms rejected from the crystalline

GeTe phase must form a carbon phase, which is expected to be located at the grain

boundaries of polycrystalline GeTe. This carbon segregation should limit the grain

growth after crystallization. This is what is observed by X-ray diffraction studies, as

shown in Fig. 6.31. The crystallite size measured at room temperature after heating

to 450 �C is found to decrease as the C concentration increases (grain refinement).

This result is consistent with that observed in C-doped Ge2Sb2Te5 films (see, for

instance, [177] where, in addition, amorphous carbon clusters could be observed in

high-resolution transmission electron microscopy images of crystallized films). The

localization of the GeNx phase in crystallized N-doped GeTe films is not

established. However, a reduction of the crystallite size is also observed as the N

concentration increases (Fig. 6.31, see also [71, 128]). Thus, one can expect that the

GeNx phase is segregated at the GeTe grain boundaries. Similar conclusions are

Fig. 6.31 Room temperature X-ray diffraction (λ¼ 0.1542 nm) pattern of (a) C- and (b) N-doped

crystallized GeTe films with different C and N contents. All films have been previously heated to

450 �C. The theoretical positions of the diffraction peaks corresponding to rhombohedral (rh-

GeTe) and cubic (c-GeTe) phases are indicated by vertical lines. The GeTe crystalline phase

evolves from rhombohedral to cubic as the C or N doping level increases. (c) and (d): Change in

crystallite size as a function of C or N concentration. The crystallite size was deduced by

measuring the full width at half maximum (FWHM) of the (012) X-ray diffraction Bragg peak

(2θ ¼ 30�) and by calculating the diffractive coherent domain (DCD) using Scherrer’s law

(Courtesy of F. Fillot)
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reached in the case of N-doped Ge2Sb2Te5 [58, 19, 160, and references therein]. In

particular, the simulations in [19] show that insertion of N in the atomic form is

energetically costly in the crystalline Ge2Sb2Te5 phase, which explains why N

atoms are expelled at crystallization. Note that a few N2 molecules could remain

inserted in crystalline Ge2Sb2Te5 [19]. Finally, the effect of N on the crystallization

kinetics of Ge2Sb2Te5 has been recently studied by simulation [90].

In summary, C and N can be incorporated in the amorphous phase of GeTe and

Ge2Sb2Te5 but not in the crystalline phases (one exception could be the presence of

a small number of N2 molecules in the crystalline state of N-doped alloys). In the

crystallized state, dopants are rejected in an amorphous phase located at the grain

boundaries of the GeTe or Ge2Sb2Te5 crystalline phase, which leads to grain

refinement. This segregation could explain the observed decrease of thermal con-

ductivity upon doping in C- and N-doped GeTe [33, 85]. A difference between C

and N doping in GeTe (and probably in Ge2Sb2Te5 as well) must be emphasized.

Rejection of C does not change the Ge/Te ratio, while formation of a GeNx

amorphous phase in crystallized N-doped GeTe would lead to a Ge depletion of

the crystalline GeTe phase. This observation brings light on an experimental

observation in PCM devices. The beneficial effect of N doping on retention in

GeTe-based PCMs is optimal around 2 at % of N [35]. This optimal N concentration

is comparable to the slight Ge excess generally obtained in sputtered amorphous

GeTe, which differs from the composition of the crystalline GeTe phase (see Sect.

6.2.2.2).

6.3.2 Structural Relaxation and Resistance Drift

One of the most promising properties of PCM technology is the multilevel cell

(MLC) operation (see Chap. 11), which enables cost reduction and storage density

increase. MLC takes the opportunity to store several bits per cell, by encoding them

in intermediate resistance levels obtained from partial crystallization of the phase

change material [94]. However, the resistivity of the amorphous phase increases

with time (so-called “resistance drift phenomenon”; see Chap. 2) due to material

aging. Drift can lead to memory failure and hindered up to now the development of

multilevel storage devices. Thus, reducing the drift has become one of the major

challenges for the development of PCMs. Note that drift reduction can be

conflicting with other requirements. For instance, increasing Ge content in Ge-

Sb-Te alloys increases the crystallization temperature Tx, but this change is accom-

panied by an increase of the resistance drift [180]. Understanding the origin of drift

is thus required for material optimization. In literature, resistance drift is usually

ascribed to a “structural relaxation,” but very different physical mechanisms have

been proposed. In this section, after a description of the resistance drift phenome-

non, we review the current understanding of structural relaxation of the amorphous

phase during aging (for a review focused on electrical models of drift, see Chap. 2).
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Then, we add a contribution to the current debate by discussing an EXAFS study of

drifted amorphous GeTe films [115].

At a fixed temperature, the resistance drift of the amorphous phase leads to a

progressive increase of the resistance of the RESET state in a PCM cell. It must be

noted that resistance drift with aging is negligible in the SET state when the phase

change material is in the crystalline state. Resistance drift in the amorphous state

can also be measured on amorphous films, as illustrated in Fig. 6.32. The GeTe film

was first heated from room temperature to the targeted annealing temperature at a

heating rate of 10 �C/min, and the temperature was then maintained constant during

several hours. During heating, the resistivity decreases due to the semiconducting

behavior of amorphous GeTe. Then, at each constant temperature, a clear increase

of the resistance (drift) is observed as a function of the elapsed time. Note that, at

80 �C, the drift starts only after an incubation time. The existence of an incubation

time that depends on thermal history and also on aging after fabrication has been

previously reported in [163]. In PCM devices, drift measurements are generally

made soon after the RESET pulse, and thus no incubation occurs.

In literature, it has been proposed that, at a given temperature, the resistance

change as a function of time obeys a power law (of the type R(t) ¼ R(t0).(t/t0)
ν) and

that the exponent ν can be used to quantify the drift phenomenon [94]. However, it

Fig. 6.32 Resistivity (logarithmic scale) measured by a 4-point probe as a function of time on a

100 nm thick amorphous GeTe film. The GeTe film has been deposited on a 500 nm thermal SiO2

layer on top of a Si substrate. It has been protected from surface oxidation by in situ deposition of a

10 nm SiN layer and thus crystallizes near 230 �C (see Sect. 6.4.2). Pieces of this film were first

heated at 10 �C/min from room temperature to either 80 �C or 110 �C. When the temperature

increases, the resistivity decreases since amorphous GeTe has a semiconducting behavior. Then,

the temperature was maintained constant (annealing process) for 48 h at 80 �C or 72 h at 110 �C.
Drift exponents ν of 0.122 at 80 �C and 0.128 at 110 �C were obtained from fits in restricted time

range (see text). At 80 �C, drift arises only after an “incubation” time. In the present case, the GeTe

film was kept 8 months at room temperature after deposition before measurement, so that a

significant waiting time is required to observe the resistivity drift at 80 �C
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must be emphasized that the time dependence of the resistance is more complex and

cannot be characterized by a single value of ν. Power law fits can only be performed

in restricted time ranges. The measured ν values depend on the fitted time window,

and besides they can be affected by the age or the thermal history of the thin film

sample before resistance measurement. Thus, comparison of drift exponents

between different phase change materials may be delicate. Nevertheless, it is

clear that the drift varies with material composition, as illustrated in Fig. 6.33.

The underlying physical mechanisms at the origin of the drift phenomenon are

still unclear and are currently highly debated. Different and sometimes opposite

mechanisms have been proposed, such as:

• Increase [36] or decrease [53, 163] of disorder during drift

• Increase [130] or decrease [52] of the defect density of states during drift

• Drift impacted [108] or not impacted [145] by stress

The only consensus that has been reached in literature is that drift is due to a kind

of relaxation of the amorphous structure with aging. This confused situation

resulted mainly from the lack of structural studies and ab initio simulations of the

amorphous phase as a function of aging. Some progresses have been made recently

since several studies have addressed this issue [97, 109, 40, 141, 115, 179]. How-

ever, they lead to contradictory conclusions, and the debate is still going.

Fig. 6.33 Drift exponents for amorphous as-deposited (ad) and melt-quenched (mq) phase change

materials from [163]. Note that the ν value for Ge2Sb2Te5 (�0.1) is slightly smaller than for GeTe

(0.123)
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In the following, we focus on amorphous GeTe. This alloy exhibits a high drift

coefficient ν ~ 0.123 and can be considered as a prototypical case for structural

studies on the origin of drift since it has already been the subject of numerous ab

initio molecular dynamics simulations and advanced structural characterizations

(see Sect. 6.2.2.3). Let us recall here that the local environment of Ge in amorphous

GeTe is a mix of tetrahedrally bound Ge and Ge in defective octahedral environ-

ments with bond angles close to 90�, as illustrated in Fig. 6.34 from [40]. In

distorted octahedral sites, Ge is mainly surrounded by Te, Ge-Ge bonds being

mainly present in the tetrahedra. The number of Ge-Ge bonds has thus been directly

related to the number of Ge in tetrahedral environments. Furthermore, from energy

calculations, Ge-Ge bonds are proposed to be responsible for the stabilization of

tetrahedrally coordinated Ge [27, 141].

The relaxation of the amorphous state and the resistance drift have been ascribed

to the removal of tetrahedrally coordinated Ge sites, and thus of Ge-Ge bonds,

leading to an increase in the bandgap and the removal of localized defects in the gap

[40, 141]. A different mechanism is invoked in [80]. In this model, Ge-Ge bonds in

amorphous GeTe generate free electrons that contribute to the material conductiv-

ity, and resistance drift is ascribed to the breaking of Ge-Ge bonds and to the

resulting decrease of the number of free charge carriers. Other models have been

proposed since many different types of structural defects [53] (e.g., dangling bonds,

distorted bonds, vacancies, etc.) can also introduce localized states in the bandgap

and evolve with aging. Besides, an alternative scenario was recently proposed from

atomistic simulations [179]. Resistance drift would be caused by consumption of

Ge atom clusters in which the coordination of at least one Ge atom differs from that

of the crystalline phase and by removal of stretched bonds in the amorphous

network, leading to a shift of the Fermi level toward the middle of the bandgap.

All these theoretical models involve changes of the local environment of Ge

atoms and a reduction of the number of Ge-Ge bonds during drift. To get evidence

of such structural changes, one can probe the local structure around Ge atoms by

X-ray absorption spectroscopy at the Ge K-edge on amorphous GeTe thin film

samples previously set at different resistance drift levels by thermal annealing.

Results of such a study [115] are shown in Fig. 6.35. As the resistance drift

increases (from sample D0 to sample D3), the intensity of the Fourier transforms

Fig. 6.34 Schematic

drawing of the structural

units present in amorphous

GeTe. Ge atoms are found

in (a) defective octahedra,

(b) pyramids, and (c)

tetrahedra with a Ge-Ge

bond (From [40])
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peak at 2.3 Å increases. This observation allows to conclude unambiguously that

the aging of an amorphous GeTe film is accompanied by changes of the local

structure around Ge atoms. The measured EXAFS data can be perfectly modeled

with two coordination shells Ge-Ge and Ge-Te. The mean Ge-Ge distance (RGe-Ge

� 0.247 nm) and the mean Ge-Te distance (RGe-Te� 0.262 nm) are identical, within

experimental accuracy, in all samples and are thus insensitive to drift. These

distance values are in good agreement with literature [98, 75, 32,]. Strikingly,

NGe-Ge, the Ge-Ge coordination number, is found to increase with aging and drift

of the amorphous GeTe film (Fig. 6.35b). No change of NGe-Te, the Ge-Te coordi-

nation number, is detected within the error bars. The width of the distance distri-

butions is also found independent of drift. The increase of the Fourier transform

with drift can thus be ascribed to an increase of the number of Ge-Ge bonds.

According to literature where the number of Ge-Ge bonds has been related to the

number of Ge in tetrahedral environments, this observation would mean that the

number of tetrahedra in amorphous GeTe increases with aging. By contrast, in ab

initio simulations [141], the removal of tetrahedrally coordinated Ge atoms was

found to reduce the energy of the amorphous state. Hence, a decrease of Ge-Ge

bonds would have been expected during structural relaxation. The same trend is

predicted in [40].

One possible explanation of the EXAFS results would be a clustering of Ge

atoms in the amorphous phase of GeTe during aging. The presence of Ge clusters

can explain the detected increase of the number of Ge-Ge bonds and would

introduce new states in the electron density of states (DoS) of amorphous GeTe,

hence increasing its resistivity. Formation of Ge nanoclusters has not been detected

in ab initio simulations. One reason could be that the timescale required for their

formation (which involves atomic diffusion) is not accessible to ab initio

Fig. 6.35 (a) Fourier transforms of EXAFS (extended X-ray absorption fine structure) spectra

measured at room temperature on four amorphous GeTe samples set at different aging and

resistance drift states by different thermal annealing treatments. The resistance drift increases

from sample D0 to sample D3. The sample denoted D0 corresponds to the as-deposited film and is

shown here as a reference. The three other samples have been obtained after annealing for 1 (D1),

15 (D2), and 30 (D3) min at 180 �C, i.e., 50 �C below the crystallization temperature (230 �C) of
the GeTe film, which has been capped in situ with SiN (see Sect. 6.4.2). (b) Change of the Ge-Ge

coordination number deduced from fits of the EXAFS data with the resistance drift level. The

dashed line is only a guide for the eye (Figures are reproduced from [115])
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simulations. In experiments drift times are of the order of several hours. In

conclusion, despite all these recent research efforts, no clear picture of the structural

relaxation mechanism occurring during aging of the amorphous phase of phase

change materials exists yet, and further investigations are needed.

6.4 Impact of Confinement on Phase Change Materials

6.4.1 Issues

Reduction of the programming currents in PCM cells is a major issue (see Chap. 3).

This can be achieved by optimizing material composition, for instance by doping

[50], as shown in Chap. 7. Another possibility consists in changing the memory cell

architecture. Incorporation of the phase change material in a small confined struc-

ture allows to significantly improve the efficiency of Joule heating and reduce the

RESET current with respect to the case of a usual planar mushroom cell

[64, 70]. However, in confined structures, the phase change material is in contact

with insulators (SiO2, SiN, etc.) in addition to metallic electrodes (Ta, TiN, W,

etc.), which raises new issues about impact of geometrical confinement on the

material properties and phase transformations. In this context, it is mandatory to

understand and to master interface effects due to encapsulating materials.

Numerous studies have been conducted to probe interface and size effects on

phase change materials. Crystallization has been observed in very thin films (a few

nm thick) [119, 133, 152, 161] as well as in small clusters [16, 44]. Until recently

[45, 116], no influence of encapsulating materials on crystallization of phase

change material films had been reported for thickness above 30 nm. In 30 nm

thick Ge1Sb2Te4 films, an influence of the cladding layer (SiO2, Si3N4, Ta2O5, ZnS,

or ZnS-SiO2) on the crystallization process had been evidenced, but crystallization

temperature (Tx) changes do not exceed �6 �C with respect to the SiO2 reference

case, a slightly larger effect (þ13 �C) being detected only in the case of a Si3N4

cladding layer [119]. By contrast, as shown in Fig. 6.36, strong effects have been

reported in Ge2Sb2Te5 films with thickness less than 10 nm, with a spectacular

increase of Tx (of 225 �C for a 2 nm thick film deposited on a Si substrate and

capped with Al2O3 [133] and of 150 �C for a film sandwiched between TiN layers

[152]). In the latter case, the large Tx increase has been ascribed to a compressive

stress exerted by the TiN encapsulation layers [152]. In the case of ZnS-SiO2

cladding, only small Tx changes are observed for film thickness under 10 nm,

with conflicting results: decrease [152] and increase [161] of Tx when the thickness
decreases.

From these studies, a consensus emerged that cladding materials significantly

affect the crystallization of phase change material films only for thickness under

10 nm. It must be emphasized that these studies of scaling effects in thin films did

not address the impact on crystallization of a possible interdiffusion of elements at

interfaces between the phase change material and cladding layers. However, as
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illustrated in Fig. 6.37, interdiffusion layers can exist at interfaces. Depending on

the nature of the cladding material, their thickness varies from a few Å to a few

nm. This observation raises issues about literature measurements on films with

thickness in the range [2–5 nm].

Besides, we recently observed that the crystallization temperature of 100 nm

thick Ge2Sb2Te5 and GeTe films depends strongly on the cladding material [116]

(Fig. 6.38). This effect that had previously gone unnoticed is due to a direct

influence of the phase change material interface on the crystallization mechanism.

Therefore, to bring light on size reduction effects on crystallization of phase change

Fig. 6.36 Crystallization temperature of Ge2Sb2Te5 films as a function of the film thickness and

nature of cladding layers (From [152]. Copyright © 2009 American Chemical Society). Blue

circles and crosses: films sandwiched with 20 nm thick TiN layers. Black circles: films sandwiched

with 20 nm thick (ZnS)0.85(SiO)0.15 layers. Red dots: films deposited on a Si substrate and capped

with Al2O3 from [133]

Fig. 6.37 Scanning transmission electron microscopy (STEM) images of GeTe films. (a) Amor-

phous as-deposited and (b) crystallized GeTe film sandwiched between Ta2O5 layers. Interdiffu-

sion is detected at the top interface between GeTe and Ta2O5. (c) Crystallized GeTe film

sandwiched between TaN layers. No interdiffusion is detected even after crystallization. These

images evidence the need of a careful study of interfaces between encapsulating layers and the

phase change material film prior to studying the scaling/interface effects on the phase change

material crystallization
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materials, it is mandatory to first study interface effects in relatively thick films (�
100 nm thick) before studying either clusters or ultrathin films where size effects

and interface effects are mixed. Interface effects will be discussed in Sect. 6.4.2.

Scaling effects are discussed in Chap. 8. In the perspective of technological

applications, an important issue is whether the crystallization mechanism of

phase change materials can be controlled by interface effects. The answer is

undoubtedly positive [116]. Through interface engineering, it is possible to select

whether crystallization starts from the interface or inside the material.

6.4.2 Impact of Interfaces on Crystallization Temperature
and Crystallization Mechanism of Phase Change
Material Thin Films

Studying the influence of capping materials in 100 nm thick films allows to focus on

interface effects [116]. For GeTe and Ge2Sb2Te5 films deposited by sputtering and

either left uncapped, and hence submitted to natural oxidation, or covered by a

10 nm thick capping layer (SiO2, Ta2O5, Ta, TaN, or SiN), strong differences of

crystallization temperature are detected from optical reflectivity measurements

(Fig. 6.38). A remarkable trend, common to Ge2Sb2Te5 and GeTe films, is the

existence of two sample groups: one with crystallization temperatures

corresponding to the values previously reported in the literature (~150 �C for

Ge2Sb2Te5 and ~180
�C for GeTe) and one with higher crystallization temperatures

(~170 �C for Ge2Sb2Te5 and ~230 �C for GeTe). Strikingly, the distribution of the

Fig. 6.38 Reflectivity at 670 nm as a function of increasing temperature (heating rate of 10 �C/
min) for 100 nm thick Ge2Sb2Te5 (labeled GST) and GeTe films either uncapped or capped with

different top layers. “In situ” in the sample label means that capping was made by sputtering in the

same high vacuum sputtering equipment as the phase change material film without vacuum break,

i.e., without exposing the upper surface of the phase change material to air. To facilitate their

comparison, the curves are normalized by setting the minimum value of the reflectivity to 0 and its

maximum to 1. For each chalcogenide alloy (Ge2Sb2Te5 or GeTe), the films fall into two groups:

one in which the crystallization temperature Tx (~150
�C for Ge2Sb2Te5 and ~180

�C for GeTe) is

in agreement with usual literature values and another one with significantly higher Tx values

(~170 �C for Ge2Sb2Te5 and ~230 �C for GeTe)
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films in one group or the other is only decided by the capping and is the same for

GeTe and Ge2Sb2Te5.

The analysis of interfaces between Ge2Sb2Te5 or GeTe and their capping layers

as a function of their Tx group shows that all films belonging to the low Tx group are
surface oxidized. It must be emphasized here that an “in situ” capping does not

systematically ensure the absence of oxidation. Whether or not the chalcogenide

phase change material surface has been exposed to O2 during the deposition of the

capping layer is the key parameter. The crystallization mechanisms involved are

different in films with low or high Tx, as illustrated in Fig. 6.39 in the case of

Ge2Sb2Te5 where scanning transmission electron microscopy (STEM) images

obtained at room temperature after heating to selected temperatures are compared

[116]. In the case of an uncapped, and hence oxidized, 100 nm thick Ge2Sb2Te5
film, the crystallization proceeds in two steps. The first one corresponds to the

reflectivity increase at 151 �C and is associated to a first resistance drop. It involves

surface nucleation at the upper oxidized surface of the Ge2Sb2Te5 film. After this

step, only the upper part of the film (on about 15–20 nm) is crystallized, the rest of

the film being still amorphous. In films heated to a higher temperature, the only

change is a slight growth of the crystallized part, and this until the heating

temperature reaches 168 �C, which corresponds to the onset of a second resistance

drop. Then, nuclei appear in the remaining amorphous part of the film. After heating

to 175 �C, after the second resistance drop, the film is entirely crystallized. Hence,

this second crystallization step involves nucleation inside the amorphous phase and

growth. Partial crystallization of Ge2Sb2Te5 films (corresponding to the first step

reported here) had previously been observed [57, 62, 86, 159], but the full scenario

of crystallization was not elucidated in these studies. Note that in reflectivity

measurements, only the first crystallization step is detected because of the limited

depth probed. By contrast, in a non-oxidized Ge2Sb2Te5 film, crystallization occurs

in one step and starts by nucleation inside the film volume. Only one resistance drop

is observed (around 173 �C). It coincides with the reflectivity increase. It must be

emphasized that, coherently, the one-step crystallization in non-oxidized film and

the second crystallization step in oxidized films, which both involve volume

nucleation, occur at the same temperature (�170 �C).
In summary, in Ge2Sb2Te5 films, in the absence of oxidation, nucleation occurs

inside the volume of the film, while in oxidized films, heterogeneous nucleation

occurs at the oxidized upper surface. The same conclusions apply to GeTe. In

addition, by controlling the degree of oxidation of the upper surface, one can

control the onset of crystallization. This is illustrated in Fig. 6.40 in the case of

Ge2Sb2Te5. When exposing the film upper surface to air for increasing durations

before capping, the temperature of the crystallization onset progressively decreases.

In most studies in the literature, information on the deposition method of the

capping layer is insufficient to determine whether or not the phase change material

surface has been oxidized during fabrication. Moreover, oxidation after deposition

and during resistance or reflectivity measurements could occur in the case of too

thin or porous capping layers. It must be noticed here that onset of crystallization at

a temperature ~ 150 �C for Ge2Sb2Te5 and ~180 �C for GeTe can be taken as the
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signature of an oxidized phase change material surface. Finally, studies on crystal

growth velocity in thin films have to be revisited since, in most cases, the measured

velocity characterizes crystal growth in the plane of the film. In oxidized films, this

Fig. 6.39 (a) Uncapped, and hence oxidized, 100 nm thick Ge2Sb2Te5 film. On left, resistance

(continuous line) and reflectivity at 670 nm (dashed line) as a function of increasing temperature

(heating rate of 10 �C/min). Two resistance drops are detected. The first one coincides with the

reflectivity increase. (b) 100 nm thick Ge2Sb2Te5 film protected from surface oxidation by in situ

deposition of a SiN capping layer. On left, resistance (continuous line) and reflectivity at 670 nm

(dashed line) as a function of increasing temperature (heating rate of 10 �C/min). The resistance

decreases in one step, which coincides with the reflectivity increase. (c) Room temperature

scanning transmission electron microscopy (STEM) images of the oxidized film in different states.

From left to right, amorphous as-deposited state, after heating to 151 �C (end of the first resistance

drop in (a)), after heating to 168 �C (at the beginning of the second resistance drop), and after

heating to 175 �C. A two-step crystallization process is evidenced (see text). (d) Room temperature

STEM images of the non-oxidized film. Left image: amorphous as-deposited state. Middle image:

after heating to 171 �C (corresponding to resistance and reflectivity changes in (b)), small nuclei

are detected in the volume of the film, highlighted by dashed circles on the figure. Right image: a

zoom on one on these nuclei allows to evidence crystalline planes

170 P. Noé and F. Hippert



velocity is much higher than the growth velocity in the direction perpendicular to

the film surface and besides differs probably from the growth velocity after

nucleation inside the amorphous phase.

The fact that heterogeneous nucleation at an oxidized surface occurs at a lower

temperature than nucleation inside the volume is easily understandable if the latter

nucleation is homogeneous. The nucleation barrier in a uniform substance is expected

to bemuch higher than at a surface or on defects [96]. In view of the large difference of

Tx (50
�C) between oxidized and non-oxidized GeTe films, compared to 20 �C in

Ge2Sb2Te5, homogeneous nucleation would be more difficult in GeTe than in

Ge2Sb2Te5. Why surface oxidation of chalcogenide phase change materials favors

heterogeneous nucleation is still a pending issue. An oxygen doping effect can be

excluded since oxygen, like other dopants, is known to increase the crystallization

temperature [131, 178]. Interface energy effect due to the capping layer cannot be the

leading cause since identical Tx are observed for all capping layers, provided that there
is no oxidation of the phase change material surface. Heterogeneous nucleation at the

material surface could result from the fact that oxidation of chalcogenide phase

change materials is element selective [47, 171]. Ge oxidation occurs first. Thus,

oxidation changes locally the phase change material composition, leading to the

formation of Te-rich regions under the film surface [116]. These regions could

crystallize at a lower temperature than the bulk material and act as preferential

nucleation sites. Effects of surface oxidation on crystallization have previously been

reported in other systems, such as ZBLAN glasses, with the selective formation of

ZrO2 [110] and metallic glasses in [82] and [124].

Fig. 6.40 Resistance as a function of temperature (heating and cooling rate of 10 �C/min) in

100 nm thick Ge2Sb2Te5 films either left uncapped, capped in situ with SiN, or capped with SiN

after exposure to air for either 1 h or 48 h. Upon heating, striking differences among the samples

are observed at crystallization. The temperature of the onset of crystallization decreases from

173 �C in the non-oxidized sample to 151 �C in the uncapped sample that has been left 1 month in

air after deposition. The resistance change around 330 �C, similar in all samples, is due to

transformation of the crystalline fcc phase into the metallic hexagonal phase, which is then

retained during cooling
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In conclusion, interface engineering allows one to select the crystallization

mechanism of phase change materials such as GeTe and Ge2Sb2Te5 alloys. In the

absence of oxidation, heterogeneous nucleation at the material surface is elimi-

nated, and nucleation occurs inside the volume of the phase change material. As a

result, the crystallization temperature is higher in non-oxidized film, and the

stability of the amorphous phase of Ge2Sb2Te5 and GeTe can hence be increased

by avoiding surface oxidation. This opens the route toward new PCM cell archi-

tecture with improved data retention, provided that no oxidation of the phase

change material occurs during the fabrication process.

Starting from our present understanding of interface effects in relatively thick

films, one can sketch several material issues about size reduction (PCM scaling is

discussed in Chap. 8). Size reduction effects have been mainly explored on thin

films of decreasing thickness (down to a few nm) [119, 133, 152, 161]. The

observed changes of Tx when the thickness decreases below 10 nm have been

ascribed to interface energy and/or stress effects, but the role of surface oxidation

has been overlooked. Conclusions of these studies should thus be revisited. In

particular, the increase of Tx with decreasing thickness has often been interpreted

using a model [119] that assumes bulk nucleation and is not relevant in oxidized

samples. In the literature on scaling effects, information given on the film deposi-

tion process is generally not precise enough to determine the oxidation level of the

film. However, as shown above, a Tx value close to 150 �C in thick (above 30 nm)

Ge2Sb2Te5 films and close to 180 �C in thick GeTe films is the signature of oxidized

films. This is the case for the results presented in Fig. 6.36. In an oxidized film,

changes due to oxidation extend on a few nm under the upper surface (see Figs. 6.37

and 6.39a), so that results obtained on oxidized films with thickness below 5 nm are

not relevant. Thus, the impact of scaling in thin phase change material films

deserves further investigations.

6.5 Perspectives

As discussed in the present chapter, the performances of PCM devices are intimately

related to the physical and crystallization properties of phase change materials. In

that context, a huge research effort has been devoted to understanding the phase

transformations and to identify new phase change materials with optimized prop-

erties. Continuous progresses in characterization techniques and computer simula-

tions allowed to get a better insight on the structure of the amorphous and crystalline

phases, on the origin of the resistivity contrast between amorphous and crystalline

states and on the crystallization mechanisms. The current trend for PCMs is to

confine, and also reduce, the active volume. This requires to master interface effects

and in particular to suppress or at least control oxidation effects that deeply affect

the crystallization mechanisms. Besides, the combination of a high crystallization

speed during programming and a high thermal stability of the amorphous phase at

the operating temperature is required in PCMs. In that context, studies on crystal-

lization kinetics and on the fragility of the amorphous phase still deserve further
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investigations. Last but not least, a major issue for PCM technology is the aging of

the amorphous phase and the related so-called resistance drift phenomenon. In

literature, the drift is often attributed to a “structural relaxation,” but its nature,

despite recent efforts, is still unclear. Solving this issue is required before aiming at

controlling or ideally reducing drift, in particular in small confined structures.
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115. P. Noé, C. Sabbione, N. Castellani, G. Veux, G. Navarro, V. Sousa, F. Hippert, F. d’Acapito,
J. Phys. D. Appl. Phys. 49, 035305 (2016)
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Chapter 7

Material Engineering for PCM Device

Optimization

Véronique Sousa and Gabriele Navarro

7.1 Introduction

Phase change memories (PCMs) are among the most promising technologies for

future generations of nonvolatile memories. The principal advantages of this

technology are the low programming voltages, the very short reading and program-

ming times, the good shrinking prospects, and the low manufacturing cost due to

the reduced number of required masks levels. To date, the performances of several

high-capacity demonstrators have been published: Numonyx [1] and Hynix [2]

presented a 1 GB memory, while Samsung [3, 4] reported the results obtained with

an 8 GB memory. Technology developments have also reached a high maturity

level, thus enabling the first PCM product introduction as memory chips in cell

phones [5, 6].

The operating fundamentals of a PCM device rely on the amorphous to crystal-

line phase transformation of a small volume of phase change material. PCMs owe

their success to the unique combination of properties of the phase change materials,

among which the large electrical contrast between the amorphous and the crystal-

line phase, the high crystallization speed of the amorphous phase, and the stability

of the two programmed states at the user time scale. The PCMs concept was

originally proposed in the 1960s by S. Ovshinsky [7], the first publication referring

to the alloy Ge10Si12As30Te48 as a switching material. Later, in the 1980s, research

works highlighted the ternary system GeSbTe (GST) with different compositions

located on the pseudo-binary line GeTe/Sb2Te3, allowing crystallization times as

short as a few tens of nanoseconds [8]. The stoichiometric compound Ge2Sb2Te5
was initially developed for optical discs, taking advantage of the wide optical

contrast between the ordered phases and disordered phase, before being used in
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the late 1990s for PCM memory devices exploiting its large electrical contrast. On

that date, this material had demonstrated an excellent endurance (over 1013 write/

erase cycles) as well as the ability to store multiple levels of information in a

memory [9]. However, PCM devices based on Ge2Sb2Te5 are not able to achieve

the thermal stability required for automotive applications (10 years at 150 �C) or for
pre-encoding the data before the soldering process (2 min at 260 �C). Besides, high-
performance applications require a very fast crystallization behavior, and a reduc-

tion in the programming current is desirable for the purpose of miniaturization of

the cell. In the recent years, phase change material engineering focused in the GST

system has enabled the optimization of the device performances in various direc-

tions, allowing to achieve either a reduction of the programming current, an

increase of the programming speed, or an enhancement of the thermal stability of

the programmed states. Few other investigations showed promising results in

different material systems, among which the GaSb-based materials.

In this chapter, we present the material engineering studies performed so far,

focusing on their contribution to the optimization of the PCM device performances.

In Sect. 7.2, we first review the operating fundamentals of the PCM devices. This

review allows us to highlight the phase change material characteristics, which

control the PCM device performance and reliability. This analysis points out

some conflicting material parameters, showing the necessary compromise to be

found between, for example, the switching speed and the thermal stability of the

programmed states. Then, we present state-of-the-art results from the material

engineering investigations targeting the enhancement of the PCM device perfor-

mances. After a brief review of the performances obtained with the reference

compounds Ge2Sb2Te5 and GeTe, we focus on the effect of additives which can

be added to the stoichiometric reference alloys, thus allowing to achieve a reduction

of the programming current, as well as an enhancement of the thermal stability of

the programmed state. Then, we show how nonstoichiometric GST alloys can

further be used to optimize the performances of the PCM devices. We first present

the Ge-rich GST alloys which allow to enhance the thermal stability of the

programed states and then the Sb-rich GST materials which are suitable for

applications requiring a high programing speed. To finish, we review the device

performances which have been obtained with materials outside the GST system,

among which the GaSb-based materials.

7.2 Review of the Phase Change Material Properties

Which Impact the PCM Device Performance

and Reliability

The first property of the phase change materials required for the storage of a binary

information in a PCM memory is the difference in electrical resistivity between the

amorphous phase and the crystalline phase. Figure 7.1 shows the variation of the
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electrical resistivity versus temperature for two typical phase change materials

based on stoichiometric compounds: Ge2Sb2Te5 and GeTe. The sharp drops in

resistivity observed respectively at 150 �C and 180 �C correspond to the crystalli-

zation of the materials. In both cases, the resistivity difference between the amor-

phous and crystalline phases exceeds several orders of magnitude. Figure 7.1 also

shows the variation of the optical reflectivity according to the temperature of the

initially amorphous films of GeTe and Ge2Sb2Te5, property used for reading the

information stored on rewritable optical discs. Let us recall that according to

Shportko et al. [10], the large difference between the optical and electrical charac-

teristics of the amorphous and crystalline phases of several chalcogenide materials

results from the fact that the conduction properties of the amorphous phase are

those expected for a covalent semiconductor, while the conduction of the crystal-

line phase is greatly increased by a resonant bonding effect.

The second fundamental characteristic of a phase change material is the elec-

tronic switching of the amorphous phase. As already mentioned, in the PCM

memory devices, the transition between the amorphous and the crystalline phase

is induced by the Joule effect resulting from the application of a programming pulse

to the storage element. The Joule heating of the amorphous phase is only possible,

thanks to the electronic switching behavior observed when the amorphous material

is submitted to a sufficiently high electric field. For a detailed description of this

phenomenon and its physical origin, the reader is referred to Chap. 4.

Among the performances of PCM memory devices, the stability of the two

programmed states in time and the speed of the writing process are of primary

importance. These two characteristics are mostly controlled by the crystallization

kinetics of the phase change material, and as a result, they appear as two conflicting

device characteristics. This conflict is partly solved by the dependence in temper-

ature of the crystallization speed, which helps to ensure on one side the stability of

the amorphous phase at the low temperatures used for operating and storing the

memory and on the other side a high speed of crystallization at the high tempera-

tures used for programming. However, so far, dedicated materials have been
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engineered to ensure either a high writing speed targeting, for example, high-

performance applications, or a high thermal stability of the programmed states as

required, for example, for embedded applications.

Crystallization times as small as a few nanoseconds have been demonstrated

with phase change materials, e.g., GeTe [11]. Several interpretations have been

proposed to account for these very short crystallization times [12, 13]. Note first

that the phase change materials such as Ge2Sb2Te5 or GeTe are stoichiometric

compounds for which crystallization proceeds without any change in composition.

In this case, the crystallization does not require long-distance diffusion of chemical

species, which is a priori favorable to rapid crystallization process. Furthermore, the

microstructure of the amorphous and crystalline phases plays a major role in the

rate of crystallization, as shown by the publications based on experimental and

theoretical approaches. Thus, rapid crystallization phenomenon appears to stem

from the similarities between the short-range order (SRO) of the crystalline phase

and the amorphous phase. Lencer [14] concluded from both atomistic calculations

and experimental characterizations that the amorphous and crystalline phases have

a similar energy and short-range order while having a very different density of

states, thus explaining the optical and electrical contrast between the two phases.

As we already said, one major challenge that drives the development of PCM

memories relates to improving the stability of the programmed states. For example,

the specification in data retention for automotive applications is 10 years at 150 �C.
Tougher still is the specification required in the case of pre-encoded memory

components at the wafer level: in this case, the programmed information must be

preserved during the soldering step of the component on the circuit board, which is

for 2 min at 260 �C. Indeed, the thermal stability of the SET and RESET states can

be compromised at high temperature by two physical phenomena:

• The ordering of the disordered phase material, that is to say the crystallization of

the amorphous material [15]. This crystallization is accompanied by a decay of

the resistance of the device and can lead to the loss of the high-resistance or

RESET state.

• The structural relaxation in the disordered phase material, which is accompanied

by an increase of the resistance referred to as “resistance drift” [16]. As

expected, this phenomenon is obviously observed with the devices programmed

in the RESET state in which the active material is amorphous and thus is highly

disordered. But it is also observed on the devices in the SET state in which the

material is polycrystalline. In this case, the drift of the resistance is interpreted as

the result of the structural relaxation of some amorphous residues and attributed

to the presence of grain boundaries [17]. Since it corresponds to a gradual

increase in the resistance of the devices, this can lead to the loss of the SET

state of low resistance, which will gradually get closer to the RESET state

resistance level.

Once more, we will see that these two failure mechanisms unfortunately appear

as competing phenomena: so far, experimental results have shown that materials

allowing a higher stability of the RESET state also exhibit a higher drift of the SET
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state [18]. The optimization of the thermal stability of the programmed states thus

relates to the quest for a compromise.

Reducing the programming current, and more specifically the RESET current Irst,
is another leading research axis for phase change memories. As already explained in

Chap. 9, the first solution to reduce the programming current is the miniaturization of

the memory cell. Besides miniaturization, the reduction of the RESET current Irst can
be obtained by electrical and thermal optimization of the structure of the memory

cells. Investigations have finally shown that with identical size and structure of the

storage element, the programming current can be reduced through the optimization of

the phase change material itself: lowering the melting temperature Tm decreases the

power required to melt the material [19]; increasing the electrical resistivity of the

crystalline phase ρc by composition modifications can increase the heat source [20];

SiO2 additions in Ge2Sb2Te5 are causing sharp reductions of the current Irst [21]
through the modification of the electrical and thermal properties of the material.

Indeed, the programming current depends on a number of microscopic parameters

characterizing the PCM material. We can identify these parameters through the

review of the physical phenomena involved during programming.

One has to first consider the heat source at the origin of the temperature rise in

the phase change material during the programming pulse.

Consider first the heat source at the origin of the temperature rise in the phase

change material during the programming pulse, that is to say the Joule effect, which

has been described in detail in Chap. 3. The power PPC developed in the PCM layer

is the sum of two contributions [22]: an ohmic part determined by the resistance Ron

of the material in the ON conductive state and a non-ohmic part characterized by

the holding voltage Vh:

PPC ¼ Vh � Iprog þ Ron � Iprog2 ð7:1Þ
Thus, a modification of the PCM material will affect the heat source during the

programming pulse and thus the programming current through the modification of the

resistance Ron of the material in the ON conducting state and the holding voltage Vh.

Next, consider the dissipation of heat during the RESET pulse, which can be

assessed by the heat transfer equation [23]:

ρCP � ∂T∂t þ div �k � grad Tð Þð Þ ¼ j2=σ ð7:2Þ

The dissipation of heat contains the change of energy due to the increase of the

temperature of phase change material up to the melting temperature Tm, and the

heat losses due to heat diffusion. Having reached the steady state during the first

nanoseconds of the RESET pulse, a modification of the PCM material will affect

the power required to melt the material through the modification of the melting

temperature Tm and the thermal conductivity kth [24].
Finally, it can also be important to consider the behavior of the material during

the cooling period after the RESET pulse. In the case of a phase change material
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having a high growth rate, it has been shown that a certain portion of PCM material

located at the periphery of the molten volume could be recrystallized during

cooling. The final amorphous volume is thus smaller than the melt volume, and

overheating beyond the melting is necessary to obtain a high-resistance state. For

example, the reduction of the current Iprog, following the reduction of the ratio

Sb/Te in the PCM memory cells based on germanium-doped SbTe, is attributed to

the decrease in the growth rate [25].

Aside from reducing the programming current and improving the performance in

retention, other characteristics of the PCM devices can be improved by optimizing

the phase change material. For example, it has been demonstrated that doping

added to Ge2Sb2Te5 can help enhancing the endurance. In fact, doping has been

shown to retard the formation of holes (or “voids”) and shift the positions of these

holes to the center of the phase change material layer, thereby improving endurance

by three orders of magnitude [26]. However, no details are given in the nature or

amount of the doping in those investigations.

As far as material engineering is concerned, research works have also

highlighted that the material fabrication method can be of outmost importance for

taking full advantage of the material properties. For example, in the case of doped

GST materials, Cheng and coworkers have pointed out the different device perfor-

mances obtained when the doping element is added using co-sputtering from two

targets or using a single composite target [27]. They highlight the necessity to

control the doping process at the atomic level which allowed them to achieve at the

same time on a 128 Mb test chip a high SET speed (20 ns), a high endurance (109

SET/RESET cycles), and a 65% RESET current reduction compared to un-doped

GST. The nature of the doping element is again not mentioned.

In summary, material engineering can help to optimize several PCM device

performances and reliability characteristics, among which the programming cur-

rent, the programming speed, and the stability of the programmed states. The

optimization work will also have to ensure that the overall operating characteristics

of the devices remain suitable, including the resistance window, the endurance, etc.

To date, theoretical arguments as well as experimental results show that compro-

mise will have to be done between conflicting performances and reliability char-

acteristics, thus orienting the choice of different classes of materials for different

target applications.

7.3 Optimization of PCM Devices Integrating

Stoichiometric Compounds from the GeSbTe System

7.3.1 The Reference Compounds Ge2Sb2Te5 and GeTe

In the early 1990s, the company Matsushita selling optical discs under the

Panasonic brand name raised interest in phase change materials with the
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development of the alloy Ge2Sb2Te5 which is still today the reference system for

phase change materials. This alloy has been widely used for the rewritable optical

disc of the DVD generation, allowing crystallization times of a few tens of

nanoseconds and endurance of up to 1012 write/erase cycles. The Ge2Sb2Te5
alloy corresponds to a stoichiometric compound, so that the crystallization of the

alloy proceeds without any change in composition by the involvement of a nucle-

ation process of seed crystals followed by the growth of these nuclei. It is the same

for the Ge1Te1 or GeTe binary compound in the stoichiometry which is another

widely studied material. These alloys fit therefore with the conditions of application

of the Classical Nucleation Theory (CNT) frequently used to assess the nucleation

and growth rates of a crystal within an amorphous matrix. The CNT can help us

identifying the material characteristics which control the crystallization kinetics of

the stoichiometric compounds and thus the crystallization speed and the thermal

stability of the RESET state.

In the framework of the CNT, the nucleation and growth processes take place in

a temperature range delimited by the glass transition temperature Tg, below which

there is no atomic motion, and the melting temperature Tm, above which the

crystalline phase is not thermodynamically stable. In this temperature range (Tg,
Tm), the growth process is controlled by an energy barrier which is kinetic in nature
since the crystallization is thermodynamically favorable. Nucleation is in turn

controlled by both a kinetic and a thermodynamic energy barrier. The nucleation

and growth rates exhibit both a maximum within the temperature range (Tg, Tm).
The growth rate reaches its maximum value at a temperature close to the melting

temperature, while the nucleation rate reaches its maximum value at a much lower

temperature. The analysis of the expressions of the nucleation and growth rates

given by the CNT highlights four parameters, which appear to play a major role in

the crystallization process of stoichiometric compounds: Tg, Tm, and Lf and σac [28]:

• The temperatures Tg and Tf define the temperature range wherein the nucleation

and growth are possible. Kalb et al. [29] define the reduced glass transition

temperature Trg as the ratio of the glass transition temperature (approximately

the crystallization temperature) to the melting temperature. They show that the

value Trg determines the crystallization mechanism: materials having a low

value Trg are called rapid nucleation materials since nucleation is effective

throughout the heated amorphous volume, while the materials with higher

value Trg are called slow nucleating materials and crystallized by the motion

of the amorphous/crystal interface.

• The energies Lf and σac SET the maximum amplitude of the nucleation and

growth rates. A larger value of the latent heat of fusion Lf corresponds to a

greater stability of the crystalline phase with respect to the amorphous phase,

thus resulting in a higher nucleation and growth rates. However, a larger value of

Lf is usually accompanied by a higher interface energy σca, which in fact reduces
dramatically the amplitude of the nucleation rate. It is interesting to note the

semi-empirical relationship proposed by Scapski and Turnbull [30, 31] which

shows that the ratio σac/Lf is almost constant.
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Many authors have based the modeling of the crystallization of the phase change

materials on the CNT. While acknowledging the usefulness of this approach which

can reproduce the observed phenomena, it is worth noting here the limitations of

this theory. Among the many assumptions that may be questioned, one of the

strongest is certainly to consider the different microscopic parameters as constants,

uniforms, and independent of the size of crystallites. A second limitation of this

theory lies in the difficulty of assessing some of these parameters, like the interface

energy between the amorphous and the crystalline phases σac and the viscosity

parameters.

As we have already mentioned, there are two emblematic stoichiometric com-

pounds of phase change materials: Ge2Sb2Te5 and GeTe. Figure 7.2 shows the

variation of the nucleation and growth rates as a function of the temperature for the

two reference compounds as calculated with the CNT. By applying this model, we

get for the ternary compound Ge2Sb2Te5 a high nucleation rate and for the binary

compound GeTe a high growth rate, thus reproducing the experimental character-

istics of these materials. In fact, through their crystallization characteristics, it is

customary to refer to the Ge2Sb2Te5 and GeTe compounds respectively as a

nucleation-dominated material and as a growth-dominated material [32].

The crystallization curves of these two compounds as measured by the change in

the square resistance of a thin film versus temperature (Fig. 7.1) reveal that the

crystallization temperature of the stoichiometric alloy GeTe (180 �C) is higher than
that of the Ge2Sb2Te5 alloy (150 �C). However, the activation energy evaluated by

the Kissinger method on thin films is slightly lower (Fig. 7.3).

The programming characteristics of PCM devices based on GeTe and

Ge2Sb2Te5 are shown in Fig. 7.4. Thanks to the very high growth rate of GeTe,

devices based on this compound provide a very fast programming speed, presenting

a resistance contrast over two orders of magnitude with SET programming pulses as

short as 30 ns. The figure shows, for these two reference alloys, a similar program-

ming current as well as a similar maximum temperature ensuring a retention of

10 years close to 100 �C. Thus, these alloys are not suitable for applications

requiring a high thermal stability of the programmed states, like the automotive

applications.

7.3.2 Light Element Additions in the Reference Compounds
Ge2Sb2Te5 and GeTe

Following the achievements of PCM devices based on stoichiometric compounds,

research efforts have first turn to materials derived from the two reference alloys

GeTe and Ge2Sb2Te5. We report hereafter the performances of the devices obtained

when adding light elements to the reference alloys, and the investigation performed

with composite material formed by a mixture of the reference compounds with a

dielectric material. The goal for modifying the stoichiometric compounds was
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twofold: first, interfere with the crystallization process targeting a slowdown of its

kinetics and a re-enforcement of the stability of the RESET state; second, increase

the electrical and thermal resistivity of the PCM material to reduce the program-

ming current via the enhancement of the heat source and the limitation of the heat

dissipation.

7.3.2.1 Nitrogen

The addition of nitrogen has been experimented in several phase change materials.

Nitrogen is easily introduced in the alloys by using reactive sputtering, the

sputtering gas being a mixture of nitrogen and argon. By varying the ratio of the

nitrogen and argon gas flux, the amount of nitrogen introduced in the deposited film

can be tuned.
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In the stoichiometric alloy GeTe, the addition of nitrogen generates an increase

in the crystallization temperature as well as an increase of the activation energy of

the crystallization (Fig. 7.5 and Table 7.1), thus illustrating the higher thermal

stability of the amorphous phase of the material. Material characterization includ-

ing the analysis of XPS spectra at the germanium and tellurium edges reveals that

nitrogen preferentially binds with germanium atoms (see Chap. 7). The addition of

nitrogen changes the X-ray diffraction spectra which are sensitive to the long-range

order, indicating a transition from the rhombohedra phase to the cubic phase for

nitrogen content exceeding 4%, and a decrease of the crystalline grain size. At the

same time, the EXAFS spectra show that at short distance, the structure remains
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Fig. 7.4 Programming characteristics of PCM devices integrating the reference compounds

Ge2Sb2Te5 and GeTe (© 2016 IEEE. Reprinted, with permission, from [33]) and failure time of

the RESET state versus temperature, highlighting the extrapolation of the data retention to

10 years
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Fig. 7.5 Evaluation of the

crystallization temperature

and activation energy for

crystallization for GeTe thin

films, with and without

nitrogen. (a) Square

resistance of initially

amorphous thin films as a

function of the temperature

(ramp of 10 �C/min). (b)

Kissinger representation

(© 2016 IEEE. Reprinted,

with permission, from [35])

Table 7.1 Crystallization temperature Tc, melting temperature Tm (as evaluated by DSC mea-

surements) and activation energy for crystallization EA for several GeTeN alloys

Blanket material Tc Tm EA

(N%) (�C) (�C) (eV)

0% 180 720 1.96 � 0.102

2% 219 2.54 � 0.184

4% 247 720 2.76 � 0.095

10% 269 720 2.68 � 0.150
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locally rhombohedra. These results were interpreted by a bigger disorder at long

distance accompanying the addition of nitrogen [34]. In addition, the introduction

of nitrogen leads to the disappearance of the segregation of cubic germanium at

high temperature, this resulting from the trapping of the germanium atoms in GeN

bonds.

Regarding the performances of PCM devices integrating the alloy GeTeN, the

programming current and the writing speed are shown to remain unchanged

(Fig. 7.6). The programming characteristics RI show that starting from the

RESET state, the successive transitions toward the SET and RESET states are not

as steep as for devices based on the stoichiometric alloy GeTe, illustrating that

nitrogen additions induces a strong nucleation process while the pure GeTe alloy is

essentially dominated by growth. It seems that the initial composition of the thin

films integrated in the devices is slightly enriched with germanium with respect to

the stoichiometric composition Ge50Te50. Coombs [36] showed that while the

stoichiometric alloy composition Ge50Te50 behaves as a nucleation-dominated

material, nonstoichiometric GeTe alloys exhibit a crystallization process dominated

by growth. Besides, the analysis performed on GeTeN thin film showed that

nitrogen binds to the germanium. Thus the addition of nitrogen enables the GeTe

material integrated in the devices to approach the stoichiometric composition

Ge50Te50 by forming Ge-N bonds with the excess germanium atoms, hereafter

favoring a crystallization behavior dominated by nucleation. As expected with the

increase of the crystallization temperature and that of the activation energy of

Fig. 7.6 (a) Programming characteristics R(i) of PCM devices integrating GeTeN alloys: each

programming pulse is preceded by a RESET pulse of 30 mA and duration 100 ns. (b) Variation of

the minimal resistance state as a function of the duration of the programming pulse (© 2016 IEEE.

Reprinted, with permission, from [35])

192 V. Sousa and G. Navarro



crystallization, the retention of the RESET state is largely enhanced with the

addition of nitrogen (Fig. 7.7): the highest temperature for a 10-year data retention

is extrapolated to be above 150 �C if 2% of nitrogen is added to GeTe.

Nitrogen doping was also experienced in Ge2Sb2Te5-based devices. At the film

level, an increase in the crystallization temperature is mentioned in the literature

[37]. However, no report of thermal stability enhancement of the RESET state has

been demonstrated at the device level. On the other side, nitrogen additions into

Ge2Sb2Te5 appear beneficial for the reduction of the RESET current (Fig. 7.8). The

material was further successfully integrated in a 256 Mb demonstrator [38].

Fig. 7.7 Data retention for the RESET state of GeTeN devices. (a) Variation of the RESET

resistance versus time. (b) Extrapolation to 10 years of the data retention in the Arrhenius

representation
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7.3.2.2 Carbon

In this section, we present the results obtained with the addition of carbon in the

Ge2Sb2Te5 stoichiometric compound. The material was deposited by co-sputtering

using two targets: one of Ge2Sb2Te5 and the other of carbon. The carbon content

was modulated by varying the power applied to the targets. Carbon addition in the

reference alloy Ge2Sb2Te5 has first been shown to result in a reduction of the

programming current [40]. As can be seen with the programming curves presented

in Fig. 7.9, the addition of 5% carbon in the Ge2Sb2Te5 alloy results in a significant

reduction of more than 50% of the programming current. This current reduction is

accompanied by a reduction of about 25% of the power delivered in the phase

change material PPC (Eq. 7.1).

To explain the reduction in programming power, we must consider either an

increase of the power generated by the Joule effect through an increase of the

dynamic resistance of the cell or a better thermal efficiency of the cell through a

reduction of the thermal conductivity of the phase change material. The thermal

conductivity measurements by modulated photothermal radiometry show that the

addition of carbon reduces the thermal conductivity of the Ge2Sb2Te5 alloy

(Fig. 7.10). The measurement of the IV characteristics of PCM memory cells

based on carbon-enriched Ge2Sb2Te5 demonstrates that the addition of carbon

also leads to an increase of the resistance RON of the PCM cells (Fig. 7.10). The

consideration of both the lower thermal conductivity and the higher dynamic

resistance in the simulations enables to reproduce the experimental programming

curves (Fig. 7.11).

Thus, the addition of carbon into the alloy Ge2Sb2Te5 simultaneously causes the

decrease of the thermal conductivity of the material and the increase of its dynamic

resistance. The reduction of the programming current results both from the reduc-

tion of the power required to reach the programming conditions and the increase of

the heat source generated by the Joule effect. These property changes of the alloy

Fig. 7.9 Programming characteristics of PCM devices integrating GSTC alloys and variation of

the RESET current as a function of the carbon content (Reprinted from the dissertation of

Q. Hubert [41])
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Ge2Sb2Te5 following the addition of carbon can be correlated to the reduction of the

size of crystalline domains (see Chap. 7).

Apart from the current reduction, carbon additions in phase change materials

have been shown to result in an enhancement of the thermal stability of the

programmed states [42]. Figure 7.12 shows that the addition of carbon results in

an increase in the crystallization temperature as measured on GeTe and Ge2Sb2Te5
thin films. It is noted that the addition of about 25% of carbon allows the crystal-

lization temperature of these alloys to approach the highest temperature that the

wafers will see during the fabrication, which is 400 �C. In addition to a higher

crystallization temperature, the better thermal stability of the amorphous phase is

Fig. 7.10 Result of the evaluation of the thermal conductivity by modulated photothermal

radiometry on GSTC thin films and IV characteristics of GSTC-based devices highlighting the

increase of the resistance RON of GSTC-based devices (Reprinted from the dissertation of

Q. Hubert [41])

Fig. 7.11 Experimental

and simulated programming

characteristics of GSTC-

based PCM devices. The

simulation takes into

account both the decrease of

the thermal conductivity

and the increase of the

dynamic resistance of the

devices (Reprinted from the

dissertation of Q. Hubert

[41])
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also illustrated by the slowing down of the crystallization as illustrated by a less

abrupt transition of the resistivity or the reflectivity at the crystallization.

Having demonstrated the greater thermal stability of the amorphous phase of the

Ge2Sb2Te5 compound including carbon additions, the improvement of the retention

of the devices programmed in RESET state was verified (Fig. 7.13). The electrical

results show that memory devices integrating GSTC alloys approach the specifica-

tion required for automotive applications, which is 10 years at 150 �C. However, the
thermal stability of GSTC alloys is still not sufficient to guarantee the stability of

the information during the soldering step of the memory chip on the printed circuit

board (2 min at 260 �C).
Further investigations revealed the combined effect of carbon and titanium in

GeTe- and Ge2Sb2Te5-based devices. Perniola and coworkers studied indeed the

impact of a thin titanium layer inserted between the PCM layer and the TiN

diffusion barrier [42]. This titanium layer is indeed necessary in the end product

to optimize the adhesion of the upper electrode of TiN on the phase change

material, and it has a significant impact on the crystallization of carbon-doped

Fig. 7.12 Effect of the addition of carbon on the crystallization curves of GeTe and Ge2Sb2Te5
thin films and crystallization temperature as a function of the carbon content (© 2016 IEEE.

Reprinted, with permission, from [42])

Fig. 7.13 Extrapolation at

10 years of the data

retention for GSTC devices

programmed in the RESET

state (Reprinted from the

dissertation of Q. Hubert

[41])
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alloys. Figure 7.14 illustrates the impact of a titanium layer of variable thickness on

the crystallization curves of GST and GeTe materials, doped or not with carbon. If

the addition of the titanium layer does not impact the crystallization temperature of

the un-doped alloys, there is on the contrary a significant increase of this temper-

ature in the presence of carbon. For example, in the case of GeTe alloy doped with

7% of carbon, the crystallization temperature can grow by over 100 �C in the

presence of a titanium layer of thickness 10 nm.

This increase in crystallization temperature was explained by the diffusion of

titanium in the phase change material layer: the composition profiles, as measured

by SIMS spectroscopy on a stack of GeTeC/Ti (Fig. 7.15) thin layers, reveal the

interdiffusion of the different elements after annealing at 400 �C. On the compo-

sition profiles of the GSTC-based devices, integrating a thin layer of titanium and

having been annealed at 400 �C during the final stages of manufacturing, the same

behavior already identified with the thin films is observed, that is to say the

diffusion of the titanium within the phase change material. They note here that

the titanium diffusion is also accompanied by nonuniform profiles in germanium,

tellurium, and carbon: the formation of Ti-Te bonds being favored [43], the

diffusion of titanium generating a tellurium enrichment in the proximity of the

upper electrode, and a germanium and carbon enrichment in the area close to the

tungsten contact, that is to say in the active area of the device.

Following this material analysis, the thermal stability of the devices based on

GSTC and incorporating a thin layer of titanium was investigated. Figure 7.16

Fig. 7.14 Crystallization characteristics of GSTC and GeTeC thin films deposited on Ti sublayer,

showing that the combination of carbon and titanium leads to an increase in crystallization

temperature (© 2016 IEEE. Reprinted, with permission, from [42])
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reports, for example, the result of the thermal stability evaluated at 300 �C for the

high-resistance state obtained after fabrication (Tmax 200
�C), confirming the better

thermal stability of the devices including a thin-layer titanium.

Despite the improvement in the thermal stability resulting from the addition of

carbon and a thin titanium layer, the RESET state of this type of device is not still

Fig. 7.15 SIMS profile measured in GeTeC 15% thin films deposited on a titanium layer, showing

the interdiffusion of the layers after a 400 �C anneal (© 2016 IEEE. Reprinted, with permission,

from [42])

Fig. 7.16 Variation with time of the resistance of virgin GSTC 15% devices (Tmax 200
�C), for

different thickness of the titanium capping layer (© 2016 IEEE. Reprinted, with permission, from

[42])
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sufficiently stable under the thermal budget applied during the soldering step. An

alternative solution to enable the precoding of the information was therefore

proposed (Fig. 7.17). If the RESET state is not stable enough to sustain the

soldering profile, the state obtained at the output of the fabrication process that is

called A-AD (for “amorphous as-deposited state”) has a resistance which is signif-

icantly higher than that of the crystalline state. Besides, it has the further advantage

of being stable with respect to soldering conditions during 2 min at 260 �C since

having already undergone the annealing during 1 h at 400 �C during the fabrication.

This state can be used as the pre-encoded state of high resistance. A low-resistance

state, which is called the SET-MIN state, is programmed by applying a series of

electrical pulses as shown in Fig. 7.17. Figure 7.18 shows the resistance distribu-

tions for the A-AD and SET-MIN states before and after undergoing a thermal

stress equivalent to that of the soldering conditions: the resistance of the A-AD state

Fig. 7.17 Schematic diagram of the pre-encoding method based on the high-resistive A-AD state

obtained at the end of the fabrication, and the low-resistance SET-MIN state obtained when

programming the device with a series of pulse as described on the right-hand side graph

(© 2016 IEEE. Reprinted, with permission, from [42])

Fig. 7.18 Resistance

distribution for the high-

resistance state “A-AD” and

the low-resistance state

“SET-MIN,” before and

after the application of a

thermal profile

representative of the

soldering step. (© 2016

IEEE. Reprinted, with

permission, from [42])
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is stable, while the resistance of the state SET-MIN increases only slightly with a

drift coefficient ν ¼ 0.02, leaving open a reading window of more than one order of

magnitude between these two states.

Thus, taking advantage of the increased thermal stability of the GSTC alloys, an

innovative solution to pre-encode the information before soldering the PCM chip

on the electronic board has been proposed. However, we must emphasize the major

limitation of this method which is the inability to test the functionality of the

memory cells (EWS test for “Electrical Wafer Sorting”) before precoding the

information. The method relies in fact on the use of state A-AD which is virgin

of electrical stress.

7.3.2.3 Oxygen

Oxygen doping was successfully experimented in Ge2Sb2Te5, allowing to decrease

the RESET current and still maintaining a 10-year data lifetime at 100 �C [44]. Pro-

gramming currents as low as 100 μA were obtained with a bottom electrode contact

of diameter 180 nm (Fig. 7.19). Like in the case of carbon addition, the reduction of

the programing current is attributed to the increase of both the electrical and

thermal resistances of the material.

7.3.3 Composites Materials Based on the Reference
Compounds

Investigations of nanocomposite PCM alloys have successfully been performed,

based on the addition of SiO2 inclusions into GeSbTe. The nanocomposite material

was obtained by co-sputtering. On simple pore devices, Czubatyj et al. first dem-

onstrate that SiO2 inclusions exhibit the advantage of lowering the programming

Fig. 7.19 Reset current and voltage versus the sheet resistance of GST and GSTO materials, and

data retention of cells in the RESET state at various temperature. (© 2016 IEEE. Reprinted, with

permission, from [44])

200 V. Sousa and G. Navarro



current, resulting from the increase of both the electrical and thermal resistivity of

the devices [45]. From thin-film resistivity measurements, the crystallization tem-

perature is shown to increase by about 70 �C for 15% SiO2 added into Ge4Sb1Te5.

The better thermal stability of the amorphous phase results in an increase of the data

(Fig. 7.20) retention for the RESET state of the corresponding devices (Fig. 7.21).

The data retention is in fact extrapolated to 10 years at 235 �C for 10% SiO2 [46], so

that the composite material fits both the specification for the automotive applica-

tions and for the pre-encoding of the data at the wafer level before soldering. The

performances of the nanocomposite PCM have however not yet been demonstrated

with statistical data.

Fig. 7.20 Programming

current reduction for

varying co-sputtered

percentages of SiO2 with

GST material. Reprinted

with permission from [45]

Fig. 7.21 Data retention of the RESET state highlighting the higher retention forecasted at

10 years for GST + SiO2 devices (© 2016 IEEE. Reprinted, with permission, from [46])
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7.4 Optimization of PCM Devices Integrating

Nonstoichiometric Alloys from the GeSbTe System

To further enhance the PCM device performances, GST alloys with different

compositions from the reference stoichiometric compounds have been investigated.

As an example, Lee et al. present the results obtained with 1Gb cell arrays showing

an improved thermal stability with respect to Ge2Sb2Te5 [2]: the data retention is

extrapolated to 10 years at 200 �C and a SET programming time of 300 ns is

demonstrated. While the composition of the alloy GexSbyTez is not disclosed, more

precise investigations performed throughout the GST system reveal that Ge-rich

GST alloys can target high-temperature applications, while Sb-rich GST alloys are

well suited for high-speed performances (Fig. 7.22).

7.4.1 Ge-Rich GST Alloys

In 2011, Cheng et al. paved the way for the study of the GeSbTe ternary system

toward Ge-rich compositions [47], which they hereafter further optimized with the

addition of nitrogen [48]. Focusing their attention to the pseudo-binary line

Ge-Sb2Te3, the high performance of the so-called “golden” composition was

highlighted. This germanium-rich composition was shown to particularly enhance

the thermal stability of the RESET state while maintaining a fast switching speed.

Using Ge-rich compositions, Zuliani et al. were able to demonstrate the data

retention during the typical soldering reflow temperature profile [49]. Meanwhile,

Fig. 7.22 Schematic

representation of the

GeSbTe material

engineering for PCM device

optimization
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through the study of the pseudo-binary line Ge-Ge2Sb2Te5, an interpretation was

proposed for the high stability of both the RESET and SET states [18, 50]. In the

following, we report the results of these investigations. The notation “GST + Ge x

%” refers to the nominal fraction of Germanium added to the Ge2Sb2Te5 alloy using

co-sputtering from two targets, namely, Ge and Ge2Sb2Te5.

At the film level, X-ray diffraction patterns measured on Ge-rich GST thin films

after annealing at 400 �C show the presence of two cubic phases corresponding to

the separation of Ge and Ge2Sb2Te5 phase indicated in the equilibrium phase

diagram [51]. The volume fraction of the germanium phase is, as expected, all

the more important as the germanium percentage is high. For this type of

germanium-rich GST alloys and unlike the stoichiometric compounds Ge2Sb2Te5
or GeTe presented before, the crystallization involves a local composition change

accompanying the phase separation. One can note that for equal germanium

content, the volume fraction of the germanium cubic phase is reduced due to the

addition of nitrogen, similar to the results observed for GeTeN alloy, suggesting

that a part of germanium is trapped by the nitrogen in the formation of Ge-N bonds.

The results of the thin-film characterizations confirm the greater thermal stability

of the amorphous phase with the germanium enrichment, which is illustrated by the

increase in crystallization temperature (Fig. 7.23). The addition of light elements

such as nitrogen or carbon reinforces this stability, as shown by both the increase in

temperature of crystallization and also that of the activation energy for

crystallization.

Germanium-rich GST alloys have been incorporated into an industrial test

vehicle, comprising PCM memory cell structure “wall” [49] and manufactured on

a 90 nm CMOS platform. Despite the phase separation observed when character-

izing the thin films, the devices exhibit functional RI characteristics (Fig. 7.24):

these RI characteristics show that the SET to RESET transitions are not as abrupt as

Fig. 7.23 Crystallization temperature and activation energy for crystallization of Ge-rich GST

alloys, as a function of the germanium percentage added into Ge2Sb2Te5. Nitrogen and carbon

additions are also considered (© 2016 IEEE. Reprinted, with permission, from [18])
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the one obtained with the stoichiometric compounds Ge2Sb2Te5, but the RESET

current is substantially unchanged. With respect to Ge2Sb2Te5 devices, the highest

thermal stability of the amorphous phase is illustrated by the better retention of the

devices programmed in the RESET state: for the GST alloys enriched with 45%

germanium, the extrapolation of the measurements indicates the stability of the

RESET state for at least 10 years at temperatures up to 200 �C, well above the

required specification for automotive applications (10 years at 150 �C).
Having demonstrated the excellent thermal stability of the RESET state for the

devices integrating GST enriched with germanium, the stability of the SET state is

next evaluated. The SET state shows a resistance increase over time induced by the

structural relaxation of residual disordered regions such that grain boundaries

[52]. This resistance drift has to be minimized because it may lead to the loss of

the low resistance (SET state). If the resistance drift of the SET state of the

reference phase change materials such as Ge2Sb2Te5 is negligible, Fig. 7.25

shows that it is highly accentuated by the addition of germanium. Figure 7.26

shows on the other hand the link between the value of the SET resistance and the

value of its drift: the lower the SET resistance, the lower the SET drift.

To minimize the drift of the SET state, a programming procedure able to

minimize the SET resistance level and hence the drift of the SET state was

proposed. Figure 7.27 shows that the programming procedure “R-SET”, consisting

of a RESET pulse immediately followed by a SET pulse of low intensity, allows to

achieve lower SET resistance than those obtained by the standard single-pulse SET

procedure performed at higher intensity. This effect results from the decrease of the

threshold voltage Vth of the phase change material immediately after the application

of the RESET pulse [53]. The lower threshold voltage Vth allows to program the

devices in the SET state using lower voltages and thus lower currents that prove to

be more favorable to crystallization.

Figure 7.28 confirms, as expected, that the drift of the devices programmed with

the “R-SET” procedure is lower than that of devices obtained with the standard SET

Fig. 7.24 Schematic drawing of the PCM wall storage element and data retention of the RESET

state showing the extrapolation to 10 years (© 2016 IEEE. Reprinted, with permission, from [18])
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procedure. The figure also reports for comparison the results obtained with the

application of a series of pulses of decreasing amplitude which is referred to as the

SET-MIN procedure. This procedure allows to obtain the SET-MIN state of

minimum resistance and drift, but the programming time (~15 μs) is too long to

guarantee competitive program bandwidth with respect to other nonvolatile mem-

ory technologies.

Fig. 7.26 Drift coefficient

as a function of the

programmed resistance of

the GST + Ge 35%-based

devices (© 2016 IEEE.

Reprinted, with permission,

from [18])

Fig. 7.25 Drift coefficient for the low-resistance state, evaluated with different Ge-rich GST

materials. The cells have been programmed to the minimum resistance state by the application of a

series of pulse of decreasing amplitude (“SET-SCD” procedure) (© 2016 IEEE. Reprinted, with

permission, from [18])
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As already pointed out, the hardest solicitation during which a PCM memory

must retain programmed information is the soldering step of the component on the

printed circuit board. The stability of the SET and RESET states of germanium-rich

GST devices was verified when the devices are subjected to a temperature profile

similar to the annealing performed during the soldering step (RSTP annealing for

“Reflow Soldering Temperature Profile”) and including a peak temperature at

260 �C for 2 min. Figure 7.29 shows that the two programmed states maintain a

resistance window of more than one order of magnitude after the RSTP annealing,

Fig. 7.27 Programming

characteristics of GST + Ge

devices as obtained by

single trapezoidal

programming pulses

(“STD-SET”), and

eventually preceded by a

RESET pulse (“R-SET”)

(© 2016 IEEE. Reprinted,

with permission, from [18])

Fig. 7.28 Programmed

resistance and drift

coefficient for various low-

resistance states,

programmed (a) with a

series of pulses of

decreasing amplitude

(“SET-SCD”), (b) with a

single trapezoidal pulse of

high intensity (“STD-

SET”), (c) with a RESET

pulse immediately followed

by a trapezoidal pulse of

low intensity (“R-SET”)

(© 2016 IEEE. Reprinted,

with permission, from [18])
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which validates this type of materials for embedded applications requiring

pre-programming of the memory components at the wafer level.

The functionality of the germanium-rich GST devices and even more the

endurance of this type of devices shown to reach more than 107 cycles [49] may

be surprising at first sight, given the observed phase separation at the film level. To

consolidate the electrical results, a thorough morphological analysis was conducted

by transmission electron microscopy on devices programmed into different states

(Fig. 7.30). The morphological analysis was supplemented by numerical simula-

tions, to interpret the experimental images (Fig. 7.31).

• RESET state: as expected, an amorphous dome overlooking the “heater” ele-

ment is identified on the image.

• SET state obtained with a trapezoidal pulse of high intensity: the phase change

material layer appears to be polycrystalline and several grains can be imaged in

Fig. 7.29 Resistance distribution before and after the application of a reflow soldering thermal

profile (RSTP) (© 2016 IEEE. Reprinted, with permission, from [18])

RESET

A

Amorphous

B

Cubic phase

SET at high current
with trailing edge

A

Cubic phase

B

Cubic phase

SET at low current
with trailing edge

B

Amorphous

A

Cubic phase

SET at low current
w/o trailing edge

A

Cubic phase

B

Amorphous

Fig. 7.30 Superimposition of bright and dark field TEM images for GST + Ge 45% devices

programmed to different states
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the thickness of the layer. The simulation shows that this polycrystalline struc-

ture results from the following sequence: first, during the plateau of the trape-

zoidal SET pulse, complete melting of the amorphous dome occurs; and second,

during the descent of the pulse, the recrystallization of the melted area proceeds

by the growth of the crystal grains located at the periphery of the

amorphous dome.

• SET state obtained by a trapezoidal pulse of low intensity (“R-SET” procedure):

the TEM images and the associated diffraction patterns show the presence of a

crystalline column passing through the amorphous dome. The dark field images

reveal the unique crystal orientation of this column, thus highlighting the

absence of grain boundaries along the conductive path in the R-SET state. The

simulation of this programming pulse shows that this peculiar structure results

from the following mechanism. First, the amorphous phase switches to the

conductive ON state along a filament which passes through the dome amor-

phous, thus leading to the partial melting of the material phase change along this

axis. Then, the temperature rise at the top of amorphous dome leads to the

growth of the crystal grain, which gradually proceeds toward the inside of the

Fig. 7.31 Simulation of the phase change during SET programming, performed at (a) high

intensity and (b) low intensity. The pulse comprises a plateau of duration 500 ns followed by a

trailing edge (© 2016 IEEE. Reprinted, with permission, from [54])
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dome in the direction of the heater element. This dynamic phenomenon con-

tinues for about 300 ns during the plateau of R-SET pulse, until a steady state is

reached and the growth of the column is stopped. The situation is such that at the

end plate of the R-SET pulse, the amorphous dome is crossed through by a

crystalline column, whereas a residual molten zone of reduced size (few nano-

meters) persists above the heater element. It is interesting to note that the

residual amorphous area can be imaged by TEM when observing a device

programmed with a square-shaped R-SET pulse at low current. In contrast, no

amorphous residue is visible when the R-SET pulse includes a decay time: in this

case, the residual liquid crystallizes during the falling edge of the pulse, as

confirmed by simulations.

• SET-MIN state obtained by a series of pulses of decreasing amplitude: the phase

change material appears to be polycrystalline with some large grains located in

the active area of the device. This result is interpreted as the grain ripening

induced by the successive overheating suffered at the active area during the

programming procedure.

The comparison of the morphology of the different programmed devices allows

to correlate therefore qualitatively the drift of the resistance to the presence of grain

boundaries along the conductive path: the higher the number of grain boundaries

along the conductive path, the higher is the resistance drift of the device. This

observation reinforces the interpretation proposed by Ciocchini et al. [52]

according to which the drift observed with devices programmed in the SET state

results from the structural relaxation of the residual amorphous regions, including

those located at the grain boundaries of the polycrystalline material. From an

application point of view, this study also highlights that the resistance drift of the

SET state can be minimized by programming the device with a low current

intensity.

The analysis of the elemental distribution performed by EELS mapping on such

devices shows the strong inhomogeneity in composition of the active region for the

devices programmed in the SET and RESET states (Fig. 7.32): the core of the active

zone located just above the heater element is highly enriched with antimony,

whereas the side areas appear highly enriched with germanium. The overlay of

the images showing the morphology of devices and those showing the local

composition reveals that the germanium-rich areas are crystalline. The inhomoge-

neity of the elemental composition appears overall stable throughout the memory

cell programming cycles. It is attributed to a germanium segregation phenomenon

[55]. The fact that the germanium depletion extends to the upper electrode, that is to

say beyond the active volume which is restricted to the amorphous dome during the

write/erase cycles, suggests that the segregation phenomenon largely occurs during

the first activation of the devices. Indeed, after the manufacturing process, the

germanium-rich GST devices are in a high-resistance state, because they consist

of a mixture of fine GST and Ge grains. The application of a voltage equivalent to

that of a RESET pulse results in the formation of a conductive path between the

heater element and the upper electrode, along which the phase change material gets
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melted. The periphery of the molten zone can then be seen as a germanium well due

to the segregation effect: germanium solidifies in the temperature range

640–920 �C, the solid germanium phase being in equilibrium with a liquid phase,

which is a GeSbTe alloy comprising less germanium than the initial composition of

the device. The high germanium content in the nominal alloy GST + Ge 45at%

allows to save, after this segregation effect inherent to the cell activation, an alloy

equivalent to GST + Ge 25% at the core of the cell, thus ensuring the thermal

stability of the RESET state at temperatures up to about 250 �C. Note that this

maximum temperature able to ensure the RESET state stability is very close to the

crystallization temperature of the alloy GST + Ge 25% identified at the core of the

devices (Fig. 7.23). The consistency of these results consolidates the proposed

interpretation.

The performance of these new germanium-rich GST materials was finally

validated by the integration in a 12 Mb test vehicle comprising state-of-the-art

PCM storage elements [49]. The RESET programming current of these small

devices is of the order of 400 μA. The programming cartographies confirm that a

low intensity pulse (plateau 300 ns, intensity 220 μA, and trailing edge 400 ns)

minimizes the value of the SET resistance and consequently the drift coefficient

(Fig. 7.33). Under the application of a series of successive anneals for a period of

1 h at increasing temperatures, the decrease of the resistance of the RESET state

resulting from the effect of the crystallization is observed from 260 �C, whereas the

(a) RESET state (b) R-SET state

Fig. 7.32 STEM/EELS images of GST + Ge 45% devices showing the Ge, Sb, and Te distribu-

tions in the active part of the PCM storage element (© 2016 IEEE. Reprinted, with permission,

from [50])
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SET state of low resistance is stable. The distributions of the SET and RESET

resistances assessed on the 12 Mb memory array show that the reading window is

preserved after annealing for 2 h at 230 �C and in the whole range of studied

content, or �2at% about the composition of optimized alloy, thus illustrating the

wide process window associated with this alloy (Fig. 7.34). The reading window is

preserved after at least 107 write/erase cycles, and the crystallization temperature of

the active material is seen reduced by only 10 �C after 107 cycles (Fig. 7.35).

Thus, it has been demonstrated that Ge-rich GST alloys meet the specifications

required for the embedded memory market, allowing to achieve the compromise

targeted between the programming speed, the retention of the RESET state, and the

drift of the SET state. More precisely, Zuliani et al. [56] point out that the Ge

content in Ge-rich GST alloys can be tuned according to the targeted applications.

Two different compositions are highlighted. The two alloys are both compatible

with automotive applications. On top of this, the first alloy fits with the most

challenging requirement of data retention after soldering reflow, while the second

Fig. 7.33 Programming cartographies showing that a pulse of low intensity ~220 μA with a

plateau of 300 ns and trailing edge of 300 ns allows to minimize the resistance of the device and

hereafter the drift coefficient (© 2016 IEEE. Reprinted, with permission, from [50])
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one exhibit better properties on the SET side (faster crystallization, lower SET

resistance, and higher reading window).

7.4.2 Sb-Rich GST Alloys

As opposite to the Ge-rich GST compositions which are investigated for the high

thermal stability of the amorphous material with respect to crystallization, the

Sb-rich corner of the GST system primarily attracts attention for the high crystal-

lization speed it offers. In fact and as known from material investigation originally

dedicated to optical discs, Sb-rich materials such as doped Sb69Te31 [57] or

Ge15Sb85 [58] exhibit a fast crystallization, which involves a growth-dominated

mechanism. Investigations of the Ge1SbxTe1 alloys (x > 1) further show that the

crystallization time of the alloy Ge1Sb6Te1 can be as low as 20 ns. Meanwhile, the

Fig. 7.34 Performance of a Ge-rich GST device, illustrating the high thermal stability of the

programmed states. (a) SET/RESET resistances evaluated on analytical cells after successive 1 h

anneals up to 240 �C. (b) SET/RESET distributions evaluated on the 12 Mb demonstrator after a

2 h anneal at 230 �C and for various germanium contents (�2at% from the optimized alloy)

(© 2016 IEEE. Reprinted, with permission, from [50])

Fig. 7.35 Performance of Ge-rich GST devices illustrating the endurance of the devices (© 2016

IEEE. Reprinted, with permission, from [50])
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crystallization temperature is substantially higher than that of the reference com-

pound Ge2Sb2Te5. Thus, Sb-rich alloys appear as promising materials for storage

class memories which require high-speed operation. Kim and coworkers [59] even

demonstrated a confined cell 7.5 � 17 nm whose high speed of operation (20 ns),

high endurance (extrapolated to 1015 cycles), and data retention (4.5 years at 85 �C)
allowed them to envisage the PCM technology for DRAM-type applications

(Fig. 7.36).

7.4.3 Te-Poor GST Alloys

To complete the investigation of the GST system, Boniardi and coworkers present

the performance obtained with the Te-poor family (Fig. 7.37), targeting intermedi-

ate compositions between the Ge-rich and the Sb-rich alloys previously presented

[61, 62]. Their motivation to go in the direction of Te-poor compositions was

supported by the increase of the average coordination number of the alloys, likely

having a major impact on the crystallization properties. In fact, a decreasing

tellurium content is known to result in an increased rigidity of the alloy [63], thus

likely to favor a higher stability of the amorphous phase over time. The RESET

resistance decreases with decreasing Te content, thus resulting in a smaller reading

margin. The decrease of the RESET resistance is attributed to the decrease of the

mobility gap, as illustrated by the lower activation energy for conduction. The

decrease of the mobility gap also results in a decrease of both the threshold

switching and holding voltage. As expected, Te-poor compositions result in higher

SET and RESET currents. The analysis of the injected power required to reach the

melting condition as a function of the external temperature allows to evaluate the

thermal resistance of the cell. The decrease in Te content is accompanied by a

decrease in the thermal resistance of the cell, thus highlighting the main contribu-

tion at the origin of the higher programming current (Figs. 7.38 and 7.39).

7.5 Optimization of PCMDevices Based on Other Material

Systems

Besides the GeSbTe ternary system, research efforts have also been dedicated to the

development of phase change materials outside of this reference system. At the

material level, the investigations first target the identification of compositions with

a high electrical contrast likely to result in a large reading window and with a high

crystallization temperature to ensure a high thermal stability of the amorphous

state. Few studies further try to validate the proposed material with the character-

ization of the device performances, targeting a high programming speed, a low

programing current, and a high endurance. Recently, however, remarkable results
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have been presented by Cheng and coworkers, who proposed to use doped GaSbGe

[64]. The nature of the dopant element is not revealed, but the alloy is said to lie on

the pseudo-binary tie-line Ge – Ga46Sb54. Figure 7.40 highlights the increasing

crystallization temperature with increasing Ge content, thus approaching 400 �C for

Fig. 7.36 Crystallization temperature (© 2016 IEEE. Reprinted, with permission, from [47]) and

recrystallization times (Reprinted from [60], Copyright 2016, with permission from Elsevier) of

Ge1SbxTe1 materials showing the necessary trade-off between the stability of the amorphous phase

and the high crystallization speed of Sb-rich GST alloys
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Fig. 7.37 The GeSbTe

ternary compound system

and the exploration in the

Te-poor region performed

by Boniardi and coworkers.

Reprinted from [61],

Copyright 2016. with

permission from Elsevier

Fig. 7.38 Variation of the electrical characteristics of Te-poor GST devices studied by Boniardi

and coworkers as a function of the Te content (a) set and RESET resistance, (b) activation energy

of conduction Ec for the RESET state, (c) threshold switching voltage Vth and holding voltage Vh

for the RESET state (© 2016 IEEE. Reprinted, with permission, from [62])
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the selected alloy. This alloy was further integrated in a 128 Mb PCM test vehicle

with TiN ring bottom electrodes of 20–40 nm diameter. Note that the wafers were

submitted to a 525 �C post-fabrication anneal for 2 min to enable the crystallization

of the phase change material. The electrical results displayed in Fig. 7.41 show that

the alloy enables to successfully pass the solder reflow test considering the two

programmed states. Besides, the data retention can be extrapolated to 10 years at

220 �C. Even though elemental segregation is observed in the programmed devices,

an endurance of 109 cycles is successfully demonstrated. As far as the programming

speed is concerned, a one-decade reading window is achieved using SET program-

ming pulses as short as 80 ns (Fig. 7.42). Moreover, the low values of the SET and

RESET resistance states, which are about one order of magnitude lower than that

obtained with GST-based materials, can enable a fast reading operation. Thus,

GaSbGe is the fastest material that can pass the soldering bonding criteria to date.

The main drawback of this new material appears to lie in the relatively high SET

programming current, and no results on the RESET current have yet been

published. This investigation shows that there is probably some room for new

material systems besides GST to be investigated for PCM devices.

7.6 Conclusions

Phase change material engineering can be cleverly utilized to optimize the perfor-

mances of PCM devices. However, because of some conflicting parameters like the

thermal stability of the programmed states and the programming speed, it appears

that the phase change materials need to be properly customized for a given

application.

Stoichiometric compounds like Ge2Sb2Te5 and GeTe allow short programming

times (in the order of a few tens of nanoseconds), but the thermal stability of the

programmed states is limited (about 10 years at 100 �C) due to the low

Fig. 7.39 Programming current and mower to reach the melting condition and thermal resistance

extraction as a function the Te at% (Reprinted from [61]. Copyright 2016, with permission from

Elsevier)
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crystallization temperature of the amorphous phase. The addition of light elements

into these stoichiometric alloys allows extending the temperature range in which

the programmed states are stable: for example, the addition of nitrogen into GeTe or

carbon into Ge2Sb2Te5 allows to achieve the specification required for automotive

applications (at least 10 years at 150 �C). However, the hardest specification that is

keeping the programmed states during the soldering step (2 min at 260 �C) has not
been shown to date with phase change materials based on the stoichiometric

compounds.

Fig. 7.40 Resistivity as a function of the temperature and crystallization temperature Tx as a

function of compositions in the Ga-Sb-Ge ternary phase diagram. Tx is increased by Ge and

dopants incorporation along the Ge/GaSb tie-line. The inset shows the GaSb-Ge pseudo-binary

phase diagram from [53]. © 2016 IEEE. Reprinted, with permission, from [64]
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The investigation of nonstoichiometric GST alloys allows to further extend the

performance of the PCM devices: the addition of germanium tends to increase the

thermal stability of the programmed states, while adding antimony ensures a very

high programming speed (Fig. 7.22). Thus, the stability of the programmed states

under the soldering reflow conditions which is necessary for some embedded

applications was demonstrated with Ge-rich GST alloys. On the other hand,

Sb-rich GST alloys are forecasted for being used in storage class memories.

While the GST system has been thoroughly investigated, other material systems

today appear promising to further extend the PCM device performances. This opens

new ways for future material engineering investigations targeting PCM device

optimization.

Fig. 7.41 (a) SET and

RESET resistance

distributions before (closed
symbols) and after (open
symbols) solder bonding
reflow thermal budget for

4 k cells in a 128 Mb test

chip. (b) Data lifetime for

doped GaSbTe showing the

extrapolation of the data

retention to 10 years at

220 �C (© 2016 IEEE.

Reprinted, with permission,

from [64])
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Chapter 8

The Scaling of Phase-Change Memory

Materials and Devices

Hasan Hayat, Krisztian I. Kohary, and C. David Wright

8.1 Introduction

In 1965 Gordon Moore of the Intel Corporation predicted that the number of

transistors on an integrated circuit would double approximately every 1.5–2 years

[1], so establishing the now well-known Moore’s ‘Law’ and setting a target for the

scaling of silicon-based electronic devices that designers still essentially follow

today. The scaling of Si devices over the years is encapsulated by the historic trend

in the so-called technology node, F, which has units of distance and represents the

typical device half-pitch, i.e. half the distance between identical features in a device

array (see Fig. 8.1). The smallest device size at any particular technology node is

thus 4F2, and in Moore’s day, since F was the order of several micrometres, the

smallest devices occupied hundreds of square microns. By 2016, however, most

state-of-the-art Si devices in production were being manufactured at the 22 or

14 nm nodes, giving typical device areas of around 1900 and 800 nm2, respectively.

A move towards the 10 and 7 nm nodes around 2017–2018 is expected for high-end

chips (so device areas of down to 200 nm2).

The scaling of devices generally brings with it a number of performance benefits,

in particular increased speed and lower power consumption, along with, ultimately,

a lower cost per bit to the end-user. This is true of the processor technologies for

which Moore’s Law was originally coined but also for established memory tech-

nologies such as silicon-based ‘Flash’ and DRAM (dynamic random access)

devices; it is also true, as we shall see in this chapter, of phase-change memories

(PCMs). Since, as we have already seen, silicon-based technologies can already be

scaled down to around 200 nm2 in terms of device area, any alternative memory

technology should be capable of operating at significantly smaller sizes still. In this
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chapter we will examine whether phase-change memories do indeed have such a

capability.

Since phase-change memories rely on the repeated switching of the active region

of a cell between the amorphous and crystalline states, and the ability on readout to

differentiate electrically between these switched states, a number of fundamental

questions naturally arise when we consider PCM scalability. For example, is there a

minimum size (material volume) below which phase transformations in phase-

change materials cease to be possible? Do reduced dimensions affect key material

parameters, such as crystallization and melting temperatures, crystal nucleation

rates and crystal growth velocities and thermal and electrical conductivity? And

how does the device design itself affect the achievable scalability?

We might also ask about scalability in dimensions other than the spatial. For

example, what controls, and how far can we scale down, the power consumption of

phase-change devices? It is well known that the power limiting stage as far as PCM

devices is concerned is the amorphization (or RESET) process, since this (usually)

involves the heating of (at least a portion of) the phase-change material to above its

melting temperature, which can be quite high (e.g. around 620 �C in Ge2Sb2Te5 ).

So, what material and device developments help us to reduce the RESET current?

Similarly, we should consider the scaling of switching speed. What controls the

switching speed of PCMs, and how fast can we make them?

We will address such issues in this chapter and try to answer the question of how

far, and by what means, we can scale down the size, speed and power consumption of

phase-change memory materials and devices while still retaining acceptable memory

performance, by which we mean an acceptable read window (i.e. the difference in

resistance between stored states), an acceptable device endurance (i.e. the number of

switching cycles before device failure) and an acceptable retention time (i.e. the length

of time a state may be stored and still successfully recalled) [2].

Fig. 8.1 (a) Historic trend in the semiconductor device technology node F (numbers on the plot

refer to F value in nanometres). (b) Schematic of a generic device layout showing device pitch of

F and smallest device area at node F equal to 4F2 (Reprinted with permission from [3]; copyright

AIP Publishing LLC 2010)
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8.2 Scaling of Phase-Change Materials

One of the most important aspects for the development of PCM technology

involves the memory material itself. Most technologically useful phase-change

materials are formed from binary, ternary or quaternary chalcogenide alloys,

i.e. alloys containing one or more elements from group V1A (group 16) of the

periodic table, in particular tellurium (see Fig. 8.2). Some of the most notable

phase-change materials used in applications lie on the pseudo-binary line in the

Fig. 8.2 (a) A map of Te-based phase-change materials plotted as a function of material ionicity

and hybridization (Reprinted with permission from [9]; copyright Nature Publishing Group 2008).

(b) The ternary Ge-Sb-Te phase diagramwith some popular phase-change alloys highlighted (the red

arrow indicates the trend of adding Ge to the so-called ‘golden’ composition Ge2Sb1Te2 alloy)
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Ge-Te-Sb ternary phase diagram (Fig. 8.2b) between the binary alloys Sb2Te3 and

GeTe [4]. Thus, they have compositions of the form (GeTe)m(Sb2Te3)n, with the

most well known being (GeTe)2(Sb2Te3)1 or Ge2Sb2Te5 (commonly referred to as

simply GST or GST-225) that has been used extensively in various rewritable

optical disc formats (e.g. DVD-RAM) and is also somewhat of a ‘standard’
composition for PCM applications and against which all other compositions are

compared/measured. Many other compositions, however, have also been explored

and used successfully, for example, the combined doping with Ag and In of the

binary eutectic alloy Sb69Te31 yielded the familiar Ag-In-Sb-Te (or AIST) alloy

that was also used in rewritable optical discs (specifically the DVD-RW format).

Other examples include the binary GeTe alloys [5], along with nitrogen- and

carbon-doped variations of Ge2Sb2Te5 for increased PCM thermal stability (see,

e.g. [6, 7]). The so-called ‘golden’ composition of Ge2Sb1Te2 (GST-212) is also

gaining traction since it can offer a better overall compromise of material properties

when compared to GST-225 [8]. Other notable material developments include the

so-called phase-change superlattice materials that offer the intriguing possibility of

non-melting phase transitions and so reduced switching powers (see Sect. 8.4.2).

The reason for exploring such a variety of compositions is the continual search

for the ‘perfect’ phase-change material that can offer the best overall performance

via a simultaneous combination of fast switching speeds (effectively fast crystalli-

zation), low-power operation (essentially low amorphization current), good thermal

stability (a high crystallization temperature for high-temperature operation and

extended data lifetimes) and excellent endurance (the number of switching cycles

before failure). Such performance metrics are intrinsically linked to basic material

properties including crystallization and melting temperatures, crystallization

speeds, activation energies (for phase transformations) and electrical and thermal

conductivities. When we turn our attention to the scaling possibilities and/or

limitations for PCM devices, we must consider if and how such material properties

vary as a function of size. This we do in the following sections, where we discuss

the scaling behaviour of phase-change material properties in one, two and three

dimensions.

8.2.1 Material Scaling in One Dimension

Scaling in one dimension consists essentially of reducing the thickness of the phase-

change film (while keeping other dimensions constant). The most common obser-

vation when reducing film thickness is that the crystallization temperature

increases. For example, Raoux and co-workers [10] used time-resolved X-ray

diffraction (XRD) to study the crystallization behaviour of ultra-thin phase-change

films with thicknesses in the range of 1–50 nm. Various materials were investi-

gated, including Ge2Sb2Te5 (GST), nitrogen-doped Ge2Sb2Te5 (N-GST), Ge15Sb85,

Sb2Te and Ag- and In-doped Sb2Te (AIST), with each film being sandwiched

between Al2O3 layers for oxidation protection. In all cases, films with phase-
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change layers having thicknesses between 10 and 50 nm showed little variation of

crystallization temperature with thickness, but below 10 nm the crystallization

temperature increased in some cases (i.e. for some materials) by as much as

200 �C (see Fig. 8.3). Films as thin as 2 nm for GST and N-GST, 1.5 nm for

Sb2Te and AgIn-Sb2Te and 1.3 nm for GeSb were successfully crystallized, results

that imply scaling (in 1D) of phase-change materials down to such ultra-thin

dimensions should be possible while still ensuring reversible memory switching

in device applications.

Raoux et al. found that the variation of crystallization temperature, Tx, with
thickness agrees quite well with the empirical equation

Tx ¼ Tax þ Tm � Taxð Þe�d C= ð8:1Þ
where Tax is the crystallization temperature of the bulk material or a thick film, Tm is

the melting temperature, d is the film thickness and C is a fitting constant. This

empirical equation can be related to the Gibbs free energy of the system via

Tm ¼ Tax

Soc � Soa
Sac

� �
ð8:2Þ

where Soc is the free (surface) energy of an oxide-crystalline interface and Soa and
Sac the equivalent surface energy terms for oxide-amorphous and amorphous-

crystalline interfaces. Thus, the change in crystallization temperature with thick-

ness is determined by the interfacial energies, the melting temperature and the

fitting parameter C (which is related to the average screening or bonding length

typical for the oxide encapsulating layer and the phase-change layer in its crystal-

line form – see [10]).

Fig. 8.3 (a) Variation of crystallization temperature as a function of film thickness for various

phase-change materials (Reprinted with permission from [10]; copyright AIP Publishing LLC

2008). (b) Variation of crystallization and melting temperatures (Tx and Tm) versus film thickness

for GeTe films (Reprinted with permission from [15]; copyright Elsevier 2008)
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It is clear from Eq. 8.1 that the encapsulation layer(s) are likely to play a

significant role in the crystallization behaviour of thin phase-change films. Indeed,

Simpson et al. [11] found that while TiN capping layers (TiN is a common electrode

material in PCM devices) produced similar increases in crystallization temperature

when film thickness was reduced as seen for the Al2O3 layers used by Raoux, the

use of (ZnS)0.85(SiO)0.15 capping layers resulted in no increase (even a small

decrease) in crystallization temperature as GST(�225) films were reduced in

thickness from 10 to 2 nm. Such differences were attributed to the very different

levels of compressive stress induced in the GST layer by the different capping

layers (58 and 240 MPa for (ZnS)0.85(SiO)0.15 and TiN, respectively). Thus, the

increase in crystallization temperature with reducing film thickness shown in

Fig. 8.3 appears not to be a universal observation for all encapsulating materials.

Nonetheless, Simpson et al. also found that films just 2 nm thick were still able to

crystallize, which, in terms of scaling, is the most pertinent finding.

While the variation of crystallization temperature, along with the ability to

crystallize at all, as film thickness is scaled down is a key issue, we should also

consider the variation of other important material parameters, such as activation

energy, crystallization speed and melting temperature. Activation energies are

typically accessed via measurements of the crystallization temperature versus

heating rate followed by a Kissinger analysis (i.e. fitting of the results to the

Kissinger equation). Since in the majority of cases reported the crystallization

temperature was shown to increase for thinner phase-change layers, it is not a

surprise that the activation energy (EA) for crystallization is also in general found to

increase with reducing thickness (since the two are related in the Kissinger equa-

tion). For example, Ge2Sb2Te5 showed an increase of EA from 2.86 eV to 4.66 eV

as film thickness was reduced from 20 to 5 nm [12].

Turning our attention to crystallization speed, here we have to consider both the

crystal nucleation rate (i.e. the number/unit volume/unit time of crystal nuclei that

form) and the crystal growth rate (i.e. the distance/unit time by which an existing

crystallite grows). Some materials, such as GST-225, are nucleation dominated

(i.e. tend to crystallize by the formation of many nuclei that grow and merge), while

others, such as AIST, are growth dominated (tend to crystallize by the formation of

relatively few nuclei that grow rapidly), although in reality both nucleation and

growth can happen simultaneously, and both should be considered in most mate-

rials. Since the crystallization process is also significantly affected by the type of

capping/encapsulation layers used (see previous paragraphs), it is also no surprise

that sometimes conflicting observations of the effects of film thickness on crystal-

lization speed have been reported. For example, the crystallization speed has been

observed to decrease for Ge2Sb2Te5 (sandwiched between ZnS-SiO2 dielectric

layers) as film thickness reduces, whereas for AIST it increased [13]. A fast-

growth doped SbTe alloy composition, on the other hand, showed an optimum

thickness (of 9 nm) at which crystallization speed was fastest [14]. A general

observation then is that the crystallization speed can either increase (which is

desirable) or decrease (undesirable) as film thicknesses are reduced, depending on

the phase-change material composition and capping layers.
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The melting temperature Tm also plays a key role in the operation of PCM

devices, since (at least with conventional materials) the phase-change layer has to

be heated to above Tm in order to melt- quench it into the amorphous phase. Melting

temperatures differ considerably for different phase-change alloys but are usually in

the range of 400–800 �C. There are considerably fewer studies of the effect of film

thickness on melting temperature cf. the effect on crystallization temperature, with

the most common finding being a reduction in Tm as film thickness decreases. For

example, Raoux et al. [15] found that the melting temperature of GeTe thin films

decreased as the film thickness was reduced from 10 to 2 nm (see Fig. 8.3b), while

Her and Hsu [16] reported a drop in Tm for Sb70Te30 alloys from 428 to 387 �C as

film thickness reduced from 70 to 10 nm.

Finally, in this section, we consider the effects of film thickness on thermal

conductivity, k, since the thermal conductivity in devices affects a number of

important operating parameters, such as input power required (to reach a given

temperature), heating and cooling rates, etc. In general, the thermal conductivity of

phase-change films encapsulated by dielectric and/or metal layers shows a decrease

as film thickness decreases. For example, Reifenberg et al. [17] reported k values of
0.29, 0.42 and 1.76 Wm�1 K�1 for as-deposited amorphous, fcc and hcp phases of

350 nm Ge2Sb2Te5 films reducing to 0.17, 0.28 and 0.83 Wm�1 K�1, respectively,

as the film thickness was reduced to 60 nm. However, measured thermal conduc-

tivity values are invariably affected by thermal boundary resistances (TBR, i.e. the

thermal resistance between the phase-change layer and any encapsulating or elec-

trode layers), with TBR effects becoming more important as the film thickness is

reduced, making it important to decouple properly intrinsic conductivity and

boundary resistance effects as films get thinner and thinner [18, 19].

8.2.2 Material Scaling in Two Dimensions

Material scaling in two dimensions has been studied via the fabrication and

characterization of phase-change nanowires. Such nanowires are typically synthe-

sized using the metal catalyst-mediated vapour-liquid-solid (VLS) processes, have

diameters ranging from a few tens to hundreds of nanometres and are usually single

crystal in their as-deposited state (see Fig. 8.4) [20–22].

Single-crystal GeTe nanowires (40–80 nm in diameter) have been shown to melt

at a temperature of 390 �C as compared to bulk GeTe (725 �C) [20]. A similar effect

was observed for 40–80 nm diameter In2Se3 nanowires, where the melting temper-

ature dropped from 890 �C (for bulk) to 690 �C for the smallest nanowires [23]. The

reduction of melting temperature with size is advantageous, as a reduced melting

point will consequently decrease the current and power required to amorphize the

phase-change material (during the so-called RESET process). Indeed, such a

reduction in power consumption was noted by Lee et al., for Ge2Sb2Te5 nanowires,

where shrinking the nanowire diameter from 200 to 30 nm resulted in a power

reduction factor for amorphization of over 3.5 (see Fig. 8.4b and [21]). Lee et al.
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also showed that Ge2Sb2Te5 nanowires could be repeatedly switched between

amorphous and crystalline states (over 105 times) and that they had very long

predicted data retention times, at least for larger diameters (e.g. 1800 years at

80 �C for 200 nm wires). Interestingly, in contrast to typical findings for thin-film

phase-change layers, the activation energy (for crystallization) of the Ge2Sb2Te5
nanowires decreased as the nanowire diameter decreased (for thin films activation

energy typically increases as films get thinner), a behaviour attributed to an

increased surface-to-volume ratio and heterogeneous nucleation effects in the

nanowires.

Themost interesting observation in phase-change nanowires is the phenomenon of

non-melting amorphization; while this is not necessarily a size-scaling phenomenon,

the prospect of a non-melting amorphization is particularly attractive for PCM

applications since it promises significant reductions in power consumption. Nam

et al. demonstrated such a non-melting crystal-to-amorphous transformation process

in single-crystal Ge2Sb2Te5 nanowires, a process explained in terms of the formation

of disorder via the build-up of electrically driven dislocations [24]. The same research

group also showed that by the control of defect formation using ion implantation,

non-melt-quenched amorphization in GeTe nanowires could be successfully induced,

resulting in very significant reductions in the amorphization (RESET) current and

current densities (and hence powers) as compared to a melt-quenched approach. For

example, ion-implanted GeTe nanowires of size 80 � 80 nm2 showed RESET

currents and current densities of only 8 μA and 0.13 MAcm�2, respectively, com-

pared to currents of many hundreds of μA and current density of at least 50 MAcm�2

for notionally identical nanowires amorphized by melt quenching (see Fig. 8.5 and

[25]).

Nanowire-type size scaling has been taken even further by Giusca et al. who

used carbon nanotubes (CNTs) as templates, growing ultrasmall GeTe nanowires of

Fig. 8.4 (a) SEM image of as-grown Ge2Sb2Te5 nanowires. (b) The variation in amorphization

current and power as a function of Ge2Sb2Te5 nanowire diameter (Reprinted with permission from

[21]; copyright Nature Publishing Group 2007)
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diameters< 2 nm inside (see Fig. 8.5b [26]). Such templated nanowires were found

to crystallize and display amorphous-to-crystalline phase changes on these sub-2 nm

sizes, demonstrating quite clearly the promising potential for phase-change devices

to be scaled to ultrasmall dimensions.

Fig. 8.5 (a) Amorphization current densities in GeTe nanowires; circles show conventional

nanowires having a melt-quenched amorphization process, and diamonds and triangles show

results for nanowires defect-engineered to provide non-melt-quenched amorphization (numerical

values adjacent to specific data points show nanowire device contact area and reset current

amplitude) (Reprinted with permission from [25]; copyright Nature Publishing Group 2016). (b)

GeTe nanowires grown inside a 1.3 nm CNT template (Reprinted with permission from [26];

copyright American Chemical Society 2013)
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8.2.3 Material Scaling in Three Dimensions

Scaling in three dimensions has been studied via the deposition and characterization

of phase-change nanoparticles and nanoclusters of various types (see, e.g. Fig. 8.6).

For example, Ge2Sb2Te5 nanoparticles of sizes ranging from 4 to 50 nm in diameter

were fabricated in several studies via laser ablation techniques [27–30], while the

fabrication via e-beam lithography of Ge2Sb2Te5, nitrogen-doped Ge2Sb2Te5,

Ge15Sb85, Sb2Te and AIST nanoparticles (in the size range 20–80 nm, encapsulated

by 8 nm Al2O3) has been reported by Raoux et al. [31]. X-ray diffraction (XRD)

measurements by Raoux et al. showed that all the fabricated nanoparticle arrays

crystallized at temperatures similar to those of similarly prepared blanket films,

Fig. 8.6 (a) TEM image of an annealed (crystallized) GeSb nanoparticle (Reprinted with per-

mission from [31]; copyright AIP Publishing LLC 2007). (b) Variation of crystallization temper-

ature with nanoparticle diameter for ultrasmall GeTe nanoparticles (Reprinted with permission

from [33]; copyright Royal Society of Chemistry 2009). (c) TEM images of as-deposited amor-

phous Ge2Sb2Te5 nanoclusters (Image provided courtesy of Giada Ghezzi (CEA Leti) and Robert

Morel (CEA Inac) and taken from [35])
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except for the case of Sb2Te which crystallized at a temperature 40 �C higher than

its blanket film counterpart. However, on shrinking the nanoparticles still further to

15 nm and below (in subsequent studies) using a self-assembly approach [32], the

same group found that crystallization temperatures increased as compared to the

bulk values (in line with results found for ultra-thin films, see Sect. 8.2.1). Such

increases in crystallization temperatures (cf. bulk values) with shrinking nanopar-

ticle size were also seen by Caldwell et al. [33] for GeTe, where nanoparticles as

small as 1.8 nm were observed to have a crystallization temperature more than

double that of the reported bulk value (see Fig. 8.6b). Caldwell et al. predicted using

these results that somewhere not much below 1.8 nm is, approximately, the ultimate

scaling limit for GeTe phase-change materials, since at such ultrasmall sizes, the

crystallization and melting temperatures will coincide, and the material will never

crystallize but will rather transition directly from the amorphous phase to the

melted phase [33].

While many of the nanoparticles discussed above were prepared using some

kind of lithographic or self-assembly approach, Ghezzi et al. reported the direct

gas-phase sputter (condensation) deposition of Ge2Sb2Te5 nanoclusters [34]. Such

nanoclusters are almost spherical in shape, had a diameter of ~6 nm and were

embedded within a layer of alumina, yielding well-defined, contaminant-free and

isolated clusters. XRD studies showed that the as-grown clusters were amorphous

in phase but transformed on heating to the cubic fcc phase (with a crystallization

temperature of ~180 �C, some 25 �C higher than a 10 nm thin film of the same

composition), demonstrating clearly the potential for phase-change switching in

volumes as small as ~100 nm3.

The experimental results discussed above point to minimum nanoparticle sizes

of around 1–2 nm in order to achieve proper crystallization in a wide range of

phase-change materials (with the actual minimum value dependent on the actual

material used, the type of encapsulation layer, substrate type, etc.). Such a value is

very similar to the stable crystallite cluster size, nc, obtained via classical nucleation
theory and resulting from a balancing of volume and surface energies present when

a crystallite grows in an amorphous matrix and is known to occur when (for

spherical crystallites)

nc ¼ 32π νm2 S3

3Δγ3
ð8:3Þ

where vm is the volume of the crystalline ‘species’ (e.g. a ‘monomer’ of Ge2Sb2Te5,
GeTe, etc.), S is the interfacial surface energy density between the amorphous and

crystalline phases and Δγ is the bulk free energy difference per ‘monomer’. The
parameters in the above equation have been previously estimated for Ge2Sb2Te5
[36] and lead to a variation of the minimum stable crystallite size as a function of

temperature as shown in Fig. 8.7, where it can be seen that (spherical) crystallites of

around 1–2 nm are predicted to be stable for temperatures up to around 400 �C [37].

Interestingly, atomistic molecular dynamics simulations based on density func-

tional theory have also predicted the critical crystal nucleus size in Ge2Sb2Te5 to be
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of similar order to that predicted by the much simpler classical nucleation theory.

Specifically Lee and Elliott [38] simulated the formation and growth of crystalline

clusters (see Fig. 8.7b) in amorphous Ge2Sb2Te5 upon thermal annealing (at 600 K

or 337 �C) and found that once the size of clusters became larger than approxi-

mately five to ten connected (GeSb)4Te4 cubes (which would occupy a volume of

around 1.5–3 nm3), they successfully started to grow, rather than decay. Further-

more, Simpson et al. [11], using reasoning based on resonant bonding and the

minimum number of vacancies needed to ensure crystallization of Ge2Sb2Te5 in the

cubic (fcc) phase, argued that the minimum volume required for memory operation

(for Ge2Sb2Te5) is 1.7 nm3. Thus, there seems, at least for Ge2Sb2Te5, unanimity

via various theoretical approaches with regard to the smallest volume of material, at

~2 nm3, that could provide phase-change memory functionality, and this value

agrees well with experimental studies of the crystallization processes in phase-

change nanoclusters.

8.3 Scaling of Phase-Change Memory Devices

From the experimental and theoretical studies discussed in Sects. 8.2.1, 8.2.2, 8.2.3,

it is evident that phase-change materials have the capability to operate down to very

small dimensions, indeed, down to volumes of only a few cubic nanometres. This is

most promising in terms of the future development of PCM devices. However, the

development of real devices on such size scales is not straightforward, in particular

Fig. 8.7 (a) Predicted (via classical nucleation theory) minimum stable crystallite cluster size for

Ge2Sb2Te5 as a function of temperature (Reprinted with permission from [37]; copyright IEEE

2006). (b) Atomic configurations during the crystallization process in amorphous Ge2Sb2Te5 and

the evolution of structural units on annealing at 600 K. (top left) Formation of structural units

during the incubation period: a significant number of fourfold rings (silver) exist, but only a few

planes (green) or cubes (red) are formed occasionally; (bottom left) development of ordered layer

structures at the crystallization site; (top right) a cube cluster and planes extending from the cluster

interface; (bottom right) completely crystallized phase with a crystal-glass interface (Reprinted

with permission from [38]; copyright American Physical Society 2011)

234 H. Hayat et al.



if the goal is that of commercially viable device designs. In this section, therefore,

we examine the design and development of phase-change memory devices, con-

centrating in particular on approaches that are used to decrease device size,

decrease the switching current and power and increase the switching speed.

8.3.1 The PCM ‘Mushroom’ Cell

A typical PCM cell consists of the active phase-change material (e.g. GST)

sandwiched between two metal electrodes (e.g. TiN and W) and insulated from

adjacent cells using a dielectric material such as SiO2. The most established structure

in this regard is the so-called ‘mushroom’ (or ‘lance’) cell, for which a schematic and

TEM image is shown in Fig. 8.8 and in which the phase-change material and top

electrode are planar layers deposited and patterned on a pillar-like bottom ‘heater’
contact. Note that this bottom contact is usually fabricated from doped TiN and has a

higher electrical resistance (and lower thermal conductivity) compared to usual metal

electrode materials. In normal device operation, a portion of the phase-change layer

sitting directly on top of the heater contact is switched between the amorphous and

crystal phases by appropriate electrical excitations (RESET and SET pulses, respec-

tively), such that the active region within the phase-change layer and the heater pillar

resemble a mushroom in shape, hence the name (see the blue- and orange-shaded

regions in Fig. 8.8a and the amorphized dome in TEM image of Fig. 8.8b).

The use of the pillar-type contact in the mushroom cell is attractive since, as is

obvious from Fig. 8.8, it helps to limit the volume of phase-change material that has

to be melted/amorphized and recrystallized, thus also limiting the RESET current

and power and increasing the recrystallization speed. The obvious question that

follows is how far, practically, can mushroom-type cells be scaled down in size, and

what effect does such shrinking have on device performance?

Fig. 8.8 (a) Schematic of a typical mushroom cell structure widely used for PCM devices (and

schematic of write and read pules). (b) TEM cross-section of a mushroom-type PCM showing the

rounded amorphous dome formed above the heater (Reprinted with permission from [39]; copy-

right AIP Publishing LLC 2011)
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8.3.1.1 Analytical and Numerical Studies of Scaling in PCM

Mushroom-Type Cells

One of the first scaling studies of mushroom-type PCM cells was reported by

Pirovano et al. in 2003, using GST-225 for the phase-change layer [40] (see also

Chap. 4). Assuming isotropic scaling (i.e. assuming that the heater contact diame-

ter, the height of the heater pillar and the thickness of the phase-change layer all

scale linearly by a factor k (where k > 1) as the device shrinks), then key device

parameters were predicted to scale as shown in Table 8.1.

The scaling behaviour shown in Table 8.1 can be explained by a simple

analytical model (see also discussion in Chap. 4) for the programming (RESET)

of a PCM mushroom cell, as expounded by Russo et al. [41]. The model is based on

an ohmic representation of the cell, as shown in Fig. 8.9. It assumes that the main

contribution to overall heating occurs within a (hot) region of diameter D close to

the phase-change layer/heater interface. In this framework, the temperature T in the

hot region during the current pulse can be calculated as

Table 8.1 Scaling of PCM

device operating parameters

as the device is scaled

isotropically in size by the

factor k (for k > 1)

Device parameter Scaling factor

Heater contact diameter 1/k

Heater contact area 1/k2

Phase-change layer thickness 1/k

Heater height 1/k

Thermal resistance k

SET resistance k

RESET resistance k

ON-state resistance k

Programming (RESET) current 1/k

Programming voltage 1

Programming power dissipation 1/k

Fig. 8.9 Schematic of a

PCM cell showing key

geometrical and physical

parameters used in the

analytical scaling study

(Reprinted with permission

from [41]; copyright IEEE

2008)
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T ¼ T0 þ βPGENR
th ð8:4Þ

where T0 is ambient (room) temperature, PGEN is the dissipated power within the

cell, Rth is the overall thermal resistance from the hot spot to the heat sinks (at T)
and β is the fraction of total power dissipated in the hot region. PGEN in turn is given

approximately by

PGEN ¼ RONI
2 ð8:5Þ

where RON is the (electrical) resistance of the cell during programming. RON is

given by the serial combination of the heater resistance, Rh, and the phase-change

layer resistance, Rc, i.e.

RON ¼ Rh þ Rc ð8:6Þ
The thermal resistance, Rth, on the other hand, is given by the parallel combi-

nation of the thermal resistance of the phase-change layer, R th
c , and that of the

heater, R th
h (since heat can flow towards both top and bottom electrodes simulta-

neously), i.e.

1

Rth
¼ 1

R th
h

þ 1

R th
c

ð8:7Þ

The melting current Im then follows from Eq.(8.5), substituting for PGEN from

Eq.(8.4) with T ¼ Tm and Rth from Eq.(8.7) to yield

Im ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tm � T0

βRON

1

R th
h þ R th

c

� �s
ð8:8Þ

To determine how Im (and thus the RESET current) scales with the scaling factor

k, we need in turn to determine how R th
h , R

th
c and RON all scale with k. The heater

thermal resistance can be written (by analogy with electrical resistance R ¼ ρL/A)
simply as

R th
h ¼ 1

θh

Lh
πr2h

ð8:9Þ

where θh is the heater thermal conductivity, rh the heater radius and Lh its length.
The thermal resistance presented by the phase-change layer can be found by

calculating the heat flow towards the top electrode (the top thermal contact). By

assuming the heat flows in a truncated cone of base diameter equal to that of the hot

spot (D) and having an angle of 45
�
(see Fig. 8.9), then R th

c can be calculated from

R th
c ¼ 2

ZLc
0

1

θc

1

π D=2þ xð Þ2 dx ð8:10Þ
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where θc is the thermal conductivity of the phase-change layer and Lc its thickness.
Solution of the integral in Eq.(8.10) yields

R th
c ¼ 1

θc

4Lc
πD Dþ 2Lcð Þ ð8:11Þ

Similarly, the electrical resistance of the heater is simply

Rh ¼ ρh
Lh
πr2h

ð8:12Þ

where ρh is the heater’s electrical resistivity. The resistance of the phase-change

layer can be given by analogy with Eq. (8.11), replacing D with the electrical

contact diameter (i.e. the diameter of the heater, ϕ), such that

Rc ¼ ρc
4Lc

πϕ ϕþ 2Lcð Þ ð8:13Þ

Inspecting Eqs. (8.9), (8.11), (8.12) and (8.13), we can see that as Lh, Lc and ϕ (¼
2rh) are all scaled isotropically as 1/k (and note that D scales isotropically too), then

R th
h , R

th
c and RON (where RON ¼ Rc + Rh) will all scale as k. Thus, from Eq. (8.8) it is

easy to that, under the conditions of isotropic scaling of the PCM cell by a factor k,
that the melting current Im must scale as 1/k, as shown in Table 8.1.

Similarly, since the melting voltage Vm is given simply by

Vm ¼ ImRON ð8:14Þ
and the power by

Pm ¼ VmIm ð8:15Þ
we see that the melting voltage is constant with scaling (Im scales as 1/k, RON scales

as k), while the power dissipation for melting scales as 1/k (Im scales as 1/k, Vm

independent of k). The key role played by the scaling of the contact area (and

consequently the volume of phase-change material that undergoes melting) in

reducing melting currents and powers (and hence RESET currents and powers) is

thus clearly evident, even from a simple analytical approach such as that presented

above.

Pirovano [40] and Russo [41] used analytical models such as those above,

backed up by numerical electrical and thermal simulations, to predict the variations

of key device operating parameters as device sizes shrink. Typical results, assuming

a GST phase-change layer and a TiN heater, are shown in Fig. 8.10 (taken from

[41]) where the values of RON and Im are shown as a function of the technology

node, F, down to the 16 nm node (note that in Fig. 8.10a, ϕ is the heater contact

diameter (¼ 2rh)). It is clear that shrinking of the device leads to improved

performance in key areas, in particular the reduction of the melting (RESET)
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current, which drops from over 500 μA at the 90 nm node (heater diameter of 56 nm

or ~2500 nm2 heater contact area) to under 100 μA at the 16 nm node (heater

diameter of 10 nm or ~80 nm2 heater contact area). The fact that the operating

characteristics of PCM devices improve as the devices become smaller is one of the

most attractive features of this technology – things get better as we make them

smaller.

Of course isotropic device scaling of the mushroom-type cell is not the only

approach to reducing critical operating parameters, such as the RESET current;

there is also the possibility of cell geometry optimization, the use of alternative cell

designs as well as the use of alternative materials. Let’s consider first an approach

based on possible optimizations of the mushroom cell geometry. In the isotropic

scaling discussed previously, the phase-change layer thickness (Lc), the heater

length (Lh) and the heater contact diameter ϕ were all scaled simultaneously by

the same factor. However, this need not be the case. One form of non-isotropic

scaling is to keep Lc and Lh constant while reducing the heater contact diameter ϕ
(note that ϕ is the key lithographically limited dimension). Results for this case are

also shown in Fig. 8.10, where it can be seen that additional benefits, in terms of a

stronger reduction in the melting current with decreasing technology node, are

possible. It should however be noted that we cannot allow Lc and Lh to take on

arbitrary values just so as to reduce Im. This is due to both manufacturing limitations

and, importantly, the effect that Lc and Lh have on the resistance of the PCM cell

(see Fig. 8.11), in particular the resistance, RSET, when the cell is in the crystalline

state. This is because the value of RSET affects the size of the readout current; the

higher RSET, the smaller the readout current and the longer it takes to sense the state

of the cell during readout [42]. Since the values chosen for Lc and Lh will also alter

the thermal (in addition to electrical) resistances, as is evident from Eqs. (8.6) to

(8.9), they also affect very considerably the temperature distribution in the cell, as

Fig. 8.10 (a) Variation of PCMmushroom-type cell ON resistance as a function of the technology

node size (F); two cases are shown assuming isotropic and non-isotropic scaling (see text).

Numerical values for ϕ refer to the heater contact diameter. (b) Variation in the melting

(RESET) current as a function of the technology node (F) (Both reprinted with permission from

[41]; copyright IEEE 2008)
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shown in Fig. 8.11b. Note that the ‘optimum cell’ shown in Fig. 8.11b (and where

the hot spot is located close to the heater/phase-change layer interface) is the

structure chosen for the isotropic scaling study, the results of which are shown in

Fig. 8.10.

Another important consideration when device sizes shrink is the possible effects

of thermal crosstalk, i.e. the thermal disturbance effects that programming of one

cell might have on adjacent cells. Such ‘parasitic’ heating could lead to the partial

recrystallization of an amorphous bit, building up over many cycles to the unwanted

erasure of data. Fortunately it was shown by Russo et al. [43] that isotropically

scaled PCM mushroom-type devices can be expected not to suffer from any

significant thermal crosstalk problems, although non-isotropic scaling approaches

could cause problems.

Despite the relative maturity of the mushroom-type PCM cell, it appears that the

smallest of such cells to have been successfully fabricated to date (or at least the

smallest that have been publicly reported) are at the 90 nm node, with a

corresponding heater contact diameter of approximately 60 nm [44]. In similar

vein, most scaling studies, such as those discussed above, have been either analyt-

ical in nature or have not addressed the likely performance of mushroom cells for

sub-10 nm heater sizes. In an attempt to redress this omission, we ourselves have

recently used a physically realistic computational model that combines electrical,

thermal and phase transformation simulations to assess the likely performance of

ultrasmall GST-based PCM mushroom cells [45]. The electrical and thermal

models are implemented using finite element software (COMSOL™) and solve,

simultaneously, the Laplace and heat diffusion equations to calculate at each time

step and for any given electrical excitation the 3D (or pseudo-3D, i.e. 2D with

assumed cylindrical symmetry in the case of the mushroom-type cell) temperature

distribution throughout the cell. This temperature distribution drives a phase trans-

formation model, for which we use a Gillespie Cellular Automata (GCA) approach

Fig. 8.11 (a) The variation of melting current, Im, as a function of heater length, Lh, for a fixed
heater diameter of 30 nm and for a range of cell SET resistances, RSET (the thickness, LC, of the
phase-change layer, GST in this case, was varied to maintain a constant RSET as Lh varied). (b)
Simulated temperature distributions in mushroom-type PCM cells (each subject to their own

individual melting current) with different Lc and Lh sizes (Both reprinted with permission from

[41]; copyright IEEE 2008)
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that combines thermodynamic features of rate-equation methods with elements

from probabilistic cellular automata (PCA) and phase-field models and uses the

Gillespie algorithm for efficient time-stepping. Our GCA model has been previ-

ously described in detail [46] but in summary considers a homogeneous, isotropic

material in a square lattice where the state of the material is described through a set

of points in the lattice that can be either crystalline or amorphous. The state of each

point (i,j) in the lattice is described by two quantities: rij, the phase of the (i,j) site
(which takes the values 0 and 1 for amorphous and crystalline, respectively), and

Φij, which defines an orientation (with two adjacent crystalline sites belonging to

same crystallite (crystal grain) if they have the same orientation). The local changes

that can occur are defined by three events: nucleation, where site (i,j) and an

adjacent site, originally both amorphous, become a single crystallite; growth,

where site (i,j), originally amorphous, becomes attached to an adjacent crystal;

and dissociation, where site (i,j), originally crystalline, detaches from the crystal of

which it is a part of to become amorphous. The rate at which each of these three

events occurs is determined by the system energy, which is usually described in

terms of the Gibbs free energy G, where G ¼ (AS – Vg) and A and V are the surface

area and volume, respectively, of a crystal cluster, S is the surface energy and g the
bulk free energy difference between phases. The bulk energy difference term g is

considered to be purely temperature dependent (e.g. as g(T)¼ Hf (7 T/Tm)[(Tm�T)/
(Tm + 6 T)] where Hf is the enthalpy of fusion and Tm is the melting point [36].

The form of mushroom cell simulated is essentially that shown in schematic in

Fig. 8.9 and having a heater diameter φ (radius rh), a phase-change (GST) layer

thickness of Lc and with the horizontal extent (width) of the phase-change layer

being w. Typical outputs from the simulations are shown in Fig. 8.12. Here we see

the form of the amorphized and subsequently recrystallized regions as the cell is

scaled down in size (specifically as the heater is scaled down from 100 nm in

diameter to 6 nm while keeping the scaling factors of Lc/φ and w/Lc constant) and
for electrical RESET and SET pulses of 2.5 V/40 ns and 1.5 V/100 ns, respectively

(and with rise/fall times of 15/5 ns and 30/30 ns, respectively). It is clear from

Fig. 8.12 that both RESET and SET processes were able to be carried out success-

fully for heater sizes of only 6 nm. In addition, the RESET currents were dramat-

ically reduced as the cell scaled down in size, from over 1 mA for the largest cell

(100 nm heater diameter) to less than 20 μA for the smallest, i.e. 6 nm heater

diameter, cell. For the range of heater contact diameters shown in Fig. 8.10

(i.e. 56 nm–10 nm), the RESET current values for the physically realistic simula-

tions of Fig. 8.12 varied from approximately 485–40 μA, in good agreement with

the simpler (thermal and electrical only) simulations of Fig. 8.10. Note however

that to achieve successful amorphization for heater sizes below 15 nm in the results

of Fig. 8.12, we had to include a thermal barrier layer (see Sect. 8.4.1) at the top

electrode to enable the melting temperature to be reached for reasonable voltages. It

should also be pointed out that the resistance window (i.e. RRESET/RSET) decreased

as the cell shrunk, and the SET resistance increased to relatively large values, both

disadvantageous in terms of the veracity and speed of the readout process.
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The various scaling studies discussed in this section show that PCM mushroom-

type cells do indeed have the potential to be scaled down to very small dimensions

and that in doing so, high programming currents and other device challenges (such

as thermal crosstalk) can be overcome by using both isotropic and non-isotropic

scaling approaches. In the following section, we review some of the progress that

has been made experimentally in realizing such scaled-down mushroom cells.

8.3.1.2 Experimental Scaling of PCM Mushroom-Type Cells

The first widespread reports on the performance of commercially viable PCM

mushroom-type cells appeared for the (F¼) 180 nm node in the late 1990s and

early 2000s. Not surprisingly for such relatively large cells, key operating charac-

teristics such as the RESET current were relatively poor, for example, a RESET

current of around 1 mA in [47]. However, even as early as 2003, experimental

mushroom cells with much improved performance were demonstrated, such as a

Fig. 8.12 (top) Simulated amorphization of a PCM mushroom-type cell at the end of the RESET

process for various levels of device scaling (numbers at the top and bottom of plots show the GST

width wc and the heater radius rh, respectively, both in nanometres); blue and brown colours show

amorphous and crystalline phases, respectively. (bottom) Recrystallization of the amorphized

regions shown at the end of the SET process; multiple colours reflect crystalline grains with

different orientations (note that for the smallest heater sizes, the cell recrystallizes by growth only

from the pre-existing amorphous to crystalline boundary)
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65 nm node cell with 50 μA RESET current by Pirovano et al. [40]. Interestingly,

Pirovano in the same work also showed a factor of �2 reduction by moving from a

mushroom cell design to its effective ‘pore’ cell complement, showing that

switching current and power reductions could be achieved by judicious device

engineering as well as via simple scaling (note that we will return to pore cells in

Sect. 8.3.2.2).

Product-style PCM memories fabricated at the 90 nm mode were first revealed

around 2006, with, as expected, significantly improved performance as compared to

180 nm node devices. For example, Pellizzer et al. [44] demonstrated arrays of

mushroom-type PCM cells having RESET currents of around 700 μA for a heater

contact area of approximately 3000 nm2 (i.e. a heater diameter of around 60 nm)

and a complete cell area (including the selector devices, etc.) of 12F2. More

recently IBM have demonstrated 90 nm node mushroom-type PCM cells that can

successfully be used to store and recover up to 3 bits (or eight separately differen-

tiable resistance levels) per cell (see Fig. 8.13), significantly enhancing the potential

storage capacities of phase-change memories [48]. Interestingly the same 90 nm

node mushroom-type cells have also been used to demonstrate some of the other

remarkable functionalities offered by phase-change devices, including arithmetic

processing [49] and even the development of neuronal mimics for brain-like

processing [50].

Beyond (i.e. smaller than) the 90 nm node, the simple mushroom cell has not

been extensively utilized for product-oriented PCM memory development; rather

variations of it, such as the μTrench [51], dash-type [52, 53] and pore cells, have

predominated (see, e.g. [54]). Such cell designs are discussed in the following

sections.

Fig. 8.13 (a) A 90 nm node mushroom-type PCM as developed by IBM to deliver multilevel

storage capability of up to 3 bits per cell. (b) Programming current versus resistance curve for

multilevel operation showing use of partial RESET to provide multiple resistance levels (Both

reprinted with permission from [48]; copyright IEEE 2016)
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8.3.2 Scaling in Other Product-Oriented PCM Cell Designs:
The μTrench, Dash-Type, Pore and Crossbar Cells

8.3.2.1 The μTrench and Dash-Type Cell

The μTrench structure reduces the switching volume in the phase-change cell by

depositing the phase-change layer into a lithographically defined trench that inter-

sects with a thin, vertical heater electrode [51]. At the 90 nm node, such cells could

be programmed (RESET) with a current of around 400 μA, compared to around

700 μA for a mushroom cell fabricated at the same technology node. A later variant

of the μTrench, the so-called ‘wall’ structure, was successfully used to develop a

1Gbit PCM array at the 45 nm node (with an effective cell size of 5.5F2) and a

RESET current of 200 μA [55].

The dash-type cell (see Fig. 8.14), developed by Samsung, is fabricated by first

forming a sidewall electrode, recessing the electrode vertically and filling the

recessed volume with phase-change material and then (after removal of any

phase-change material from the top surface) depositing the top electrode. In this

way the active volume of phase-change material can be dimensionally constrained

to very small volumes (since it is confined to the recessed volume), with a resulting

decrease in switching currents, as shown in Fig. 8.14a [52]. Indeed, dash cells with

phase-change volumes as small as 7.5 � 22 � 30 nm (width � depth � height; see

Fig. 8.14b) were successfully fabricated at the 20 nm node and showed RESET

currents below 100 μA, along with other excellent performance characteristics

Fig. 8.14 (a) Simulated RESET current amplitude as a function of the size of the bottom electrical

contact (BEC) for a mushroom-type cell (planar structure) and a confined cell, showing expected

reduction in RESET current for the latter (Reprinted with permission from [52]; copyright IEEE

2008). (b) TEM cross-sectional image of a dash-type cell, as developed by Samsung (Reprinted

with permission from [56]; copyright IEEE 2011)
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including around 1011 memory cycles without failure and projected lifetimes of

more than 10 years at 85 �C [53, 56]. Dash-type PCM arrays with a total capacity of

8 Gbits and a cell size of 4F2 at the 20 nm node were also demonstrated.

8.3.2.2 The Pore-Type Cell

The pore-type cell, as shown in Fig. 8.15, is another approach that has been used to

confine the volume of phase-change material that undergoes switching. By limiting

the phase-change material that is in contact with the bottom heater electrode to a

small ‘pore’ region, the size of the hot spot within the phase-change layer is

effectively determined by the pore size (see Fig. 8.15b), with a consequent reduc-

tion in active switching volume and in switching current and energy (see

Fig. 8.15c).

So far we have concerned ourselves in this chapter with the effect of device

scaling on switching current requirements, specifically the RESET (or melting)

current, since it is this that determines the energy/power consumption of the device

and the current driving requirements of the individual cell-selector electronics (and

whose size also depends on the current they are required to supply). However, it is

also important to consider other switching characteristics and how these are

affected by the scaling of the cell size. In particular, the switching speed is an

important criterion that should not be overlooked. Since amorphization processes

are de facto fast – once we have heated the active region up to the melting

temperature, it has to be cooled down at very fast rates, typically >40 Kns�1, in

order to freeze into the amorphous phase (rather than recrystallize) – it is the

crystallization process that dominates the overall speed of PCM devices. The rate

of crystallization is determined by the crystal nucleation rate and the crystal growth

rate (both of which are of course functions of temperature), and clearly the smaller

the volume of amorphized material that is required to be recrystallized in a cell, the

quicker the recrystallization process will be (assuming that said volume contains or

Fig. 8.15 (a) TEM cross-sectional image of a GST pore-type cell. (b) Simulation of temperature

distribution in GST layer during RESET process, showing successful confinement of the heated

volume. (c) Simulated effect of pore diameter and slope of SiN sidewall on RESET current (All

reprinted with permission from [54]; copyright IEEE 2007)
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can generate sufficient crystal nuclei during the crystallization process and/or

borders a region that is already crystallized and can grow into the amorphous

volume).

The interplay between active phase-change volume and switching speeds has

thus been studied by several researchers using pore-type cells. For example, Wang

et al. [57] fabricated GST pore-type cells with bottom contact sizes (diameters)

ranging from 500 nm down to 19 nm and investigated the switching speed as a

function of cell size. Extremely fast, for PCM, switching was obtained for the

smallest cells, with 2.5 ns SET and 400 ps RESET pulses (of 0.8 V and 4.5 V,

respectively) reported. Subsequently, by exploitation of an incubation pulse prior to

the main switching pulse (essentially a form of preheating of the cell so as to control

nucleation) and again using pore-type cells, Loke et al. [58] were able for the first

time to demonstrate successfully PCM cell crystallization using sub-ns, specifically

500 ps, SET pulses (see Fig. 8.16). Such an improvement in switching speed with

device scaling provides a very welcome added benefit and opens up the possibility

of using PCM devices in areas not previously thought practicable, such as in

DRAM replacement.

8.3.2.3 Crossbar Cells

Crossbar cells (Fig. 8.17) have gained significant interest in recent years as they

provide the possibility for 3D memory layer stacking and high scalability [59–

61]. In a crossbar cell, the active material is placed at the intersections of crosswise

(orthogonal) patterns of metal lines, the so-called bit line (BL) and word line (WL),

and SET/RESET excitations placed on a bit line/word line pair are passed to the

phase-change cell via an integrated selector device (ideally a diode to limit area

Fig. 8.16 (a) SET voltage versus pulse width for pore-type cells of 50 nm in diameter with and

without the aid of a 0.3 V ‘incubation field’. Without the incubation field, the shortest SET pulse

that switched the cell to the low-resistance state was 10 ns, whereas with incubation it was 500 ps.

(b) Shows successful repeated switching of the cell in (a) with 500 ps pulses for both SET and

RESET (Both from [58])
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footprint) (see Fig. 8.17a). The active volume of phase-change material is essen-

tially determined by the size of the electrodes, with an approximately tenfold

reduction in RESET current (from >1500 μA to 160 μA) having been reported

[60] as contact sizes were reduced from 150 nm to 30 nm (see Fig. 8.17c). A

stackable and scalable crossbar cell using a chalcogenide threshold switch (also

known as ovonic threshold switch or OTS) as the selector, rather than an integrated

Si diode, has also been demonstrated, opening up the exciting prospect of an

entirely chalcogenide-based crossbar-type memory [59].

8.3.3 Scaling in Research-Oriented PCM Cell Designs

If we move away from the constraints imposed by product-oriented cell designs,

there is much more scope to fabricate PCM cells that can truly test experimentally

Fig. 8.17 (a) Schematic of a crossbar-type PCM structure with integrated Si-diode selector. (b)

TEM cross-sectional image of crossbar device. (c) RESET current scaling characteristics of a

PCM crossbar device showing a tenfold reduction in current as the contact size shrinks from

150 nm to 30 nm (All reprinted with permission from [60]; copyright IEEE 2009)
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the possible limits of scalability for phase-change memories. In addition, by

moving to a planar, horizontal geometry (which would be unattractive for

product-oriented designs due to a large areal footprint), we also open up the

possibility for in situ microscopic study of device performance during switching

processes, yielding very useful information linking physical and electrical behav-

iours (see, e.g. [62]). Such planar geometry devices usually go by the name of line,

lateral or bridge cells, and scaling studies using such designs are now discussed.

8.3.3.1 Lateral, Line and Bridge Cells

The lateral cell (see Fig. 8.18) is very simple in concept: a thin phase-change layer

of thickness H and width W sits between two planar electrodes separated by a

distance L, as shown in Fig. 8.18a. The line cell is a slight variant of the lateral cell

in so much as the width of the phase-change material lying between the electrodes

is reduced lithographically so that the electrodes are connected by a line of phase-

change material. The bridge cell can be viewed as a variant of the line cell in so

much as the line of phase-change material sits on top, rather than between, the

electrodes, as also shown schematically in Fig. 8.18c. The use of such planar cell

designs allows us to severely restrict, using high-resolution lithography and ultra-

thin phase-change films, the volume of material involved in switching, providing a

most useful vehicle for the study of scaling properties.

One of the first lateral PCM cell designs to be demonstrated was by Bolivar et al.

who reported RESET currents of around 140 μA [63, 64] for lateral cells having a

width and length of around 90 nm and a phase-change layer thickness of 30 nm (and

with GST as the active material). Lankhorst reported similar values for RESET

currents in line cells fabricated using a doped SbTe phase-change alloy and having

a cross-sectional area (W x H) of around 15 nm2 [65]. Chen et al. [66] by using

bridge cells with ultra-thin GeSb phase-change layers down to 3 nm in thickness

again demonstrated the clear dependence of contact area on RESET current,

achieving sub-100 μA values for the smallest cells.

Fig. 8.18 (a) Schematic of a PCM lateral cell and (b) SEM image of an e-beam lithographed

lateral cell having electrodes of width, W, of approximately 90 nm and separated by a distance, L,

of around 60 nm. (c) Schematic of the basic structure of a PCM bridge cell
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Bridge cells of the basic form shown in Fig. 8.18c were also used by Krebs et al.

[67] to study the effects of geometric scaling on switching voltage, specifically on

the threshold voltage (VTH) at which PCM devices suddenly start to conduct while

still effectively in the amorphous phase. It was found that VTH varied linearly with

the resistance of the bridge cell and linearly with the length, L, of the cell, as shown
in Fig. 8.19. Although resistance also depended on the cell width, W, the threshold

voltage did not. Such results can be explained by assuming that VTH is determined

by a threshold electric field ETH such that

VTH ¼ ETHL ¼ ETHWH

ρ
R ð8:16Þ

where R¼ ρL/(WH) and ρ is the resistivity of the phase-change material. The above

equation explains why VTH depends linearly on R and varies with W but, assuming

ETH is fixed for a particular phase-change material, why VTH scales with cell length

L for any widthW. By fabricating devices of various lengths and widths for a range

of phase-change materials, including GST, AIST, GeSb and even elemental Sb,

Krebs et al. showed that the relation shown in Eq. (8.16) held for all cases and were

thus able to determine the threshold electric fields for these materials (which were

found to be approximately 56, 19, 8.1 and 94 MVm�1, respectively).

8.3.3.2 ‘Ultimate’ Scaling in CNT-Based Cells

The lateral, line and bridge-type cells discussed in the previous section utilized

high-resolution e-beam lithographic patterning and allowed the examination of

PCM scaling down to contact areas of a few tens of square nanometres using

Fig. 8.19 (a) The scaling of threshold switching voltage for bridge cells of various sizes and (b)

the scaling of threshold voltage with bridge cell length for cells made from various phase-change

materials (Both reprinted with permission from [67]; copyright AIP Publishing LLC 2009)
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‘conventional’ metal electrodes. To reduce the contact area to the sub-10 nm2

region, and to probe the ‘ultimate’ scaling capabilities of phase-change memories,

several authors have reported the use of carbon nanotube (CNT) electrodes having

diameters typically in the range of 1–6 nm [68–70]. For example, in seminal work

by Xiong et al. [68], working phase-change memories were fabricated by forming

(via electrical breakdown) a nanogap along the length of a carbon nanotube and

then filling the nanogap with a thin phase-change layer (10 nm of GST in this case;

see Fig. 8.20). Although the phase-change layer was not laterally confined, i.e. it

extended laterally far beyond the diameter of the CNT itself, the written bits

themselves appeared to be well confined (due to thermal effects) to lateral sizes

similar to the CNT diameter (see Fig. 8.20a), meaning that the effective bit volumes

were as small as a few hundred cubic nanometres.

By using nanotubes of various diameters, Xiong et al. were able to determine the

scaling properties of their CNT-based PCM devices, finding RESET currents as low

as 5 μA (and SET currents below 1 μA) for the smallest devices having a contact

diameter of around 2–3 nm (see Fig. 8.20b). In subsequent work, Xiong et al. [70]

developed a fabrication technique (involving a form of phase-change nanowire

being deposited into a nanotrench formed around the CNT) to limit the dimensions

of the phase-change layer in the lateral direction perpendicular to the CNT nanogap.

This reduced the effective contact area still further (to ~2.5 nm2, diameter ~ 1.8 nm)

as well as any lateral spread of heat (as compared to [68]), resulting in RESET

currents as low as 1.6 μA being achieved. Liang et al. [69] were also able to obtain

ultralow programming currents in CNT-based cells having contact areas of ~2.5 nm
2 but using a crossbar-type device configuration more closely related to product-like

device architectures (see Fig. 8.21).

Along with the dramatic reductions in programming currents achieved using

CNT-based PCM cells also come vast reductions in programming power and

energy. For example, the nanogap devices reported by Xiong et al. [68] achieved

Fig. 8.20 (a) AFM (atomic force microscope) images of a CNT-based nanogap PCM cell before

(left) and after (right) filling with GST (the scale bars are 500 nm) (Reprinted with permission from

[68]; copyright The American Association for the Advancement of Science 2011). (b) Ultralow

programming currents achieved for several CNT-based nanogap PCM devices having ultrasmall

contact diameters (blue and red dots correspond to devices where the formation of the nanogap was

carried out in air and Ar, respectively) (Adapted from [68])
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RESET powers of a few μW (cf. ~ mW programming power for product-like

devices) and RESET energies of around 100 fJ for 20 ns RESET pulse lengths.

Further reductions in switching energies would be expected for smaller bits and

faster pulses. Indeed, Xiong et al. speculated that if the nanogaps were to be reduced

in length to around 5 nm, then the active switching volume in their CNT-based cells

would be reduced to around 20 nm3, and the resulting SET and RESET energies

would fall as low as 5 � 10�18 and 2 � 10�17 J, respectively (i.e. 5 aJ and 20 aJ) –

truly miniscule values. And, even if such small switching volumes (~ 20 nm3) were

to be achieved in some ‘ultimately scaled’ device, these would still be substantially
larger than the 2 nm diameter (~4 nm3) nanoparticles that have been shown exper-

imentally to successfully crystallize (see, e.g. Fig. 8.6b and [33]) and would still be

substantially larger than the theoretical minimum crystallite size predicted by classi-

cal nucleation theory (e.g. ~ 0.5–1 nm3 for GST; see Fig. 8.7a and [37]) and by

atomistic simulations (e.g. 1.5–3 nm3 for GST; see Fig. 8.7b and [38]), meaning that

even smaller working cells (at least of the research-oriented type) might be imagined.

8.4 The Role of Material Innovation and Material

Engineering in Scaling

8.4.1 Thermal Engineering and Scaling

In the previous sections, we have considered the effects of PCM cell size and

cell design on the device operating characteristics as a function of scaling. A key

benefit of scaling has been seen to be the reduction of RESET current (and hence

device operating power/energy) as cell sizes shrink. However, since the phase

Fig. 8.21 (a) Fabrication process for CNT-based crossbar-type PCM cells. (b) The programming

R-I curve for a device of the type shown in (a) and having an effective contact diameter of

approximately 1.8 nm; ultralow RESET currents of ~1.4 μA are achieved (and SET currents of

<0.5 μA).] (Both reprinted with permission from [69]; copyright IEEE 2012)
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transformation process in PCM cells is essentially thermally driven, by judicious

thermal engineering of the cell, we might also expect to realize benefits in terms of a

reduction in programming current. Essentially we would like to thermally engineer

the cell so as to retain, in the active switching volume, as much heat as possible

(maximizing the temperature rise per unit excitation current) while at the same time

ensuring that the melted phase can cool fast enough (i.e. greater than several tens of

Kelvin per nanosecond) for resolidification to occur into the amorphous phase.

These two thermal requirements are in essence in opposition to each other, but

nonetheless, by careful design, we can indeed fulfil both requirements and yield

certain device performance improvements.

Since most heat will be lost from a PCM cell via the usually high thermal

conductivity electrodes, one approach to thermally engineer a reduction in pro-

gramming current is to modify in some way such electrodes to reduce their thermal

conductivity while at the same time maintaining adequate electrical contact. An

approach that achieves this has already been used in the simulations shown in

Fig. 8.12; here, to achieve amorphization within the active region for reasonable

applied voltages, we used, for the smallest cells (as shown in the inset of Fig. 8.12a),

a multilayered TiN/W top electrode (rather than a single-layered TiN or W elec-

trode) for which the thermal conductivity can be reduced to below 1 Wm�1 K�1

(see [71]) by varying the number and thicknesses of the alternating TiN and W

layers. The electrical resistivity of multilayered TiN/W electrodes was, however,

not so different to that of single-layer TiN electrodes, though significantly higher than

that of W alone (e.g. a 50-nm-thick electrode of alternating 5 nm TiN/W layers had a

resistivity of 1.1 � 10�4 Ω.cm as compared to 1.0 � 10�4 Ω.cm and 0.6 � 10�5 Ω.
cm for single-layer TiN and W electrodes, respectively – see [72]).

Another thermal engineering approach is to modify the thermal environment

and/or thermal conductivity of the bottom heater contact. For example, Wu et al.

[73] reported that thermal confinement of the TiN bottom electrode by surrounding it

with a much lower thermal conductivity TaN region could result in a �10 reduction

in RESET current for the same cell size. Graphene has also proved to be a useful

thermal barrier layer in PCM cells, with graphene-PCM devices being shown to have

~40% lower RESET current as compared to notionally identical control devices

without the graphene layer (see Fig. 8.22 [74]). The thermal effects of graphene in

this instance were attributed to a very considerable increase in thermal boundary

resistance caused by its insertion (equivalent in fact to the thermal resistance of

around 10–15 nm of GST, simply from an atomically thin graphene layer).

8.4.2 Phase-Change Material Engineering and Scaling

Another approach to improving the operating characteristics of PCM devices is, of

course, to use different/improved phase-change materials. In most of this chapter,
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we have concentrated mainly on the use of GST (Ge2Sb2Te5) so as to provide a

‘level playing field’ when comparing the performance of devices subject to

different amounts of scaling. We are however at liberty to use a wide variety of

phase-change materials in the place of GST, such as N-doped GST, C-doped GST,

Ge2Sb1Te2, GeTe, AIST, Sb2Te, GeSb, etc. (the list is almost endless; see

Fig. 8.2a to get an idea of the range of even just telluride-based phase-change

alloys). Each of these compositions usually has some trade-off between various

key material properties (e.g. crystallization temperature, melting temperature,

crystallization speed, thermal conductivity, electrical conductivity, etc.), and

this translates into a trade-off between key device operating characteristics

(e.g. crystallization (SET) speed, temperature stability, programming current,

endurance, retention) such that, in terms of alloys, GST and its close variants

continue to be the materials of choice of PCM applications (particularly the

so-called golden composition of Ge-doped Ge2Sb1Te2; see Fig. 8.2b and,

e.g. [4]). However, as discussed briefly in Sect. 8.2.2, there does exist the

intriguing possibility in some instances of inducing phase-switching in chalco-

genide materials without the need for energy-consuming melting processes.

While in Sect. 8.2.2 non-melt-quenched amorphization was discussed in terms

of defect engineering in nanowires [25], a possibly more practicable approach to

achieving non-melt-quenched phase-switching in a device configuration is via the

use of the so-called phase-change superlattice-like (SLL) materials, as outlined

below.

Fig. 8.22 (a) TEM cross-sectional image of a PCM cell with a graphene thermal barrier layer

placed between the bottom electrode and the active region of the phase-change layer and (b) the

resulting programming R-I curves for the graphene-modified cell (G-PCM) and a control cell with

no graphene layer (PCM) clearly showing the reduction in RESET current resulting from use of the

graphene layer (Both reprinted with permission from [74]; copyright American Chemical Society

2015)
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Phase-change SLL structures typically comprise multiple atomically thin layers

of alternating phase-change compositions, e.g. GeTe and Sb2Te3. They first began

to appear in the early 2000s (see, e.g. [75]) as an attempt to combine in a single film

the attractive properties of different phase-change alloys (e.g. GeTe has relatively

high crystallization and melting temperatures leading to good high-temperature

stability, but it has a relatively slow crystallization speed; Sb2Te3, on the other

hand, has relatively low crystallization and melting temperatures leading to poor

thermal stability but has a high crystallization speed). Indeed, PCM cells with high

switching speed (1 ns SET pulses) and low programming currents as compared to

GST equivalents were reported using such an approach [76].

More exciting revelations came however with the work of Simpson et al.,

where a non-melting transition between two solid phases in GeTe/Sb2Te3 SLL

devices was observed [77]. Such a non-melting phase-transition is expected to

lead to reduced power consumption (since the phase-change layer does not have

to be heated to the melting temperature and the lack of a bulk amorphization

process reduces entropic switching energy losses) and improved endurance,

i.e. the number of SET/RESET cycles before failure (due to reduced thermal

and mechanical stresses of lower switching temperatures). Indeed, Simpson et al.

reported RESET currents reduced by around 40% for SLL devices as compared to

GST equivalents, along with significant improvements in endurance [77] (see

Fig. 8.23). While the precise mechanism for the phase-switching process in SLL

films is still a matter for some debate [78–80], and while the fabrication of

atomically thin SLL films is considerably more demanding than that of

Fig. 8.23 (a) HR-TEM image of a typical as-grown (GeTe)2 (Sb2Te3)4 SLL film (top) and R-I

curves for SLL (IPCM) cell as compared to an identical cell fabricated using GST-225 alloy

(bottom). (b) Maximum number of SET-RESET switching cycles (i.e. the endurance) for IPCM

and GST-alloy cells, plotted as a function of material thickness (All reprinted with permission

from [77]; copyright Nature Publishing Group 2011)
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conventional alloy films, the prospect of non-melting phase-switching for future

PCM devices is an attractive one.

8.5 Summary and Outlook

It is clear from our discussions in the previous sections that we have gone a long

way towards answering many of our questions in terms of how far PCM devices

might be scaled down in size and still function adequately. Indeed as PCM cells

become smaller, they function more than adequately; in fact they function very

significantly better than larger cells in terms of device operating parameters, in

particular programming currents, powers and energies all reduce, and switching

speed is increased. The scaling down of PCM cell size is notably beneficial with

regard to the reduction of the RESET current, which is probably the critical device
characteristic in terms of commercial viability. In fact we have seen in Sect. 8.3 that

RESET current depends strongly on the electrode contact size and is predicted to

vary as the inverse of contact diameter for isotropic scaling (see Sect. 8.3.1.1) and

by more than this for non-isotropic scaling (see, e.g. Fig. 8.10b). We have also seen,

not unsurprisingly, that the device design has a considerable role to play in

minimizing RESET current at any particular technology node (compare, e.g. the

confined versus planar cell geometries shown in Fig. 8.14a). Material engineering

can also play a significant role in reducing the programming currents, in particular

via the control of thermal boundary resistances (and hence overall thermal resis-

tances) at interfaces, as exemplified via the use of a graphene thermal barrier layer

(as in Fig. 8.22). The type of phase-change material used itself will also play a

significant role, since electrical, thermal and phase-change properties vary from

composition to composition. Indeed, the exploitation of a non-melting resistive

switch via the use of novel phase-change superlattice-like materials, or by defect

engineering, can also reduce the RESET current requirements.

The improvements in RESET current achieved via all the above approaches are

summarized in Fig. 8.24. The beneficial effects of scaling are plain to see: the

largest cells show RESET currents of around 1 mA, reducing to 50–100 μA for

product-like PCM cells having contact sizes of around 20 nm, right down to just

over 1 μA for the smallest cells fabricated using CNT electrodes and having contact

sizes of only 2 nm or so. Of course RESET current, although a primary concern in

terms of PCM development, is not the only device characteristic of interest in terms

of phase-change memory operation. We need also to consider, in particular,

switching power/energy, switching speed, retention time and endurance. Switching

power is also a major beneficiary of scaling, since, as we saw in Sect. 8.3.1.1, the

power consumed during RESET scales in the same way as the RESET current, at

least for isotropic scaling (see Eq. 8.15). The switching energy will depend on the

duration of the RESET pulse, but since by necessity this needs to be short (to ensure

melt quenching into the amorphous phase) and RESET has been demonstrated with

sub-ns pulses already, we can expect ultralow RESET pulse energies in the femto-
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Joule region for the smallest of cells (see Sect. 8.3.3.2). Turning to switching speed,

this, as we have also discussed in Sect. 8.3.2.2, is limited by how fast the

amorphized volume can be recrystallized (at SET process temperatures), and the

smaller the volume, the quicker such recrystallization will be completed (see,

e.g. Fig. 8.16a). Retention on the other hand is likely to be adversely affected by

size scaling, since retention is also essentially determined by how long an

amorphized cell takes to recrystallize at ambient temperatures. In terms of endur-

ance, even the truly nanoscale lab-fabricated research-oriented CNT-based PCM

cells have shown a fairly good number of switching cycles (e.g. ~ 1000 in [70]),

giving us confidence that properly manufactured nanosized cells could yield very

acceptable endurance values. And, if a way can be found to exploit in a commer-

cially viable way in nanosized cells a switching process based on non-melt-

quenched amorphization/phase transitions, then very significant improvements in

endurance would be expected.

Finally, we summarize in Table 8.2 PCM device performance attributes for the

main product-oriented and research-oriented cell designs. It is clear from this, and

from Fig. 8.24, that if we can successfully manufacture PCM devices down to

single-nanometre technology nodes, and do so in a commercially viable way, then

PCM device technology is likely to have a bright future.

Fig. 8.24 The variation of RESET current as a function of contact diameter for various product-

oriented and research-oriented PCM cells
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Chapter 9

Phase-Change Memory Device Architecture

Fabio Pellizzer

9.1 Self-Heating Device Architectures

Self-heating PCM devices rely on the Joule heating generated inside the chalco-

genide itself in order to increase the temperature and cause the phase transition.

Since the chalcogenide materials become quite conductive, both electrically and

thermally, when their current density gets into the 1–10 MA/cm2 range,

amorphizing a self-heating device could involve higher current densities than a

device comprising a heater. But the advantages of the heater-less solution are a

simpler structure and the absence of all the wear-out mechanisms related to the

heater material itself.

As described in [1], the higher current required by self-heating structures can be

compensated by a dedicated optimization of the geometrical features of the device.

For example, a smaller cross section available for the current flow will decrease the

power requirements. Also an increased aspect ratio for a given cross section would

obtain the same effect but could introduce critical issues for the process integration.

9.1.1 Pillar Structure

The pillar structure (Fig. 9.1) is the most compact and straightforward realization of

a self-heating PCM cell, and it was proposed for the first time in [2], with a 75 nm

diameter and 900 μA programming current.
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The memory element is a fully confined parallelepiped of chalcogenide material,

surrounded by electrodes on top and bottom and by sealing dielectrics on the

sidewalls.

It is apparent that in this architecture, the critical choices are related to the

patterning of the phase-change material.

The ideal solution is to etch the active materials (chalcogenide and electrodes) in

one single step, using a dot-shaped pattern. But this approach could become very

unpractical for very tight technology nodes (lateral dimension less than ~40 nm,

with pitch lower than ~80 nm), and a two-step patterning would then be preferable,

where the first direction is defined (Fig. 9.2) and then the second direction is defined

after filling with dielectrics the trenches left by the first etch (Fig. 9.3).

In all the process synopses reported in this chapter, the memory element lands on

a so-called WL Plug (word-line plug): this plug simply represents the connection to

an underlying selecting device (MOSFET, Diode, etc.) that can be turned on with a

dedicated word-line signal (WLs run in the x-direction) coupled with a dedicated

bit-line signal (BLs run in the x-direction), in order to keep the description as

general as possible.

In this case, the second etch becomes more critical because it has to go through

different materials (filling dielectrics and chalcogenide/electrodes) at the

same time.

The main limitation of this structure is the programming current that it can

achieve without using a very high aspect ratio of the GST parallelepiped: in [1] they

reported ~3 mA for an almost perfect cube of GST material with side 45 nm.
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9.1.2 Self-Heating Wall Structure

In order to reduce the current IRESET required by the pillar structure and, at the same

time, maintain a very precise control of all the cell dimensions, the self-heating wall

architecture can be used (Fig. 9.4).

The processing of this structure is described in Fig. 9.5, assuming that couples of

adjacent bits (along the same bit-line) share the same “wall hole,” in which the

chalcogenide sidewalls are created.

The tight control on the smallest dimension is achieved through deposition of the

chalcogenide layer on the sidewall of a dielectric material (silicon oxide or silicon

nitride). Since the deposition has to be performed on a vertical surface and the wall

holes can be quite narrow for a very dense array (the aspect ratio of the holes can be

Fig. 9.2 Process synopsis for the definition of pillar structures in a first direction (e.g., along the

word-lines)

Fig. 9.3 Process synopsis for the definition of pillar structures in a second direction (e.g., along

the bit-lines)
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easily 1:1 or worse), a conformal deposition (e.g., chemical vapor deposition) of the

phase-change material is preferred over a standard physical vapor deposition.

Another critical point of the process for the self-heating wall is the necessity of

planarizing the surface and reexposing the top of the chalcogenide sidewall after the

filling with dielectrics. In this case, a CMP would be the ideal solution, if compat-

ible with the GST material.

9.1.3 Line Structure

The line structure [3] is created by patterning a thin layer of chalcogenide on top of

a dielectric substrate in order to create a thin strip of phase-change material that gets

to a wider and wider cross section until it is finally contacted by metal pads

(Fig. 9.6).
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As it is designed, the line structure is not optimized for very dense applications,

and, in particular, the voltage drop and the power dissipated in the fan-out regions

are not sustainable in a real product.

This structure is nevertheless very useful for basic studies related to the move-

ment of the elements inside the chalcogenide material due to electrothermal and

mechanical driving forces [5].

9.1.4 Bridge Structure

The bridge structure [6] represents an evolution of the line toward a more compact

device to be used in a real memory architecture.

In this case, two metallic electrodes are separated by a narrow dielectric layer,

and a thin chalcogenide strip connects the two electrodes by crossing the top surface

of the dielectric layer (Fig. 9.7).

Without the additional losses in the fan-out region of the bridge, this device was

able to reach an IRESET of 90 μA and reset voltage of 1.5 V, featuring a total volume

of 20 nm � 50 nm � 3 nm (3000 nm3).

Even if this structure is indeed much more compact than the line, it is still not the

best solution for a very dense array of phase-cell memory cells, because of its lateral

extension that prevents the minimum pitch design (also referred to as “4∙F2,” i.e.,

2∙F � 2∙F, where F is the minimum half-pitch achievable by a given technology

node) typical of other structures which extend only in the vertical direction.

Nevertheless, its simplicity, the tight control of the GST cross section (thickness

and etching), and the planar surface for the chalcogenide alloy deposition make it a

possible choice for less dense applications.

Fig. 9.6 SEM picture of an ultrathin phase-change bridge structure (© (2009) Applied Physics

Letters, from [4])
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9.1.5 Via Structure

The pillar structure discussed above has a natural counterpart in the via structure, in

which the GST material fills a previously created hole in a dielectric, as described in

Fig. 9.8.

As opposed to the pillar structure, in this case the lateral side of the active

chalcogenide material has not to be etched: the only critical modification of the

GST could come from the etch-back (or the polishing) needed in order to remove it

from the top of the dielectric.

Fig. 9.7 Plan view

schematic for a bridge

structure, featuring a thin

strip of chalcogenide

material running on top of

dielectric between two

metallic lines

Fig. 9.8 Process synopsis for the self-heating via structure integration
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On the other side, a very conformal deposition of the phase-change alloy is

required if the via has a high aspect ratio, as one would try to pursue in order to

minimize the programming current.

9.1.6 Metallic Liner Structure

An interesting evolution of the via structure is represented by the metallic liner

structure, discussed in [7] and illustrated in Fig. 9.9.

In this architecture the metallic liner has two functions:

• To mitigate the drift of the amorphous resistance, due to the controlled resistance

in parallel with the GST resistance

• To improve the reliability of the cell, by preventing void formation during

electrical operation

The mitigation of the amorphous phase drift is an important factor in order to

enable multilevel cell (MLC) capability for PCM memory, since it would allow a

better separation among the intermediate (and partially amorphous) states during

the operating life of the device.

9.2 Built-In Heater Device Architectures

Self-heating structures can count only on geometrical optimization in order to keep

IRESET in a workable range [1], and for this reason many efforts have been spent in

order to introduce a dedicated element, called the “heater,” inside the PCM cells to

generate the heating necessary for the phase transition.

Fig. 9.9 Process synopsis for the metallic liner structure integration
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The introduction of this new element opened a new field of research to find the

heater materials that were compatible with the phase-change chalcogenide alloys,

because such materials need to have:

• The right resistivity, i.e., 1–10 mOhm∙cm, in order to provide a good generation

of power

• Good compatibility (no cross-contamination during process and operation) with

the phase-change alloy

• Good adhesion with the chalcogenide material, in order to prevent interfacial

delamination during operation

• Good endurance (i.e., stable resistivity) when subject to high current density

(>10 MA/cm2) for many cycles (>106)

9.2.1 Pore Structure

The pore structure was indeed the first structure [8] used to create chalcogenide-

based electron devices, because of the ease of its realization.

Figure 9.10 shows the SEM view of such structure in one of its first realizations,

and Fig. 9.11 illustrates the cross section of the structure and its process synopsis.

Building the pore cell does not require, in principle, any chemical-mechanical

polishing (CMP) step, and this is one of the reasons why it was preferred at the

dawn of process integration. Moreover, a very relaxed patterning of the chalcogen-

ide material can be used, since the active area is determined by the area of the hole

opened in the dielectric material (previously deposited on top of the bottom

electrode material).

More recently an aggressive patterning of the pore was proposed in [9], in order

to create a very small contact area between the chalcogenide material and the

underlying heater, as shown in Fig. 9.12.

The programming current, ~250 μA, reported for this structure is indeed com-

petitive for a similar technology node, but the manufacturability of such

sublithographic approach (through poly-Si spacers) could be questionable, and

with very aggressive scaling (i.e., half-pitch below 40 nm), it would become

unpractical.

9.2.2 Matchstick Structure

The matchstick structure (Fig. 9.13) represented one of the first attempts to reduce

the programming current of a phase-change cell with a built-in heater after the CMP

became a widely used and manufacturable process [10].
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Figure 9.14 shows a possible process synopsis for this structure, focusing on the

steps required for the creation of the heater and the subsequent definition of GST

bit-lines.

The realization of the matchstick requires a very conformal metallic

(or semimetallic) layer in order to fill a high aspect ratio hole that defines the

critical dimension for the contact area between the matchstick and the chalcogenide

alloy.

Moreover, such material has to be friendly for CMP and has to be resilient to

oxidation and/or easy to clean, in order to minimize its interface resistance with the

phase-change material.

In the past, there have been proposals for engineering the interface resistance

between heater and chalcogenide to better control/reduce the programming

current [11].

Fig. 9.10 SEM picture of a

phase-change memory

material in a 20-μm-

diameter pore. The top

electrode was removed by

etching after electrical

testing (© (1973) IEEE,

from [8])

Fig. 9.11 Process synopsis for the pore structure integration
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As illustrated in Fig. 9.15, these interfacial layers can also improve the adhesion

of the chalcogenide material on the surface coplanar with the heater top. In fact, the

top surface of the heater is laterally surrounded by dielectric materials (e.g., silicon

oxide, silicon nitride, etc.), and careful process optimization is required in order to

promote a good adhesion between GST and such layers.

Even if these interfacial layers can be very effective in reducing the required

IRESET for a given technology node (the reset current density is ~1 MA/cm2 in [11],

compared to the typical 10–100 MA/cm2 of other PCM structures), their endurance

is typically a weak spot for such structures, because it is not easy to find a dielectric

material able to sustain the current densities required by the amorphization of the

phase-change alloy for an extended period of time (e.g., one million cycles with

Fig. 9.12 Pore memory element process modules and keyhole size parameters (© (2007) IEEE,

from [9])

Top Electrode

Bottom Electrode

Polycrystalline
Chalcogenide

Programmable
Volume

Heater

Fig. 9.13 Schematic cross

section of the memory

element (© (2001) IEEE,

from [10])
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tRESET equal to 50 ns gives a charge fluence through the dielectric equal to 5 � 104
C/cm2).

In some cases, the interfacial layers can just be used as adhesion promoters

(Fig. 9.16).

As reported in [12], metal layers typically provide better adhesion for chalco-

genide materials, but when they are in close contact with the region that undergoes

the phase transition, they must have a very low reactivity with GST at high

temperatures in order to minimize intermixing and poisoning during device

operation.

Fig. 9.14 Process synopsis for matchstick structure integration

Fig. 9.15 Schematic cross

section of phase-change

memory cell using

interfacial layer to suppress

film peeling of GST and

reduce heat diffusion from

GST to plug. Joule heat may

be generated by direct

tunneling current through

the interfacial layer

(© (2006) IEEE, from [11])
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9.2.3 Ring Structure

The ring structure was proposed by [13] and [14] in order to reduce the program-

ming current of the matchstick structure with a minimal architectural difference:

instead of depositing the heater material to fill the high aspect ratio hole, only a thin

layer of metal (or semimetal) was deposited, and then the rest of the hole was filled

with a dielectric material (Fig. 9.17).

By virtue of the smaller contact area, a reduction of ~10% on IRESET was

reported, in agreement with simulation results (Fig. 9.18).

It is worth noting that in this case, even if the contact area was reduced more than

50%, the reduction of programming current was not following the same scaling

rule. This effect underlines an important factor to be considered in the design of any

phase-change structure: in order to reduce effectively the programming current, we

have to reduce both the top and the bottom equivalent thermal resistance.

If one of those two thermal resistances is much lower than the other, the gain of

lowering the other one will be greatly reduced, as it happens in this ring structure

where the top thermal resistance is the lower and limiting one. More details on the

cell electrothermal behavior can be found in Chap. 3.

A critical integration issue could be the interaction between the filling dielectric

and the heater. This dielectric should be, in principle, very conformal in order to

close perfectly the structure. But even if some cavity would remain that would not

necessarily cause a failure of the structure, unless the CMP before chalcogenide

deposition does re-expose the cavity and lead to a defect. Moreover, the dielectric

has to be compatible (i.e., not damaging and/or not oxidizing) for the heater

material.

Fig. 9.16. Schematic cross

section of a phase-change

memory cell. The critical

adhesion layer is in direct

contact with the

transforming region

(© (2007) AIP, from [12])
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9.2.4 μTrench Structure

An alternative way of reducing the contact area between the phase-change material

and the heater is represented by the μTrench (“micro-trench”) structure.

The first realization of the μTrench was reported in 180 nm technology [15] and

was then scaled down to the 90 nm node [16].

The basic concept consists in creating a contact region limited, in one direction,

by the thickness of the deposited heater and, in the other direction, by the opening

created in a dielectric layer (e.g., silicon nitride), as illustrated in Fig. 9.19.

The main issue and non-ideality of the μTrench structure resides in the difficulty
of obtaining a perfectly flat surface between the chalcogenide material and the

Fig. 9.17 Process synopsis for ring structure integration

Fig. 9.18 Simulation results showing the 50 uA writing current reduction of the ring-shaped

contact (© (2005) IEEE, from [13])
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vertical heater, because there is always some differential in the etch selectivity

between the dielectrics surrounding the heater and the heater itself.

Nevertheless, this structure demonstrated a reset operation with 700 μA at the

90 nm technology node, and a self-aligned evolution was shortly developed [17],

and it is shown in Fig. 9.20.

The self-aligned architecture was also optimized for the most important geo-

metrical parameters (heater thickness, heater height, and GST thickness) in order to

achieve a reset current of 450 μA at the same technology node.

Figure 9.21 shows the qualitative response of the programming current to each

of the three geometrical factors, in order to illustrate the directions pursued for the

optimization.

9.2.5 Wall Structure

In order to improve the controllability of the surface chalcogenide heater and to

complete the self-alignment development of the μTrench, a novel architecture, the
wall, was introduced in [18].

As illustrated in Fig. 9.22, in the wall structure, the top contact surface of the

vertical heater is finished with a chemical mechanical polishing (CMP) that is able

to provide a more planar morphology, compared to a dry etching.

The wall structure is quite compact, and its manufacturability was demonstrated

with a 1Gb PCM product operating at 1.8 V and exploiting the low IRESET, 200 μA,
achieved at the 45 nm technology node [19].

This result was possible because the wall structure does likely give an optimal

trade-off among several figures of merit required for VLSI devices.

The radar chart in Fig. 9.23 demonstrates the better trade-off given by the wall

heater, which for a small disadvantage in efficiency (ratio between power used for

phase-change and power generated inside the structure) provides very small process

and integration complexity and several optimization knobs.

Fig. 9.19 Process synopsis for the standard μTrench structure (© (2007) IEEE, from [17])
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Fig. 9.20 Process synopsis for the self-aligned μTrench structure integration (© (2007) IEEE,

from [17])

Fig. 9.21 Expected trends (higher ", lower #, almost equal ~) for the main electrical parameters as

a function of the geometrical variations of some cell structure parameters (© (2006) IEEE, from

[17])

Fig. 9.22 Process synopsis for the wall structure integration: (a) Heater opening, (b) Heater

definition and (c) GST deposition and BEOL (© (2014) IEEE, from [18])
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9.2.6 Dash-Confined Structure

An interesting development of structures based on a vertical heater wall has been

shown by [20]. They demonstrated a dash-confined cell (Figs. 9.24 and 9.25),

capable of reaching IRESET as low as 160 μA, with a minimum chalcogenide

thickness of 7.5 nm.

The innovative aspect of this structure is the introduction of a replacement flow

for the control of the phase-change volume.

In this case the chalcogenide material replaces a previously deposited BEC

(bottom electrode contact) metallic layer inside a very small slot created with a

partial wet etch removal (recess) of the BEC itself.

In order to have a tight control on the morphology and characteristics of the

PCM alloy, a very conformal deposition is needed, since the aperture available for

the filling is 7.5 nm wide and 30 nm deep. Indeed, this kind of replacement flows

typically requires chemical vapor deposition (CVD) of the phase-change layer.

Moreover, the control and the cleaning of the recession are critical factors in the

performance of the device, because they determine the quality of the interface

between the phase-change alloy and the recessed heater, and we already illustrated

as this interface influences IRESET and cycling endurance of PCM.

Fig. 9.23 Summary of strengths and drawbacks for three architectures: wall heater, vertical self-

heating (either pillar or wall), and line bridge (© (2014) IEEE, from [1])
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9.2.7 Cross-Spacer Structure

The extreme evolution of architectures based on a vertical heater lamina is

represented by the cross-spacer structure, reported by [21].

Figure 9.26 shows the schematic diagrams of this cell, and we can appreciate that

both the heater and the phase-change material are deposited on sidewalls, thus

merging the approaches of the self-heating wall and of the μTrench/wall
architectures.

Even if this approach opened up the possibility for a dramatic programming

current reduction on less recent technology nodes, it does apparently run out of

steam when the half-pitch becomes very small, <30 nm, because the opening for

heater and GST deposition, the dimensions of the active sidewalls, and the

Fig. 9.24 Schematic

diagram of dash-confined

cell structure (© (2008)

IEEE, from [20])

Fig. 9.25 TEM images of dash-type confined cell structure. The width of PCM in the contact is

approximately 7.5 nm (© (2008) IEEE, from [20])
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extension of the spacers start to be quite comparable with the minimum dimensions

already achievable with the technology.

9.3 Remote Heater Device Architectures

A heater in direct contact with the chalcogenide material and not requiring addi-

tional connections is the preferred choice in order to maintain a compact device

structure, suitable for aggressive memory cell footprint.

But a heater physically separated from the chalcogenide material offers the

possibility for independent optimization of material parameters. For example, the

optimization of the heater properties does not have to take into account the

compatibility between the heater itself and the chalcogenide material when they

are separated by a dielectric layer.

Moreover, these structures open the opportunity for a characterization of the

thermal behavior of the phase-change material without convolving it with the flux

of electrical current through the material itself.

9.3.1 Micro-Heater Structure

A good example of such structure is reported in [22] and [23], where the remote

heater is used in order to induce the phase-change in a chalcogenide material

separated by a dielectric barrier, which prevents a direct electrical interaction

between the two parts of the system (Fig. 9.27).

PC Spacer LTN TaN

LTN

TaN

TiW

LTO Spacer PC Spacer

LTO

LTOLTO
Bottom Electrode Via

a b

LTO Spacer

Fig. 9.26 Schematic diagrams of cross-spacer cell structure: (a) top view and (b) side view

(© (2007) IEEE, from [21])
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This structure is also referred as a micro-heater and can be engineered and

simulated in order to provide accurate estimation of the temperatures reached

during operation [24].

Typically, the metallic layers used as a heater need to be able to sustain quite

high temperatures, because they need to generate enough power to heat the chal-

cogenide above melting (>600 �C), and preferred solutions include tungsten [22]

and platinum [23].

An extreme evolution of these structures based on a micro-heater can be found in

[25], where the carbon nanotube (CNT) heater with sub-5 nm diameter is back in

contact with the phase-change alloy, as illustrated in Fig. 9.28.

The programming current reported for this structure is low, because crystalliza-

tion of the GST surrounding the nanotube starts at ~25 μA (even if the voltage is

quite high, ~ 15 V, due to the long and resistive nanotube), but the direct axial

contact between heater and GST prevents the possibility of re-amorphizing the

crystallized volume. Nevertheless, this demonstration opens up the possibility of

developing phase-change memory cells with CNT heaters and ultralow switching

energy, possibly using a different architecture.

9.4 Summary

In this chapter we have discussed the options and the evolution of device architec-

tures for phase-change memories.

Fig. 9.27 Microscope image of an MTS. Pt heater is integrated on top of the lateral PCM cell

(three-dimensional figure inset) (© (2015) IEEE, from [22])
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After this review, it is clear that the actual choice of the optimal cell structure

depends on many boundary conditions:

• The area available for the cell (i.e., the density of the actual device)

• The driving current delivered by the selecting device

• The number of masks available for the cell integration

• The power consumption

• The technology node

• The required resistance of the storage element

For example, the choice of using a heater inside the cell is likely optimal if a

low-current, high-efficiency, and compact solution is needed. And an architecture

as the self-aligned wall heater can provide a demonstrated manufacturable solution.

As the phase-change memory technology enters into the storage class memory

contest [26] as extensively discussed in Chap. 11, some of these cell architectures

will be challenged and improved in order to deliver the required performances

(speed, endurance, and cost).
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Chapter 10

PCM Array Architecture and Management

Corrado Villa

10.1 Array Definition

The actual implementation of a diode selected PCM array is strongly connected

with the specification targets. There are several parameters like power or read and

program latency that vary substantially with the architecture choices taken [1]. In

any case, it is very likely that a high density array has to be fragmented in several

sub-arrays in order to control leakage, power, and speed at the cost of some die size

adder.

Several solutions are possible, and Fig. 10.1 shows a possible implementation of

a PCM array core.

The core is made of several tiles, each comprising a column decoder, a row

decoder, and a local sense amplifier. Tiles are grouped in partitions, which include a

partition driver and some high-voltage switches that connect the partition to a

subset of several power rails running across the die; partitions can be grouped

further in planes, with each plane including a set of sense amplifiers and program

loads.

Tiles are made of word lines and bit lines. Word lines are selecting one or more

cells in parallel during read and write operations. Bit lines are always singly

connected to a sense amp for reading or to a program load for writing. The cell

activation through a diode selector requires the forward biasing of the diode itself,

while all the other diodes corresponding to unselected cells must be either reverse

biased or biased at a voltage that is well below a certain threshold; this is to

guarantee that the current flowing in the deselected cell is (1) not causing any

read or program disturb on the deselected cell itself and (2) not inducing a wrong

sensing of the selected cell because of the excessive leakage (Fig. 10.2).
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In order to be ready for a read operation, each idle tile is biased so that all its

diode selectors are reversed biased. One possible implementation is to have all of

the word lines biased at the read voltage (WLdesel_V ¼ Vread) and all the bit lines left

to ground or floating. When the cell is selected, one WL will be driven low and one

or more BLs will be driven high, so that the GST structure will see the voltage

applied to the BL minus the voltage drop on the diode selector.

Fig. 10.1 A PCM array implementation. “Tiles” are grouped horizontally to realize a “partition,”

and a group of partitions (bank or plane) share a sense amplifier bank

Fig. 10.2 Biasing conditions for selected and deselected cells
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10.1.1 Tile Sizing

The most critical item in the definition of a PCM array architecture is undoubtedly

the tile sizing. The tile is defined as the smallest array unit comprising of PCM cells

and base contact cells only. Each tile requires its own decoding structures, an n-well

ring, dummy elements at the array borders, and possibly a local amplifier to

enhance the cell signal before sending it to a global sense amplifier. It is therefore

obvious that from a die size perspective, it is strongly desirable to use the largest

possible tiles since the decoders, dummy lines, and array rings constitute a fixed

offset that negatively impact the array efficiency (defined as the ratio of the cell

array area to the full die area).

What elements are limiting the maximum tile size?

IR drops on the BL and WL are the first item to be considered. As the bit lines

and word lines grow longer, the IR voltage drop on the lines gets larger,

determining:

• An increase of the program voltage that has to be delivered to the array in order

to reach the desired program current, with a corresponding increase in power

• The need for a higher deselection voltage on the word lines, causing in turn a

strong leakage increase

• A strong unbalance of the read/program voltages for close vs. far cells with

respect to their line drivers

Another important aspect is the larger capacitive coupling between lines that we

get when the tile size grows, which slow down the read latency, but usually the

previous limitations are strong enough to determine the final tile sizing.

So how do we decide what is the maximum WL and BL lengths that minimize

the die size without impacting too much the performance? Of course the specifica-

tion plays a key role here, depending on the focus being on power or speed or on

cost, but as a rule of thumb, a certain leakage to program power ratio can be used as

a criteria for sizing the tile. For example, let’s assume that the power allocated for

program is split in this way: 90% for the actual program operation and 10% to

compensate the unselected diode leakage. Knowing the reverse leakage as a

function of the reverse bias voltage, the sheet resistance of BL and WL, and the

program voltage across the selected cell, we can easily determine the largest

possible tile size that complies with the above requirements.

It should also be considered that the best array efficiency could be obtained with

a non-square shape for the tile. For example, if the sheet resistance of BL and WL

are significantly different, a shape with longer lines where the sheet resistance is

lower is preferable.
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10.1.2 Partitions

After the tile definition, a second key architectural aspect of a PCM array is the use

of partitions. Where does the need of partitions arise from?

In read mode, the WL deselection voltage must be high enough to prevent a

forward biasing of the deselected diodes on the selected BL. A simple solution

would be to bias deselected WL at a voltage equal to the BL read voltage.

In program mode, the minimum WL deselect voltage must be higher, because

the BL voltage is now forced to that of a program operation. Theoretically, the

program biasing conditions are compatible with the read mode requirements,

meaning that no forward biasing of unselected diode will occur; however, the use

of such a high deselection voltage has several negative effects:

• The overall deselected cell leakage grows substantially, causing power issues.

• The leakage of the deselected cells on the same BL can become so high that a

significant change in the sensing operation is caused and possibly a read error

can happen.

• Unless the deselected BLs are forced to ground, the leakage of the deselected

cells is collected on the selected WL, potentially causing an IR raise issue. WL

raise will further negatively affect the read precision.

For these reasons, it is preferable to use two distinct biasing conditions for read

and write; as a consequence, there is a relatively large amount of power that needs

to be spent in order to prepare a tile for the programming operation, corresponding

to charging all the WL to the higher voltage (Table 10.1).

The need to change the biasing conditions of the array from read to write is

determining the other key architectural aspect of a PCM array. In order to save

energy, and to switch as fast as possible between the two modes, it is desirable to

segment the array in “partitions” as pointed out before. A partition is the portion of

the array that will change its bias when prepared for the write operation, while all

the remaining cells will stay in read bias.

A partition must contain a sufficient number of tiles to ensure the desired write

bandwidth. The reason for this is that each tile can sustain only a certain number of

bit programmed in parallel, and usually this number is lower than the read paral-

lelism. The programming current is substantially higher than the read current, and if

the WL resistance is high, a large number of bits programmed in parallel would

determine a large IR raise in WL voltage. This in turn would cause a raise in the BL

program voltage, with a further increase in the leakage figures. Knowing the desired

program bandwidth, the average program time and the maximum number of bits per

tile will determine the minimum partition size.

As for the tile, partitions too have their own dedicated peripheral circuits, like

switches, voltage regulators, as well as fixed borders between adjacent partitions.

For this reason, for die size reduction purpose, it’s desirable to use the largest

possible partition size, but this is in contrast with power and speed consideration:
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the larger the partition, the larger the amount of energy spent for programming and

the longer the time to enter and exit the program biasing condition.

10.1.3 Global Word Line Decoder

Decoding a single word line in a tile requires a certain number of signals. Typically

the address bits that identify a WL in a tile are converted into pre-decoded signals

that can be used directly by the tile row decoder; signals might be level shifted to a

higher voltage when program operations are in progress. In order to simplify the

routing over the array and reduce the number of circuits needed for the decoding

operation, some global decoder signals might be used by the tile WL decoders.

Global signals are generated within the partition-specific periphery and are distrib-

uted at the proper level shifting as required by the operation in progress.

Figure 10.3 shows an example of this concept. Several global WL run horizon-

tally across several tiles, and each row decoder is simplified because part of the

decoding is deferred to the global partition decoder. Similarly the column decoder

can be simpler by using many global BL running vertically and one global decoder

that is shared across many tiles. This organization will likely require the availability

of four metal layers for the array, two for local/global WL and the other two for

local/global BL.

10.1.4 Special Program Modes

One interesting note concerns the comparison of the energy spent for the pure cell

programming and the energy used by the partition biasing switch. Especially for

large partitions and small granularity program operations, the balance can be rather

disappointing, with the largest part of the overall energy devoted to the biasing

switch. A possible work-around to this problem is a new program mode in which

the system SW, knowing in advance that a stream of program operations is going to

happen, forces the device to set a partition in the program bias conditions until the

stream is completed, getting a remarkable gain in energy and program latency.

Table 10.1 Example of

biasing voltages for BL and

WL during idle, read, and

program

Idle Read Program

Selected BL – 1.3 V 5 V

Deselected BL 0.6 V 0.6 V 0.8 V

Selected WL – 0 V 0 V

Deselected WL 1.3 V 1.3 V 4.5 V
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10.1.5 Sense Amp Hierarchy

As said above, each tile is completed by its own decoding structure. A large group

of columns are mixed into a single line by the column decoding. This line can be

directly connected to a sense amp, but in this case, the array efficiency will be

severely impacted since the sense amplifier footprint is not negligible with respect

to the overall tile size. A much more effective architecture uses global lines running

across two or more tiles, with shared sense amplifiers. This scheme allows a

compact layout with a limited penalty on speed: the global line capacitance is

small (line pitch is relaxed), and few transistors are loading the line, typically one

access transistor per each tile sharing the global line.

Program load circuits can also be shared across multiple tiles in a very

similar way.

10.1.6 Read While Write/Banking

For large arrays, it is not convenient to extend the sense amplifier or program load

circuits across the entire die. Even using relaxed pitch lines, the lines would become

long enough to adversely affect read latencies, and there could even be a concern of

IR drops on the global lines. So there is a certain convenience, especially if the

device spec is performance sensitive, to create several sense amplifier banks and

keep the global lines short. In this scenario, a new feature is potentially available at

Fig. 10.3 Tile with global word line and bit line signal crossing
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a relatively low cost to enrich the device specification: it could be possible to

manage simultaneously a program operation and a read operation. The big advan-

tage of this approach is that the device is not totally locked out to read when a

program operation is in progress. Especially for buffered programs (see Program

Operations paragraph), the latency to carry out the program operation might be of

several hundreds of microseconds, and this is clearly a limitation compared to a

DRAM device, for example, where read and write latencies are comparable.

Since we have multiple sense amplifier banks, it is possible to use one bank to

access a partition biased for read, while at the same time, we have a different

partition set for program; the only limitation to the read accesses would be relevant

to the partition with a program operation in progress; that area would result as not

accessible to read.

If a sense bank is serving multiple partitions, it is still possible to manage a read-

while-write operation, at the condition that we use separate global lines, one for

reading that is connected to sense amplifiers and the other for writing, connected to

the program loads.

Can the presence of multiple sense banks lead to offer independent banks in a

similar way as DRAM do? In principle this is possible, but this is strongly

dependent on the approach used to manage the program operation. In case a

program-verify loop approach is followed, and the complexity of managing this

operation is assigned to an embedded microcontroller, full bank independence

cannot be guaranteed, unless an instance of the embedded microcontroller is

available to each bank.

10.1.7 Redundancy

As with any other large memory array, PCM devices must rely on redundancy to

achieve good yield/die cost.

The most obvious defects needing redundancy are column and row shorts within

a tile.

Row redundancy is implemented by adding a few spare rows (word lines) in

each tile. Those rows will be accessed using dedicated row redundancy signals,

while the normally selected row is disabled by the redundancy activation.

From the moment the address is delivered from the I/F (interface) to the core, it

will take a few ns to detect if a row needs to be repaired, so there is a certain delay

associated with row redundancy. However, the activation of a word line just

involves its being tied to ground and is usually faster than the column selection,

where a precise voltage settling is required; for this reason, even considering the

address matching delay, the row redundancy does not impact the read latency.

Since each tile contains a set of spare rows and the number of tiles in a large

device is high, the number of potentially replaceable rows is pretty high, probably

beyond the minimum required by yield considerations. Having the full flexibility on

row repair has a cost:
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• Number of fuses to store the defective addresses

• Size of the address matching logic and routing of the redundancy control signals

For this reason, it is preferable to opt for a compromise in which several tiles will

be repaired simultaneously, sharing the control signals and reducing substantially

fuses and matching logic (Fig. 10.4).

For column redundancy, there are more options available. A possibility is to use

an approach similar to row redundancy, in which spare columns are added to each

tile. A more interesting solution consists in adding a complete set of spare columns

and dedicated sense amplifier(s) residing in separate tiles. The advantage of this

solution is that the address matching delay can be completely hidden behind the

sensing phase. Instead of choosing a spare element when the address matching is

true, a subset of the spare columns are read concurrently with the standard array

columns; during the sense evaluation, a redundancy mux will get ready to replace

one or more sense outputs with those coming from the spare sense amps, so the only

additional delay is that (very small) coming from the muxing operation.

A third, less obvious defect type is a column-row short. For example, a WL strap

contact could be shorted to a BL due to a defect. In principle this defect can be

repaired by replacing both the column and the row shorted together, but there is a

point that must be taken into consideration.

Even if the two faulty elements are repaired, they still play a role when other

columns and rows are selected within the same tile (Fig. 10.5). Let’s suppose that a
tile is biased for a program operation: the faulty row will be biased at the WL

deselect voltage like any other deselected row; this bias of course will propagate to

the shorted column. If the deselected columns are biased to ground (or to a BL

deselect voltage), current will flow through the BL to ground or to the deselect
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Fig. 10.4 Chip yield as a function of row defect density. The two curves refer to different

approaches for defective address storage
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voltage; if they are left floating, then the shorted BL voltage will raise until current

will flow through the cell into the selected word line. In a nutshell, whenever a

WL-BL short is present in a tile, regardless of its being repaired, all program

operations will see an extra-current load through the shorted elements. Read is

likely not affected because of the lower voltages used and the fact that the voltage

propagation happens through two diodes. Especially if the short involves more than

one line, for example, because the defect is large, it is recommended not to use that

tile. So a third type of redundancy can be considered, the tile redundancy, where an

entire tile is replacing one from the standard array.

Tile redundancy is probably the most expensive repair in terms of die size, and

this is not just because of the obvious consideration that a tile is much larger than a

group of columns or rows; there is also an implication connected with the tile

biasing. As mentioned above, partitions are provided in order to limit the amount of

energy needed to switch a certain array section from read to program bias. A first

solution consists in adding a redundant tile to each partition; the biasing of the spare

tile is relatively simple, being managed by the same circuitry that drives the

standard tile, but the cost of adding one tile per partition is high, e.g. about 6%

for a 16-tile partition. Besides, the flexibility of this solution is low, because there

can be many unused tiles, but still repairing one partition with two faulty tiles is not

possible. Conversely, another solution is to add totally independent tiles that can be

associated to any partition, but this requires a complex management of their

biasing; dedicated bias circuitry and sense amps for the spare elements must be

added, and they might need to be specialized as they drive a totally different load,

e.g., a single tile rather than an entire partition (Figs. 10.6 and 10.7).

Fig. 10.5 Column-row short, causing sneak current paths even when non-repaired addresses are

selected
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Fig. 10.6 Two solutions for spare tiles: rigidly associated to a partition (on the right) or fully
independent (at the bottom)
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Fig. 10.7 Chip yield as a function of the number of defective tiles and spare elements available
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10.2 Array Biasing

As said above, for a proper array functionality, all the diodes in a tile will have to be

reversed biased, with the exception of the selected cell(s) whose diodes will be

forward biased. Taking as a reference a square tile of n rows and n columns where

we address a single cell:

• Roughly n2 diodes will be in reverse bias conditions: word line voltage high and
bit line voltage low.

• 2*n diodes will have little or no bias: both diode terminals at low voltage on the

selected WL and high voltage on the selected BL.

• One diode will be in a strong forward bias condition: word line low and bit

line high.

One possible implementation to achieve this is to have all of the word lines

biased at the read voltage and all the bit lines left to ground or floating. When a cell

is selected, one WL will be driven low and one or more BLs will be driven high, so

that the GST structure will see the voltage applied to the BL minus the voltage drop

on the diode selector.

The deselected BL can be either grounded or slightly higher than ground. The

use of a nonzero voltage on the deselected BL allows a reduction of the reverse

leakage.

In fact, as the voltage on the deselected BLs is raised, a corresponding reduction

on the reverse bias voltage is seen on ~n2 cells, at the cost of an increase of the

forward bias voltage on n–1 cells belonging to the selected WL (Fig. 10.8).

Following a very similar line of thought, it is not strictly necessary to use a WL

deselection voltage equal to the BL read voltage. This voltage ensures that there is

no voltage applied to the deselected cells belonging to the same BL; it is likely that

a slight WL voltage reduction is possible before the deselected cells would drive a

forward current that is high enough to disturb the read.

10.2.1 Tile Biasing

A simple way of biasing the tile is to use a full P/N decoder to drive both the

deselect and the select voltages to the array. Of course this implies a more complex

decoding scheme that is affecting the die size, especially if a double-sided decoder

approach is followed. There are other smart solutions to achieve the same func-

tionality in a very compact layout.

One is to use a pull-up resistor per WL, with the other end of the resistor

connected to a common node that is driven to the deselect voltage. The resistor is

easily integrated into the array itself, as a part of the word line active area. The

advantage of this solution is that the selection can happen by means of a simple
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NMOS pull-down. When all pull-down are switched off, all the word lines go to the

deselect voltage and the tile is in the idle state (Fig. 10.9).

A second solution is offering a compact layout and a way to drive the ideal

deselect voltage on word lines.

Figure 10.10 is showing a tile in which a special BL “DBL” is biased at a

WL_desel voltage. The diodes connected to this special BL will drive a forward

current into all the WL in the tile, until a voltage high enough is reached on the

deselected word lines. If an array BL selected for reading is then biased at the same

voltage as the DBL line, the amount of forward current flowing into the deselected

word lines will be similar to the one we have on DBL. In order to guarantee some

margin, DBL might be biased to a voltage that is slightly higher than the read

voltage. The advantage of this approach is that the WL deselect voltage will be

exactly the minimum necessary to reduce the forward leakage to an acceptable

level, therefore minimizing the reverse leakage on the deselected cells. Following a

similar approach, all unused bit lines can be driven by a special word line DWL

which is attached to deselected columns (e.g., a WL connected to odd cells when an

even address is selected). The unused BL will be drawn close to ground at exactly

the value that reduces the forward conduction on the selected WL to an acceptable

level, therefore reducing further the overall reverse leakage.

Fig. 10.8 As the deselect BL voltage is increased, the overall reverse bias leakage is reduced.

Considering one deselected BL, the intercept between the two curves is the point where the n–1
diodes attached to a deselected WL draw the same current as the diode on the selected WL
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Fig. 10.9 The simplest row

decoding approach, with

N-channel pull-down MOS

and a pull-up resistor

integrated in the array

Fig. 10.10 Dummy line biasing. A DBL column biases all unselected word lines, while two DWL

rows bias all unselected odd or even bit lines
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It must be considered that both solutions, the pull-up resistor and the special BL,

will inject current into the selected WL, causing an extra power consumption and a

voltage drop on the pull-down device of the decoder. It would be best to have the

pull-up resistor or the special BL on the same side of the pull-down device, or there

will also be an additional IR raise across the WL.

10.2.2 Line Coupling

There is one concern referred to fine pitch arrays relative to adjacent line capacitive

coupling. A strong line to line coupling is not easily managed by the smart decoder

solutions described above. It is essential that, if one line (row or column) has been

selected, the other does not affect the adjacent lines while switching, or a spurious

write might occur (at least in program mode). For this reason, at least one of the two

directions should be managed by a full CMOS decoder, unless slow switching

speeds are acceptable.

10.2.3 Voltage Compensation

As stated above, the use of long lines determines an unbalance in the effective

voltage applied to the cells. Given a certain BL/WL resistance and a program

current, there will be a voltage drop on the selected BL that goes from nearly

zero when a cell close to the BL driver is selected, up to I_program*BL_res for the

furthest cell on the opposite side of the tile. This is an undesirable situation, because

in order to guarantee an effective program voltage for the far side cells, we risk to

overprogram the near side cells.

One possible mitigation factor for this problem is to design a double-sided

WL/BL decoder, so that the program current is delivered through both line ends,

thus dividing by four the voltage drop. Of course this approach has an inherent die

size cost.

Another effective method to avoid overstressing the near side cells is to apply a

voltage compensation factor, following the array topology. If the voltage drop is

Vd, we can reduce substantially the overvoltage by splitting the tile in regions

which will receive an adjusted voltage depending on how far each cell is from its

driver. Only the far cells will see the highest voltage, while the near cells will be

biased with a scaled down voltage. It must be noticed that this methodology is

easily applied to the BL side, but not as easily to the WL side if more bits are

programmed simultaneously; each bit has a different distance from the WL driver

so it’s not possible to compensate the different IR drops simultaneously.

Another point worth noticing is that a full compensation is not possible: the real

amount of IR drop depends on the actual program current, which has its own

dispersion, so the voltage on the furthest cells will be only partially compensated.
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10.2.4 Voltage Biasing vs. Current Biasing

The above considerations raise a question whether a different approach in biasing

the PCM array is more appropriate. Rather than using a voltage biasing, we could

decide to force a current into the selected cell. This choice is very effective in

neutralizing the IR drop variations between close and far cells, because the same

amount of current is injected in all cells regardless of their topology in the tile. The

drawback of this approach is that the geometrical variations of the cells are not

taken into account. A large-diameter cell will be underbiased, while a narrow-sized

one will likely be overstressed. The voltage bias approach instead is friendlier

toward geometrical variations, because the current flowing into the cell tends to

adjust to the different geometries. As a conclusion, for large tiles without voltage

compensation, the current biasing can be an effective way to control the program

biasing, but if a voltage compensation is applied and/or intra-die geometrical

variations are high, then the voltage bias approach should be advantageous.

10.2.5 Standby Biasing

A special care must be paid to tiles in idle mode. The idle state can be maintained

for a long period of time, during which the diode reverse leakage can slowly charge

the bit lines to a voltage that is progressively approaching the word line voltage.

This slow drift of the bit line voltage has one positive implication: diode leakage

goes down as bit line voltage goes up. But at the first tile access after a long standby,

with the selected word line going low, there will be a very large capacitor,

constituted by all the bit lines of the tile, that has to be discharged through the

word line itself and its own decoding path. The injected current might be very high,

causing a high IR raise and making the read impossible until the discharge process

has been completed. Since most specs require the same read access time regardless

of how long is the interval occurring between two read cycles, it is necessary to

provide a bit line voltage clamp that prevents this phenomenon. The “dummy word

line” scheme described above is one way to effectively provide this clamp and in

particular to provide a clamp that discharges bit lines at the highest possible value,

minimizing leakage and therefore standby current at any device temperature.

10.2.6 Power/Energy Considerations

As mentioned above, the tile size will affect dramatically the power figures of a

PCM device.

First of all, let’s consider that the high voltages required in program will likely be

generated by an internal charge pump. Charge pumps are not very efficient (they

usually have a power efficiency well below 50%), and their efficiency tends to
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worsen as the output voltage grows higher and the number of pumping stages

goes up.

Considering an ideal cell with a set current of 100 μA and a voltage across the

diode + GST series of 2 V, the power sunk in program is 200 μW. Reality is much

worse though.

First of all, let’s add all the IR drop components. BL and WL resistance could be

in the 5 KΩ range each; WL and BL decoder MOS resistance might be of that order

too; additional 5 KΩ could come from contact resistance (emitter resistance, WL

strap, or base contact resistance); 2 KΩ could be associated with the global BL

resistance and the program load. In practical terms, the worst case cell will see

~27 KΩ series resistance corresponding to a 2.7 V IR drop on lines and decoders.

Besides, if 100 μA is the average set current, the voltage will have to be raised

further to guarantee that a large cell still has enough biasing; assuming a sigma of

10 μA for the set current, the device must be ready to sustain an IR drop of 4 V. The

desired output of the charge pump is therefore set to 6 V (4 V + the voltage across

the cell). Assuming a power efficiency of the charge pump at 35% with this high

output, the real power absorbed by this average cell is therefore 100 μA * 6 V/

0.35 ¼ 1.7 mW, i.e., almost 10� the initial estimate. And this calculation does not

take into account the energy wasted due to array reverse bias leakage, the tile bias

switching, the embedded firmware execution, and the possibility that multiple

program/verify loops are executed. Using smaller tiles will at least reduce the IR

drops allowing a lower program voltage and a better charge pump efficiency.

10.3 Sense Amplifier

To achieve a good read signal, the first thing we need to determine is the best read

bias voltage for the BL. The cells consist of two series elements, a diode and a GST

memory element; the voltage we drive on the selected BL (assuming the selected

WL is grounded) goes across the diode-GST series, but there is no way to prede-

termine the voltage split between the two, as this depends on the GST status. It is

important to notice that the diode has an adverse effect on the cell bias, since the

GST memory element will see a voltage that is lower on the set, low resistance state

cells, therefore reducing the read signal.

The maximum voltage applicable across the GST structure is limited by reli-

ability concerns, but we should try to get as close as possible to a safe value

(V_safe) in order to extract the maximum signal from the cell. In fact, due to the

exponential characteristic of the diode, the voltage across the diode itself does not

change much for a given increase of the biasing voltage, so that the extra voltage is

delivered almost entirely to the GST element.

How is the read voltage regulated to achieve the maximum allowed bias? The

proposed approach is to measure the voltage drop on a reference diode and then add

the V_safe voltage to generate the BL bias voltage.

A dedicated mini-array containing the reference diodes is biased with an

“I_safe” current, defined as the maximum current allowed through a reset cell
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before incurring reliability issues. Several diodes could be used in parallel to get a

more stable measure. A voltage adder is then adding the reference diode(s) voltage

with the V_safe voltage. Reset cells will see the full V_safe across the GST but no

more than I_safe current, while set cells will see V_safe minus the additional

voltage drop on the diode requested to drive the cell, as a result by the intercept

of the diode characteristic with the GST load line (Fig. 10.11).

This represents the biasing voltage that guarantees the best signal without

incurring read disturb issues.

V_safe itself can be generated in several ways. The maximum voltage tolerated

by a cell depends on temperature and process variations, so it must be provided a

mean for a die-by-die trim of this value, on top of a temperature-dependent

regulation. One simple approach to achieve both regulations is to use a look-up

table for V_safe, with an on-chip temperature sensor and V_safe values that are

decided during testing. The value corresponding to the current temperature would

then be driven into a DAC to generate the desired V_safe value.

Once we have a good biasing voltage for the BLs, the following step is to measure

the current flowing in the BL under these biasing conditions. A second mini-array

containing several cells in the set state can be used to generate the reference current.

Several cells are measured in parallel to reduce variations; they are under the same

biasing conditions as the array cells, and they are taken with a ratio that is selectable

at testing in order to maximize the read signal. Such current is then distributed across

the die and sent to all sense amplifiers. Theoretically reset cells could be included in

the mini-array too, to achieve a sort of self-adjusting optimum reference value

between set and reset currents; the problem with this approach is that the reset drift

may change radically the reset current over time, so it is not easy to exploit a

reference cell that was put in the reset state at testing or even refreshed periodically.

Fig. 10.11 For the set cell, the voltage across the GST is lower than V_safe, by the amount

required by the diode to drive the additional current with respect to I_safe
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The cell current and the reference current are typically converted in voltages

within the sense amplifiers, and following that, a simple comparator will determine

the cell state. A latch will usually follow the sense to retain the digitalized result of

the read operation even after the BL has been reset to the idle voltage.

An interesting consideration about the sense amplifier is the following: for a

given tile, two or more active bit lines can insist on the same active WL. This will

determine a pattern-dependent read window loss, due to the current of the set cells

flowing into the WL. Let’s consider, for example, a situation in which all the cells

read simultaneously in a tile are in the set state; several cells have a very low

resistance state, while one is only marginally set. The best set cells will drive a

remarkably high current in the WL, thanks to their low resistance value, causing a

certain voltage raise on the WL itself. This does not represent an issue for the good

cells but is creating a problem to the marginally set one: on top of having a

resistance which is in the high end of the set distribution, its bias is marginal due

to the WL IR voltage raise. For this reason, an effective sense implementation is

one which causes the immediate BL reset after a “set” state has been determined.

The high set current flow is immediately cut off, and the corresponding WL voltage

returns to a lower value, easing the read of marginally set cells. The only drawback

of this implementation is the longer sensing time needed to let the WL voltage settle

to the final value (Fig. 10.12). Whatever is the read scheme, there will always be a

Fig. 10.12 A weakly set cell, initially not capable of triggering the sense amp, is read correctly

after the other cells on the same WL have been cut off
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pattern sensitivity if more bits are read in the same tile, and this must be taken into

account at testing.

10.4 Program Operation

The advantages of the PCM cells over flash cells are the write speed, especially for

the reset operation, and the bit alterability that makes the need for organizing the

array in erasable sectors obsolete.

In order to fully exploit the potential of the technology, it is very important to put

in place an efficient management of the program operation.

Two well-distinct methodologies can be followed:

• A classic program-verify loop approach, similar to those used in flash memories,

which can be fairly complex but allows an optimization of the RBER and of the

write energy per bit

• A single-shot approach, aimed at getting the fastest write performance but that

requires most likely some form of media management

Let’s consider the program-verify approach first.

First of all, it is almost unavoidable to refer to an embedded microcontroller to

manage the complex sequence. The use of a state machine, for example, would not

have the same flexibility as the microcontroller posing serious obstacles to the

device validation/engineering.

The microcontroller is programmed to execute an embedded firmware that has

access to all the analog blocks of the device, as well as the addressing of the array. If

a “read-while-write” architecture is used, the microcontroller will drive the write

addresses, while the read address will be communicated by the user through the

device I/F.

A typical program flowchart would be the following (Fig. 10.13).

A certain number of words to be written are loaded through the external interface

into a program buffer. The use of a program buffer saves us from the need to

repeatedly switching on and off program conditions and allows instead a larger

chunk of data to be written at once.

When the program buffer load is complete, a first verify loop is performed on the

addressed cells; a second “modify” buffer holds the results of the verify operation,

with a “1” indicating that cells are already in the desired state, so they don’t need to
be programmed, and “0” showing the opposite. The first verify is therefore saving a

50% cell writes in case of a random over random pattern write.

The first program loop is then started; in order to save power and time and

enhance reliability, the shortest pulses with the lowest program voltages are ini-

tially applied to the cells. A second verify loop is then performed, clearing the bits

in the modify buffer as the verify operation reports the desired cell state. Loops are

repeated increasing the pulse duration and/or amplitude until all bits are set in the

desired state or the maximum number of loops has been reached. Once a bit is

verified correctly, it is removed from the “modify buffer” list, so that the possibility
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of repulsing it if a subsequent verify fails is excluded. Repaired columns are also

cleared from the modify buffer and replaced with the corresponding spare elements;

this step is very useful in preventing a large current surge when, for example, trying

to program a column that is shorted to ground.

One important remark is that in order to save time and have each loop executed

faster, in spite of the longer program pulses, a HW program accelerator is capable of

skipping any group of bits that do not contain any cell to be programmed.

Each verify is done using margins, i.e., the reference currents used in verify are

more severe than those used in a normal read, thus giving a certain confidence that

the following read operations will pass without errors.

Since the set to reset transition is usually much faster than the opposite one, there

is a certain advantage in writing a pattern over a preexisting “all 1” background (“1”

is by our conventions the set state coding).

A dedicated algorithm can be developed to treat this special case and get the

fastest program performance.

For the normal case where both “1s” and “0s” are to be programmed, it is worth

noticing that the calibration of the pulse duration is very important in order to achieve

the fastest program time. In fact, while the cell reset is not very sensitive to the pulse

duration, the set operation is. Choosing too short a pulse in the first loop will

minimize its duration but will carry a larger number of bits needing the second,

longer pulse. If the pulse is uselessly long, only a small fraction of cells will undergo

the second pulse, thus minimizing its duration, but the first loop will become

dominant in the overall program latency calculation. Therefore, it is very important

to characterize the behavior and even choose a die-by-die trim to optimize the

parameters. A “program calculator” tool can also be developed to simulate the device

behavior as a function of its configuration and specific cell parameter distribution.

Fig. 10.13 A simple program flowchart showing the main operation blocks
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The other program management approach is based on using fixed amplitude and

duration pulses, without any verification before or after the pulse. The first consid-

eration is that this approach is much simpler, does not need sophisticated sequences,

and is also faster in the sense that it covers everything with a single event (rather than

looping multiple times); the verify operation itself takes time and energy to execute.

The very big disadvantage of the “blind program” is connected to the widespread

of the set operation latency. If the difference between the minimum set pulse

needed by a fast cell and a slow one were small, then opting for the longest pulse

on all the cells with the blind program approach might be advantageous, due to the

time savings relative to the multiple loops. But if the dispersion of the set pulse is

very high, e.g., a 10� ratio or more between short and long pulses, then using the

longest pulse for all cells is unacceptable. The work-around then is to trade off the

pulse duration for the RBER (Raw Bit Error Rate) of the program operation; by

accepting that a certain number of cells will fail, we can use a much shorter pulse,

function of the set time distribution, and reduce both power and program latency.

Of course this methodology must be coupled with a strong enough ECC correc-

tor, to bring UBER (Uncorrectable Bit Error Rate) down to useful values.

10.4.1 Program Disturbs

There are several disturb issues connected with the program operations, for exam-

ple, disturbs induced by cross talk between adjacent lines (word lines or bit lines) or

by defects in the tile that can determine an unwanted raise of a deselected line. One

particularly relevant disturb is the thermal disturb, in which the deselected cells

might change state as a consequence of the high temperature seen in a neighbor

selected cell.

Apart from process construction details aimed at preventing thermal disturbs [4],

there are also architectural measures that can be taken to mitigate this issue. The use

of a program buffer, for example, allows programming several bits at once in a

specific array portion. If the bits relative to a program buffer are mapped to a

rectangular group of cells made of physically adjacent bit lines and word lines, then

most cells will be thermally interacting between each other at each program

operation. Only those cells which are on the boundaries of the rectangular section

will have physical neighbors belonging to a different logic program buffer. These

cells are the most critical because there is a chance that a neighbor program buffer is

reprogrammed for a high number of cycles before they are programmed again: so

they have to withstand many thermal disturbs while retaining the data originally

written. The proposed mapping of the program buffer in groups of adjacent cells

minimizes the number of “boundary cells” and therefore makes it possible the

adoption of a refresh algorithm that, once the program operation is completed,

verifies the state of the adjacent word lines/bit lines. If any marginal cell is found, a

new program cycle on the neighbor cells is started to restore a robust crystalline or

amorphous state in the disturbed cells (Fig. 10.14).
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10.4.2 Erase Operation

Since PCM cells can be set on a bit-level basis, there is no need for an erase

command like in flash memories.

There are still a few advantages though for considering the implementation of an

erase command. The first reason is simply for backward compatibility with existing

flash devices. Especially in the early stage of PCM device adoption, having a fully

compatible specification will ease their introduction into existing systems.

A second reason is to fully exploit the higher speed of the reset operation: in

order to prepare a certain memory area for this reset-only write, it might be helpful

to use an erase command.

Finally a flash-like management of the array, though having clear disadvantages

and not fully exploiting the bit alterability offered by the technology, is also

opening the possibility of a sector-based media management, potentially including

things like storing the number of cycles in each block or the time elapsed since the

last erase, etc.

In all cases, the erase operation will be achieved as a sequence of set pulses, so it

is not related to a real bulk operation as happening in flash memories.

10.4.3 Suspend Commands

As explained above, the latency associated with read and write operations is rather

different, especially when a set operation is involved. If the device offers an erase

Fig. 10.14 A program buffer addresses a rectangular group of adjacent cells (in green). The red

cells adjacent to the program buffers are disturbed by multiple program operations of the green

cell; a refresh algorithm can recover the original state of the disturbed cells
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command, its latency can be several orders of magnitude higher than a read. For

these reasons, it might be wise to include a suspend command in the specifications.

The suspend command will temporarily stop the program operation to allow reads

in the same partition; the program is then resumed later until the operation is

completed or until a new suspend is issued.

The main actions to be taken to correctly manage a suspend command are the

following: first, the partition biasing voltages have to be reset to the read conditions;

second, the current state in the program sequence must be saved to allow resuming

the operation at a later time. It must be noticed that to ensure that the program

operation will come to an end, the interval between two suspend commands must be

above a certain threshold or most of the time will be spent to enter/exit the program

biasing conditions rather than delivering actual program pulses to the array.

10.5 Multilevel Cells

Since the phase change in the GST material involves a volume that is proportional

to the amplitude of the reset pulse, it is possible to envision a program algorithm

that tries to step the reset voltage until the desired amount of GST is reset in the

amorphous phase, controlling the resistance of the cell in a nearly analog fashion.

The use of an embedded microcontroller in this case is definitely a must, and if

the program steps are sufficiently fine, it is possible to get three nonoverlapping

resistance distributions, on top of the set distribution, implementing a two bit/cell

multilevel cell. One important detail about this flow is that it is absolutely necessary

to clear the “modify list” buffer from bits that are passing the program verify. If this

is not done, it might happen that one cell has marginally passed the program verify,

goes through several program-verify loops, and at one point fails the verify oper-

ation. The cell would therefore undergo a further program pulse, but the problem is

that after several loops, the program voltage has increased substantially, and a

single pulse could now place the cell in a totally wrong distribution.

The biggest problem in the multilevel approach is certainly the drift; the initial

placement of the cells may be accurate, but over time they will increase their

resistance due to drift. Even assuming that the distributions move consistently

maintaining a separation between them (which most likely won’t happen because

of the geometrical variations in the cells), we still have the problem of using a fixed

reference to discriminate a moving distribution. There are work-arounds for this

problem, one of them being the use of additional bits that work as a reference in

each program page; the sensing operation will adjust its current reference levels

until the reference bits are read correctly and use this setting to read the rest of the

page. Clearly this is a slow approach (it might require a few read attempts), and it

requires a per-page write specification as well as some die size penalty for the

reference bits.
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10.6 Microcontroller and Embedded Firmware

If the microcontroller approach is used, a proper mean for storing the firmware code

must be provided.

One option is using the PCM array itself to store the code, probably in one

dedicated array not to interfere with the standard array space. There is a disadvan-

tage in this approach though, as PCM might not be reliable enough to retain the

code after the reflow process to solder the device to a PCB board. Besides, we

would still need a code to write this dedicated array. A ROM can also be used,

solving both issues, but obviously its flexibility is much lower, since a new mask is

needed for each code revision. The proposed approach is a compromise between the

two: a ROM holds a basic code that implements all the key program routines, with

parameters that can be stored in fuses to fine-tune the code behavior. An additional

set of fuses is provided to apply small fixes to the base code, without having to store

the entire code in the fuses. This decision is important because the area taken by a

single fuse is huge if compared to a PCM cell.

On top of the RAM and the fuse code repair mechanism, the device is provided

with an embedded RAM that is also usable to execute code. In this way, several

variations of the program code can be tried without having to request a new ROM

and/or blowing fuses to change the code.

10.7 ECC

The presence of an embedded ECC engine offers great opportunities for improving

the device reliability and its yield [2, 3]. Many reliability phenomena (data reten-

tion, cycling endurance, drift, to mention a few) exhibit a tail in the parameter

distribution that can be easily recovered by the ECC. An example of ECC correc-

tion calculations is reported at the end of Chap. 5, based on [2].

Thanks to the relatively high read speed of a PCM device, our preference should

go to an ECC scheme capable of doing the correction in few ns, to prevent big

losses on the read latency. Schemes based on large code words and high number of

correctable errors with iterative ECC engines like those used in NAND flash

devices are therefore not recommended. Schemes that operate on 128 ~ 512 bit

code words with 1 ~ 3 correctable errors can instead be implemented with a

relatively low latency and a small area. In case the device is supporting read-

while-write or concurrent reads in different planes, two or more ECC engines

must be provided.

The high speed for ECC is required only for the correction phase, since the

latency is added to a read operation usually taking less than 100 ns; for program, the

latency associated with the tile bias switching and with the set operations easily

brings the program duration in the range of several μs, so using a more compact

iterative scheme for the ECC parity calculation is perfectly acceptable.
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ECC also offers the possibility of implementing an embedded refresh command,

capable of addressing time-dependent reliability issues like drift and retention in a

very effective way.

For example, a refresh command could be implemented in a way that all code

words are read sequentially by the microcontroller, and whenever an error correc-

tion is detected, the specific code word would be refreshed by the embedded

firmware, in an attempt to rewrite correctly the bad bits. The advantage of the

methodology is that the array contents are kept refreshed, maintaining the error rate

below the ECC correction threshold, writing only the words that need to be updated,

and thus saving power and time for the refresh operation (Fig. 10.15).

10.8 Fuses

All memory devices have the need to store dynamically nonvolatile information

regarding redundancy, configurations, trims, testing information, and so on. For a

nonvolatile memory, the task of storing information is normally not difficult, as

they can use directly the memory cells (in a dedicated array) as a storage media. But

PCM poses a new challenge, as the data retention is not guaranteed at temperatures

as high as 250�C even for a very short period of time; therefore, the soldering

process on a PCB board is likely to wipe all information stored so far.
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An alternative to storing data directly in a PCM array is the use of a fuse-based

storage. Fuses are usually larger than a memory cell, but they are much more

insensitive to heat. The number of fuses needed on a device can be of the order

of several thousand: for example, it is not unusual to use 15–20 bits to store the

address of each spare element used by redundancy; analog trims can involve several

blocks, and each of them can take tens or hundreds of bits, etc.

Given the critical role served by fuses, it is very important to ensure a high

reliability on fuse data. Methods to improve reliability can vary from voting

schemes in which three or more fuses hold one bit to ECC-covered

implementations, with fuses organized in pages protected by one or to two error

repair schemes. If an ECC scheme is adopted, since fuses are of course not

rewritable, it is important to organize data in a way that does not require write

access to the same page more than once: in fact it would still be possible to blow

unblown fuses in a previously written page, but there would be no guarantee that the

new parity could be stored.

Fuses are another example of how the use of an embedded microcontroller can

simplify a lot the management of the device functionality. With a proper power-up

embedded sequence, fuse contents can be read sequentially, corrected, and deliv-

ered to a peripheral block using a common bus controlling when the new data is

made active. The sequential download of fuse contents can also prevent large

current spikes that would happen at power-up if all fuses had to be read simulta-

neously (Fig. 10.16).

Fig. 10.16 Block diagram of the PCM periphery showing how fuse contents can affect the device

configuration by means of the embedded microcontroller; configuration bits are read from the fuse

array and deployed to the main periphery blocks
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10.9 Conclusions

The key factors influencing a PCM array architecture have been analyzed.

The need for breaking up the array in several sub-arrays, reaching a trade-off

between die size, power, and speed, has been discussed, also referencing the effects

of features like read-while-write and banking.

An optimum array biasing has been explained, with different solutions privileg-

ing specific spec parameters. Sensing and programming operations have been

shown, and the benefits of using an embedded firmware were demonstrated.

In summary, PCM is confirmed as a viable technology for a high-density NV

memory, probably not as cost-effective as a NAND flash but giving tremendous

advantages in terms of endurance and read speed. The bit-level alterability offered

by the technology opens fantastic opportunities in simplifying the management of

solid-state storage devices and boosts even further the effective write speed of such

devices. Power is a critical aspect of the new technology, but there are design/

architecture solutions that can mitigate the problem.
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Chapter 11

PCM Applications and an Outlook

to the Future

Gregory Atwood

11.1 The Importance of Memory in Modern Computing

Systems

The performance and functionality of modern systems are being defined as much by

the memory as by the CPU. Memory is becoming a significant component of the

system cost, a primary bottleneck for system performance, and a major contributor

to system power. The impact of memory spans from large systems such as servers

down to small systems such as smart watches and even into the emerging IOT

(Internet of things) devices.

For high-end systems, such as servers (Fig. 11.1), large amounts of low-latency

memory “close,” both physically and temporally, to the CPU are critical for the

operation of large transactional databases which are becoming prevalent with the

growth of the mobile device market and the use of these devices for “real-time” data

and financial transactions.

For smaller systems, such as phones, memory is a meaningful contributor to the

cost and functionality as well as to the battery life. The importance of memory for

this class of devices is illustrated by the fact that, while few people can tell you what

CPU is in their phone, almost everyone can tell you how much memory is in their

phone as this is often a selling feature. Memory in these devices has been increasing

rapidly as their functionality increases to rival that of a laptop computer.

For even smaller devices, such as a smart watch or IOT devices, the memory

density is lower, but memory is still of high system importance and plays an

important role in defining the functionality and power consumption of the device.

DRAM and NAND memories, the two dominant memory types, have been a

primary enabler of the complex systems used today. DRAM, fast but volatile,
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serves as the main working memory and NAND, slow but nonvolatile, as the main

solid-state storage memory.

11.2 Memory Scaling and System Challenges

Unfortunately, just as the importance of memory is increasing, the ability to

continue memory scaling is becoming a concern. Electrostatic storage physics is

the basis of NAND and DRAM memories and has been highly successful over the

past 40 years. Straightforward scaling of existing materials and structures has

enabled a fairly low-risk path to higher memory density, and a pace of roughly

two times higher memory density every 2 years has been maintained. Over the past

10 years, though, the complexity of scaling has increased rapidly as we approach

some of the fundamental physical limitations for the electrostatic-based storage

physics (Fig. 11.2). Significant innovation for materials and structures is now

required at each new technology generation. Scaling now requires new expensive

tools and an increased risk of major innovations being required at each generation,

reducing the financial viability of scaling. With the reducing ability to increase

density through smaller geometries, the drive for continued scaling is forcing a

transition to three-dimensional structures with new materials and new constraints.

From a system “scaling” point of view, as system performance continues to

increase and the amount of memory in the system increases, the memory-imposed

system limitations are becoming relevant. DRAM is a volatile device; data is lost on

power loss. DRAM requires a frequent refresh of the stored data when power is

present; it must be managed by the system. NAND is nonvolatile and serves as a

good companion memory to DRAM, but it has a high read and write latency and

requires extensive system management to mitigate its high error rate and low

Fig. 11.1 Diagram of a representative (year 2016) 2U enterprise server configuration with 2 Xeon

processors and 16 32GB DIMMs of DRAM (512GB). The memory cost is 2.5� the processor cost
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number of allowed reads and writes. Neither DRAM nor NAND are ideally suited

to the needs of the system.

The volatility of DRAM requires significant system management to mitigate the

risk of power loss resulting in the loss of critical information. Techniques such as

journaling and check pointing are used to enable the ability to recover the system in

the case of loss of the data stored in DRAM. These operations consume bandwidth

(performance) and power by frequently moving data across the system bus to a

nonvolatile storage device, often NAND memory. The requirement to refresh the

DRAM (rewrite the stored data) in order to preserve data is independent of if the

DRAM is being used or not and impacts both power consumption and performance,

both issues which increase as the DRAM density grows. Power is consumed by the

refresh operation even when the DRAM is not being used. Performance is impacted

when a read or write is requested to a DRAM location that is undergoing refresh.

The high read/write latency for NAND and the extensive management that is

required to maintain NAND reliability consume both bandwidth and power.

Increasingly complex NAND memory controllers can consume as much energy

per bit of NAND as consumed by the NAND. Read and write latencies to NAND

are 1000 times longer than DRAM and are nondeterministic to the system,

depending on the amount of management required.

For additional information related to memory scaling challenges, refer to refer-

ences [1–4].

11.3 The Memory Hierarchy Today and the Opportunity

for Insertion of New Memory Types

The environment of memory physics and memory system scaling challenges is a

primary motivation for the exploration of new memory devices with new storage

physics and new functionality attributes. The hope is that advances in the ability to

manipulate materials at the atomic level can enable the design of a new memory

Fig. 11.2 NAND and DRAM scaling challenges [1]
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physics device that can mitigate the scaling issues through supplementation of the

existing NAND and DRAM and possibly their eventual replacement.

Ideally the elusive “universal memory” would be engineered combining the best

of DRAM with the best of NAND. Unfortunately, no such memory physics has

been discovered and may be precluded from existing based on the competing

requirements of nonvolatility and power or performance and cost. Nonvolatility

requires an energy barrier to prevent the loss of data; this energy barrier requires

energy to overcome for the write operation. Performance requires short transient

time for signals to move across the memory chip often resulting in more circuitry

and smaller blocks of memory resulting in higher cost.

An overview of the memory hierarchy today (Fig. 11.3) illustrates several orders

of magnitude gap in both performance and density between DRAM and NAND,

and filling this gap has been a focus of the new memory technology, often referred

to as emerging memory. The memory hierarchy starts with the very fast but

low-density caches on the CPU and moves outward to fast and higher-density

DRAM potentially in the same package as the CPU, further outward to slow and

much higher-density DRAM separate from the CPU. All of these memories are

directly addressable by the CPU and all are volatile. On the other end of the

memory hierarchy are storage devices where the memory locations are not directly

addressable by the CPU. The access latency of these storage devices is large, but

their density is also large. NAND has emerged as the primary solid-state storage

memory. A gap of around three orders of magnitude for both density and latency

exists between DRAM and NAND. This large gap is the target of the emerging

memories with potential features as shown in Fig. 11.4.

Consider a representative system of “today” using DRAM as the main working

memory and NAND as the storage memory, perhaps a cellular phone, a schematic

representation of which is shown in Fig. 11.5a. When the system is started from an

off state, it must move all of the code and data required for it to run from the NAND

(nonvolatile storage) to the DRAM (volatile main memory). The DRAM and

NAND memory will impact the system performance and power.

1. Because the NAND is slow and has a limitation on the number of times it can be

used, it is not possible for the system to execute its programs out of the NAND.

Fig. 11.3 Conceptual memory hierarchy for modern computing system, highlighting the

performance and density gap between DRAM and NAND and the possible emerging memory

placement [3]
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The required code and data must be moved to a fast memory, the DRAM. This

power-up operation can take considerable time during which the system is not

available for use and is nonresponsive to the user.

2. Because the DRAM is volatile, it is necessary to refresh the data it contains at a

sufficiently fast rate to avoid data loss. This refresh operation consumes power

and must be done regardless of if the DRAM is being used or not. It is not

possible to turn the DRAM off to save power even when the system is not in use

and preserve a fast wake-up time, often referred to as instant on.

3. Because the DRAM is volatile, the system must insure that the data it contains is

not lost if the power is interrupted. To accomplish this, the data is frequently

written out to the nonvolatile NAND memory so that it is possible to recover

from a power loss event. The mechanisms to do this are commonly called

journaling and checkpointing, and they consume power and performance.

4. The NAND memory is slow, and to maintain adequate reliability and maximize

the number of times it can be used (called endurance), it requires a large degree

of system management. This management results in a further reduction in the

performance and makes the accesses to the NAND nondeterministic. Accesses

are generally slow but are sometimes very slow due to management. This

Fig. 11.4 Potential emerging memory features to be placed between DRAM and NAND on the

memory hierarchy

Fig. 11.5 (a, b) Potential system impact of insertion of emerging memory into the memory

hierarchy
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nondeterminism can have an impact on systems, since it can stall the process that

is running, while it waits on the memory.

5. The NAND memory can wear out with usage. It is only possible to use the

NAND memory bits for a fixed number of times; they have a limited endurance.

Once the endurance is exceeded, the reliability of the NAND will degrade to the

point that it is not useable in the system. A NAND solid-state drive is typically

specified by the number of total writes it can achieve.

Now consider how an emerging memory might help to address some of these

issues, the potential EM system impact as shown in Fig. 11.5b. The EM does not

replace the DRAM or the NAND but instead tries to supplement these memories

and reduce their undesirable system traits.

1. The EM is nonvolatile and fast enough to have the potential for the system to

execute its programs out of the EM. DRAM is still in the system, but it is much

less DRAM and used more as part of the cache hierarchy of the CPU. Since little

volatile memory is in the system, it is now possible for the system to power up

very quickly improving the responsiveness to the user.

2. Since the EM is nonvolatile, it does not need to be refreshed and can be powered

off when it is not being used. This saves power for the system and provides for an

instant on feature for the system coming out of a deep standby state.

3. Since the EM is nonvolatile, new procedures for journaling and checkpointing

can be realized since data is preserved on power loss. These procedures may still

be required to address other system needs, but the implementation can be

different to save performance and power.

4. The EM can be used as a cache in front of the NAND SSD in order to improve

the responsiveness of the SSD and reduce the variability of the latency.

5. The high endurance capability of the EM can buffer the NAND from frequent

writes and reads, improving the responsiveness and reliability of the SSD.

In addition to the above, the higher aerial density of the EM than DRAM can

allow for many more bits to be close to the CPU which can result in enabling the

CPU to work quickly on larger data sets. This example is relevant for devices

ranging in size from servers down to phones. For very small devices, such as a

watch or an IOT device, it may be the case that the new memory could be the only

memory in the system, reducing the system complexity and form factor.

For additional information related to memory hierarchy, refer to references [5–9].

11.4 The Case for PCM as the First True Emerging

Memory

The concerns of technology and system scaling complexity were the motivation for

the development of PCM beginning in the late 1990s. Work on the underlying

physics of the chalcogenide materials can be traced back far earlier than this
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timeframe and was the basis for the determination of chalcogenide as a viable

memory material candidate.

Initial product development was focused on the replacement of NOR flash

memories with products demonstrated by both Micron and Samsung at near state-

of-the-art lithography (~45 nm) and densities (~1Gb) at the time of introduction

(~2009). The feature set and main market focus for these devices were targeted at

replacing NOR in cellular phones. The product specifications were superior to NOR

and were specifically targeted for integration with an LPDDR DRAM. JEDEC

standards were developed for the PCM technology reliability, and a common

product specification was developed by Samsung and Intel for the LPDDR product.

Tens of millions of these devices were used in phones, often stacked in the same

package with a LPDRAM. These phones exhibited the expected features enabled by

PCM. It is believed that this represents the largest volume of bits ever shipped on a

non-charge-based solid-state memory physics. TheMicron 1Gb product is shown in

Fig. 11.6.

The choice of targeting the NOR cellular market may not have been the best

choice. With the advent of “smartphones,” the cellular phone architecture started to

rapidly move from a NOR-based “execute in place” architecture to a NAND-based

“store and download” architecture. This transition was driven by the rapid increase in

storage required by the smartphone which was enabled by the rapid increase in

density supplied by NAND. The NOR flash market, and thus the PCM opportunity,

in cellular phones has decreased dramatically over the past 15 years.

Solid-state drives (SSDs) based on PCM were also developed and prototyped in

systems. This used model is similar to the “EM + NAND” storage shown in

Fig. 11.7. Significant performance improvements of the SSD were demonstrated

over NAND only-based drives for read latency and bandwidth. PCM-based SSDs

were prototyped and extensive industry testing was done, but products were never

introduced. The value of PCM for improved SSD performance was clear, but the

density was not high enough to justify production.

The initial PCM products did not deliver the full capability of the PCM tech-

nology, in particular, as related to write performance, largely because it was not

required by the initial NOR compatible end products. The specifications of the

initial products were close to the targets (Fig. 11.4) for read performance, endur-

ance, and nonvolatility but were significantly behind the targets for aerial density

and write performance. The second-generation PCM products were targeted to

realize the full performance capability of the technology (Fig. 11.8). While these

product specs were getting close to the goals for performance and endurance, a

significant gap still remained for the density (cost) as compared to DRAM. Ulti-

mately the cost was too high for the feature set delivered, and while the technology

was successful in manufacturability, endurance, and performance, the density was

not high enough (cost not low enough) to be consistent with the feature set. The

technology was not capable of delivering an “overwhelming compelling value”

adequate to get the systems to make the changes required for its adoption.

For additional information related to PCM products, refer to references [7, 9–17].
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11.5 The Need for “Overwhelming Compelling Value”

Current system hardware and software architectures are heavily entrenched with many

years of evolved development built into them in order to exploit the capabilities and

mitigate the deficiencies of the existing DRAM and NAND memories. An emerging

memory, such as PCM, must provide an “overwhelming compelling value” to justify

the system hardware and software changes required to use the memory. The larger the

Fig. 11.6 Micron 1Gb phase change memory for NOR flash replacement in cellular phones [10]

Fig. 11.7 PCM SSD prototype

Fig. 11.8 Anticipated second-generation PCM product specifications
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required system changes, the larger must be the compelling value. This value will be a

combination of nonvolatility, performance, and density (cost).

Possible “overwhelming compelling values” for emerging memory:

“End of Scaling” for DRAM/NAND ! Dangerous since >$1B/year is spent on

scaling research

Development of new usage models ! Optimistic and slow since systems must

change

Scaling “enabler” for DRAM/NAND ! Mitigate DRAM/NAND issues?

One of the primary compelling values for any memory has always been cost and

density. This sets a challenge for PCM since, to achieve low cost, it must be at the

same litho generation as the incumbents. This is a difficult challenge since the

strategy for an emerging memory to be cost-effective for technology development

is typically to draft off of the incumbent technologies putting it, by definition,

behind in time. The first-generation PCM products demonstrated the value of

nonvolatility and much higher than NAND endurance. The second-generation

products, which were not introduced to the market, showed the promise of much

improved performance. Density became the largest PCM challenge, a challenge

magnified by the transition of NAND to 3D structures. PCM needs a path to lower

cost, most likely through 3D structures.

An alternate, or supplemental, path to 3D structures for lower cost is storing

multiple bits in a single memory cell as is done today on flash memory. PCM has

demonstrated this ability as reported by several companies; one such effort is shown

in Fig. 11.9. Storing multiple bits in a single cell is more complex than storing

single bits and usually requires a mature, stable technology. The algorithms used to

write and read multiple bits in a single cell result in slower write and read

performance which reduces the performance value that PCM provides. Multi-bit

per cell storage may provide a path to lower cost for certain applications that can

tolerate the performance impact.

Fig. 11.9 Two bit per cell storage in a 256 Mb PCM device. Figure (a) shows array distributions

of the four distinct states that make up 2 bits. Figure (b) shows the memory cell structure [18]
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The unique “summing” and “thresholding” properties of the phase change

materials make them a good candidate for neuromorphic or “brain-inspired” com-

puting systems. A silicon-based system with PCM used as a synapse in a three-layer

perceptron network (Fig. 11.10) of 164,885 synapses was trained on a database of

5000 handwritten digits with accuracy of 82% [19].

If classification accuracies can be improved, these neural network systems have

the potential for 10� faster execution and 100� lower power compared to conven-

tional Von Neumann computation.

For additional information related to compelling value, refer to references

[18–20].

11.6 The Challenge for PCM in a “3D” Memory World

The same thing that drove the investigation of PCM, the scaling issues of DRAM

and NAND, is also becoming the challenge for PCM as the incumbent technologies

move to 3D integration to address scaling. To effectively compete with the incum-

bents for cost, PCM will also need to move to 3D. Several demonstrations of 3D

PCM have been published in the technical literature (Fig. 11.11). These technolo-

gies use a thin film selector device to replace the silicon substrate-based selector

used in the PCM technologies. This allows for 3D integration, placing multiple

Fig. 11.10 Neuro-inspired computing, in which neurons activate each other through dense

networks of programmable synaptic weights, can be implemented using dense crossbar arrays of

nonvolatile memory (NVM) and selector device pairs [19]
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layers of cells over circuitry in the silicon substrate and significantly increasing the

storage density per square cm of silicon area. With NAND moving to 3D, it now

appears that PCM (or any other emerging memory) will need to enter the market as

a 3D technology in order to provide the required density and cost.

For additional information related to 3D PCM, refer to references [21–25].

11.7 Summary

Memory is becoming central to performance and power in modern compute

systems, often defining the capability of the system as much as the CPU. Computer

systems have evolved to adapt to the idiosyncrasies of the dominant memory

technologies of DRAM and NAND. Emerging memories have the promise to

supplement DRAM and NAND in systems providing some level of mitigation for

their weakness, those being DRAM volatility and NAND reliability. Possibly more

importantly, the emerging memories provide an opportunity to bridge the large

performance and density gap between DRAM and NAND, inserting a new level of

hierarchy and moving more “fast and nonvolatile” bits temporally close to the CPU.

Phase change memory emerged as the first of the new memory types with the

promise to combine features of DRAM and NAND. PCM was initially targeted at

replacing NOR flash in cellular phones, a goal which was achieved in production to

a limited degree. The early PCM product demonstrators showed the value of the

emerging memory features for both memory-mapped (phone) and storage-mapped

(SSD) usage models either through products or product-like prototypes. The PCM

SSD prototypes delivered the world’s fastest SSD in 2014, and tens of millions of

phones with PCM were shipped. Research labs have demonstrated the ability to

store multiple bits in a single PCM cell showing a potential path to lower cost as

well as the use of the PCM cell in neural networks showing a path to potential new

usage models.

Ultimately the PCM problem became one of cost. The cost structure was not

consistent with the enhanced features. This points to the need for PCM to focus on

lower-cost architectures, such as 3D architectures. Several 3D architectures have

been demonstrated in conference papers, pointing to the future for PCM evolution.

Fig. 11.11 3D PCM demonstrations [21–23]
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