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Abstract. Human is a key cost factor in today’s service- and business-
oriented processes. To reduce labor, we propose an approach to convert
people driven processes to a chatbot service. Current approaches to cre-
ate a chatbot service are based on formal representations or dialog based
methodologies. Formal representations provide techniques for soundness
verification and exception handling, however, do not provide a software
methodology that capture steps for developers to build a chatbot service.
Dialog based methodologies provide different step-wise approaches to cre-
ate a chatbot service, however, ignore the formal aspects. To bridge the
gap, we propose a novel methodology, Quark, that guides developers in
producing a model that is complete and sound. Specifically, Quark takes
a business process flow as input and produces a Watson Conversation
model. Quark employs the notions of goals and commitments which pro-
vide a formal means for completeness and soundness. We present Quark
using a change management process scenario.

1 Introduction

Traditional business processes involve multiple process steps that humans exe-
cute. Such processes suffer from unpredictable delays and errors caused by the
humans. The human errors may arise due to inadequate skill level or other cog-
nitive state such as disinterest, distraction, and tiredness. The delays and errors
can be reduced by employing automated agents for a subset of business tasks
that do not need human oversight. An automated agent that provides an effective
natural language interface for a human to interact is a chatbot.

To ensure a desired business outcome, the human-chatbot interactions need
to be designed in a principled manner. Researchers have proposed various
approaches for designing human-chatbot interactions. These approaches are
either too formal for practitioners’ effective use, or too informal leading to spec-
ifications that cannot be effectively verified. We propose a novel methodology,
Quark, to bridge the gap between the formal and informal approaches.

Quark employs well studied abstractions of goals and commitments [11,13]
for designing the human-chatbot interactions. A goal models a condition that
a human or an (automated) agent desires to bring about. In a commitment,
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a debtor agent commits to a creditor agent to bring about a consequent condition
if an antecedent condition holds.

Quark considers a business process model as its input and produces a dialog
model. Specifically, we adopt BPMN [10] for the process model, and Watson
Conversation [7] for the dialog model. From the process model, Quark identify
roles that can be automated by a chatbot. For each role, Quark identifies goals
and commitments. From the goals and commitments, Quark produces a set of
interactions that are complete and sound. Finally, it generates a set of intents
and a dialog model for the Watson conversation to build a chatbot service.

Contributions. This paper proposes a novel methodology, Quark, for develop-
ing a Watson Conversation model starting from a business process model. We
demonstrate the methodology on a change management process.

2 Related Work

Researchers have extensively studied the topic of developing conversation mod-
els. For example, in services, Ardissono et al. [2] propose a conversation model
that enables a conversation flow between the web-service consumers and the
web-service providers. Bentahar et al. [3] provide a formal model of conver-
sations based on the concepts of commitments and arguments. Cost et al. [5]
propose Colored Petri Nets (CPN) for modeling conversations. Nezhad et al. [9]
propose eAssistant that identifies actions in terms of request and promises to
auto-triage the user conversations.

In the area of dialog-based approaches Traum [6] provides a methodology
to create a computational model for a virtual human meant to operate in a
specific domain. In terms of robustness checking, Traum do not clearly emphasize
that his model will be robust on all interaction paths. Ales et al. [1] provide
a methodology to extract a dialog model from a corpus by extracting several
aspects from human dialogs, such as speech acts, social aspects, and gazes.

In multiagent systems, Bresciani et al. [4] propose the Tropos methodology
that allows developers to design softwares in terms of goals. The methodol-
ogy Gaia [14] assists developers to design organizations using responsibilities,
permission, activities, and protocols. The methodology Comma [12] helps devel-
opers to capture business scenarios using commitments and creates a process
that is sound with respect to commitments. The methodology Muon [8] helps
developers to capture commitments semantics from interaction scenarios, handle
exceptions, and then use the semantics to create sound processes. These method-
ologies unlike dialog based methodologies are formal, however, do not provide
an approach to create a chatbot service.

From the related work, we infer the following requirements for a chatbot
service: (1) ascribe meanings to messages or requests, (2) provide a meaning-
ful response at each conversational turn that ensures reliability and flexibility
provided by the chatbot, (3) ensure soundness of a conversation. To meet the
requirements, we use the notion of goals and commitments to model a chatbot
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service. Goals capture the agent intentions, and commitments capture the mean-
ings of messages exchanged between the participants in a service. The meanings
provide a basis for verifying the soundness of conversations.

3 Quark Methodology

To describe our methodology, we consider the change management business
process. In the process, a user interacts with a help desk to provide its request.
The help desk validates the request of the user and sends it to a dispatcher.
The dispatcher comprehends the intent of the request (e.g., a database change
request or a memory change request) and sends it to the appropriate subject
matter expert (SME). The SME extracts the parameters in the request. If the
SME finds a parameter missing in the request, the SME requests the parameter
from the user. Once the user provides the missing parameter, the SME sends
the complete parameters to the change owner for a technical risk assessment.
Then, the change owner sends them to the account owner for a business risk
assessment. The account owner after its assessment, sends the request to the
approver. Once the approver approves the request, it sends the request to the
change owner. The change owner sends the request to the executor. The executor
executes the request and sends the report to the user.

Quark takes a business process model as its input and produces an IBM
Watson model of human-chatbot interactions that are necessary to realize the
business process. We now describe the steps of the Quark methodology.

3.1 Mj;: Identify Roles Served by Humans That Can Be Automated

This step identifies roles served by humans that can be automated by a service.
The step requires organizational knowledge and domain expertise. A human is
necessary for a role in a process if that role’s business tasks are not clearly
defined, or if the business tasks inherently require human insight. Generally, a
role whose business tasks are formally defined is a good candidate for automa-
tion. After identifying the roles for automation, this step combines those roles
in a single role. For convenience, we call this role BOT. Next, the step reduces
the business process by removing the roles identified for automation, and adds
the single role BOT. All the tasks under the roles identified for automation are
transferred over to the role BOT.

For the change management process, we identify HELP DESK, DISPATCHER,
SME, AccounT OWNER, CHANGE OWNER, APPROVER, and EXECUTOR as
roles that can be automated.

3.2 Ms,: Identify Goals of Each Role

This step identifies the goals of each role. For each role, the tasks from the busi-
ness process map into the (success conditions of) goals of that role. Specifically,
for a task a in the process model, we specify a goal G(x,p,a, f) in which x
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is the role, p is the preceding task that is a necessary precondition for task a,
the success condition is the task a, and the failure condition is f. If the failure
condition is not explicitly modeled in the business process, then process domain
expertise is necessary to identify it. For example, USER wants to execute its
change request. Thus, execute change is as a goal of USER. Similarly, given a
change request, BOT needs to identify the correct parameters for the change.
Thus, correct params is a goal of BOT with the precondition that the change
request has been provided.

Table1 shows the goals of the roles: USER and BOT. In the table, ¢ is a
timeout that represents the failure condition, and the operator A represents
logical conjunction.

Table 1. Roles and their goals for the change management process.

Actors | Goals

USER | G1 = G(USER, T, ezecute change, t)

BOT G2 = G(BOT, provide request, validate request, t)
Gs = G(BOT, validate request, identify intent, t)
Gs = G(BOT, identify intent, correct params, t)
Gs = G(BOT, correct params, perform tech risk

assessments, t)

Ge¢ = G(BOT, correct params, perform biz risk assessments,
t)

G7 = G(Bot, perform tech risk assessments A perform biz
risk assessments, approve, t)

Gs = G(BOT, approve, execute change, t)

Gy = G(BOT, ezecute change, send report to user, t)

3.3 Mgjs: Identify Commitments Between Roles

This step identifies the commitments by analyzing goals of each role. For each
goal, the step first asks the question: can the role satisfy the goal on its own, that
is, can the role bring about the success condition of the goal on its own? If yes,
then a commitment is not necessary. If no, then the step adds a commitment.
The different elements of the commitment are identified as below.

Debtor: is the role that can be bring about the goals’s success condition.

— Creditor: is the role that has the given goal.

Antecedent: is a form of a precondition that the creditor brings about in
exchange of bringing about the goal’s success condition. The precondition
might be a form of a payment, or some other action. In some cases, the
precondition might be already met. In those cases, it is set to true (T).

— Comnsequent: is the success condition of the goal.
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In the change management scenario from user has the goal of ezecute change.
The user cannot satisfy this goal on her own. BOT can bring about ezecute
change. So the step identifies a commitment: C'(BOT, USER, provide request, send
report to user). Observe that provide request is a necessary precondition for BOT
to execute the change and to send a report. Similarly, BOT has a goal to identify
correct parameters for the change. BOT cannot achieve this goal on her own.
So, the step identifies a commitment: C'(USER, BOT, modification request, correct
params). Here, USER commits to BOT to provide the correct parameters when
BOT makes a modification request.

Table 2 shows the commitments from the change management process.

Table 2. Commitments for the change management process.

Roles | Commitments

USER | C; = C(USER, BOT, modification request, correct params)

BOT |Cy = C(BOT, USER, provide request, send report)

3.4 My: Produce a Set of Interactions

The fourth step in our methodology is to identify a set of interactions based on
the roles, goals, and commitments identified from Steps M;, M, and M3. Kalia
et al. [8] provides several guidelines for developers to create such interactions.
They are as follows.

— Interactions should represent the core positive outcomes. For example the
scenario where USER provides a request and it’s executed by BOT provides
desirable enactments. However, a scenario where USER refusing to provide
appropriate request when asked for is not useful.

— Interactions should reflect social or organizational relationships. For example,
the interactions between BOT and USER should lead to creation of commit-
ments.

— Interactions should ignore irrelevant messages. For example, greeting message
exchanged between USER and BOT can be ignored.

— Interactions should avoid irrelevant roles and role instances. For example, we
cannot add additional roles that are not part of desirable enactments.

Based on the guidelines, we create a set of interactions that activate and
satisfy the goals and commitments for USER and BOT. Table 3 describes a set of
interactions that captures the modeled goals and commitments.
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Table 3. A set of interactions between USER(S) and BOT(R), act represents active, and

sat represents satisfied.

S R Message Goals Commitments
USER | BOT | Hi
BOT | USER | provide your request act(Ca)
USER | BOT | add 2GB of memory |act(G1) A act(G2) A | det(Ca)
to my server act(Gsz) A act(Ga)
BOT | USER | provide the server sat(Gz, G3) act(Cy) A det(Cy)
details
USER | BOT | server info is sat(Ga) A act(Ga) A sat(Cy)
cobalt.ibm.com act(Gs) A act(Gg) A
act(G7) A act(Gg) A
act(Gg)
BOT | USER | here is the report sat(Ga) A sat(Gs) A sat(Ca)
sat(Ge) A sat(Gr)
A sat(Gg) A sat(Gg)

3.5 Mj: Repeat Steps M, and M3 to Produce Additional Goals and

Commitments

The fifth step of our methodology is to repeat steps My and M3 to identify
additional goals and commitments required to provide robustness to the chatbot
service. In this step, developers can consider scenarios that are not present in
the current change management process. For example, developers can think of
possible deviations such as what happens if BOT could not identify the intent
of USER’s request? or what happens if BOT does not approve USER’s request?.
To address such scenarios, we can first create goals and commitments required
to address the scenarios and then we can add additional set of interactions to
satisfy the goals and commitments.

For addressing what happens if BOT could not identify the intent of USER’s
request?, we look for the goals and commitments. Since, the goal of BOT to iden-
tify the intent is present in Table 1, we do not add any new goal. To achieve
the goal, BOT needs a new request from USER. Thus, it requests a commitment
from USER to provide a correct change request. If USER agrees, the new commit-
ment is created. Similarly, for the second scenario, the goal of BOT to approve is
present in Table 1. However, if BOT cannot achieve its goal, it can request USER
to create a commitment to provide a correct change request. In both the cases,
USER has the autonomy to create new commitments or terminate the existing
commitments. Based on new commitments identified we generate a new set of
interactions that create and satisfy the commitments. We show the interactions
in the next step of our methodology (Table4).
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Table 4. Additional commitments for the change management process.

Roles | Commitments

UsER | C3 = C(USER, BOT, intents not identifiable, provide new request)

USER | C4 = C(USER, BOT, cannot be approved, provide new request)

3.6 Meg: Translate the Interactions to IBM Watson Model

In this step, we accomplish two things. First, we add the natural language inter-
face to the current methodology. Then, we build a chatbot service. In IBM
Watson’s model [7], the first step is create intents and entities.

An intent captures the purpose of USER’S request. BOT, identifies the intent
and then make an appropriate response. The guidelines to construct an intent
is as follows.

— Collect as many as USER’s request and categorize them. For example, for the
change management process, we can gather USER’S request for different kinds
of change requests such as hardware, database, os management, and so on.

— Ifintents are too similar cluster them together or else keep them separate. For
example, we can keep hardware related change requests such as cpu and mem-
ory specific changes together. Similarly, we can keep database run operations
and management together.

— Keep refining the intents. With more data, intents can be refined further.

Based on specific entities, BOT chooses specific actions to perform. For exam-
ple, consider two change requests. One, where USER requests to add memory to
its VM and another where USER requests to add cpu to its VM. Both the change
request gets identified with #hardware intent. Then, based on the entities such
as cpu and memory, appropriate action is taken by BOT.

A child node is same as a node, however, it matches a user requests with an
entity as its condition. Recall, that the output from the previous step My was
a set of additional commitments. Using the additional commitments, we refine
the interactions in Table 5. We considered the interactions that is verified with
respect to goals and commitments for creating a dialog model. Based on user’s
request, we identify intents and entities.

Based on intents and entities identified, we construct a dialog model as shown
in Fig. 1. Consider an example, if USER provides a hardware request add 2cpu to
server cobalt.ibm.com. The dialog model in can identify cpu as one of the entity,
however, it cannot identify the server information, if it’s not explicitly provided.
Thus, goals and commitments to validate cpu request could have been used to
refine the dialog model.
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Table 5. A set of interactions between USER and BOT that captures the intents | and
the entities E.

S R Message Intents Entities
USER | BOT | Hi l; = #conv_start

BOT | USER | provide your request resp(l1)

USER | BOT | add 2 to my server la = #none

BOT | USER | provide a valid request resp(l2)

USER | BOT | add 2GB memory to my server | l3 = #hardware | E; = memory
BOT | USER | provide server details resp(l3)

USER | BOT | server info is cobalt.ibm.com E> = server
BOT | USER | here is the report resp(Ez)

User’s request | If: I;: #conv_start

response

If: 1,: #hardware If: E;: @memory & E, : @server
response response
If: 13: #none
If: E3: @cpu
response
response

Fig. 1. Output: the dialog model created from intents and entities.

4 Conclusion and Future Work

This paper describes a novel methodology for developing human-chatbot inter-
actions. We develop Quark using a typical change management process. We
formally define the concepts that Quark employs. We evaluate Quark on a loan
processing scenario. Quark produces human-chatbot interactions that are com-
plete and sound.

In the future, we plan to develop tooling for Quark that will guide develop-
ers through the methodology steps. We will also conduct developer studies to
evaluate Quark’s effectiveness.
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