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Abstract. In this paper, we discuss the problem of anomaly detection
in text data using convolutional neural network (CNN). Recently CNNs
have become one of the most popular and powerful tools for various
machine learning tasks. CNN’s main advantage is an ability to extract
complicated hidden features from high dimensional data with complex
structure. Usually CNNs are applied in supervised learning mode. On
the other hand, unsupervised anomaly detection is an important problem
in many applications, including computer security, behavioral analytics,
etc. Since there is no specified target in unsupervised mode, traditional
CNN’s objective functions cannot be used. In this paper, we develop a
specific CNN architecture. It consists of one convolutional layer and one
subsampling layer, we use RBF activation function and logarithmic loss
function on the final layer. Minimization of the corresponding objective
function helps us to calculate the location parameter of the features’
weights discovered on the last network layer. We use l2-regularization
to avoid degenerate solution. Proposed CNN has been tested on anom-
alies discovering in a stream of text documents modeled with well-known
Enron dataset, where proposed method demonstrates better results in
comparison with the traditional outlier detection methods based on one-
class SVM and NMF.
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1 Introduction

Nowadays the interest to anomaly detection is increasing. The essence of anom-
aly detection problem is in searching the data whose behavior or characteristics
are different from the normal ones [2]. Thus, solving the anomaly detection prob-
lem, we define criteria, describing standard behavior. If the data correspond to
the criteria we call them normal. Otherwise, the data are considered as abnor-
mal (anomalous). Anomaly detection is widely used in different areas. Recently
anomaly detection in text data began to be of particular interest. This is because
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the most of information, used by humans, are texts, and finding anomalies in
such information helps to solve computer security problems, to prevent informa-
tion leaks, to understand clients’ interests and expectations, etc.

Each word in a user’s document is interpreted only in its context, therefore
some traditional document-to-document similarity measures demonstrate poor
quality in anomaly detection tasks [6]. Thus, there is an open problem of anom-
aly detection in text data the user interacts with. This paper is devoted to this
topic. Classical approaches to anomaly detection in text data use the follow-
ing technique. A classifier is trained on normal data only, and then it is used
for separating normal and abnormal data [2]. It is worth noting, that methods
based on support vector machine (SVM) and latent semantic analysis (LSA)
are widely used nowadays [9,13]. The usage of convolutional neural networks
(CNN) becomes popular for the text analysis. However, CNNs are mostly used
for supervised classification tasks [1,7]. In this paper, we propose adaptation of
the existing CNN approach for the unsupervised anomaly detection.

2 Anomaly Detection in Text Data

According to various researches [1,2,6,7,9,13] the anomaly detection scheme for
text data consists of the stages shown in the Fig. 1.

Fig. 1. General scheme for anomaly detection

At the first stage the data preprocessing [13] is used. After that a document
is represented in the form of a sequence of words or basic word forms. Next stage
is features extraction. Traditional methods represent a document as a vector of
frequency characteristics of document’s terms. The size of the vector is equal to
the size of the dictionary [9,13]. But these methods do not take into account the
initial order of words, though the order of words is important in case of using
CNNs. In our approach, the alternative method based on vector representation
of terms is applied [1,7,8].
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At the final stage the one-class classification model is to be built. Usually
it leads to the reduction of the anomaly detection problem to the optimization
problem [2]. Traditional approaches to the model construction are presented by
one-class SVM and LSA-based methods, discussed in [3,9,13]. Recently there is a
growing interest in application of neural networks to the problem of unsupervised
anomaly detection. For now, autoencoders neural networks such as replicator
neural networks (RNN) presented in [4] are used for these purposes. In this
research, we adapt convolution neural networks traditionally used for supervised
learning to the problem of unsupervised anomaly detection [1,7].

3 Proposed Approach

Initially convolutional neural networks were widely used in computer vision
tasks. However, it has been noticed that they also give fairly good results in
the natural language processing [7]. Standard CNN is the multilayer neural net-
work, where one or a few hidden layers are convolutional, i.e. they allow getting
features from the input data by applying a filter (convolution operation). The
proposed version of the architecture of a convolutional neural network is based
on the research presented in [1,7].

The classical convolutional neural network has two basic operations: convo-
lution and subsampling. The convolution operation involves the transformation
of a consistent group of features according to a particular rule.

Consider a text corpus consisting of m documents. As it was mentioned ear-
lier, instead of bag-of-words features vector of the document, we use a sequence of
vectors corresponding to each term in the document. In this case, each document
is represented as the following vector:

x1:n = x1 ⊕ x1 ⊕ ... ⊕ xn, (1)

where xj ∈ R
k, j = 0, 1, ..., n, is the vector corresponding to the jth term, k ∈ N

is fixed feature size, and ⊕ is concatenation operator.
Let h be a window size, that is the length of the subsequence of features,

which each filter is applied to. This length is set at the stage of the network
architecture design. Now consider a filter that is a vector w ∈ R

hk. This filter
is applied to a window consisting of h terms. Application of the filter to the
window is described in the following way:

ci = f(w · xi:i+h−1 + b), (2)

where b ∈ R is a bias term and f is a non-linear function. Thus, by applying this
filter to one window, we get an abstract feature ci. The specified filter is applied
to all possible windows of successive terms in the document. Thus, we obtain
the following feature map:

c = (c1, c2, ..., cn), (3)

where ci ∈ R is a feature extracted from xi:i+h−1 using filer w.
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The pooling (subsampling) operation is performed after convolution. It imple-
ments a non-linear compression of the feature map. As a rule, the maximum
function is used for pooling operation. In this case, the subsampling extracts the
most significant feature from the resulting map. So we get only one, the most
important feature for each filter. Thus, there is the only one most significant ele-
ment from the feature map corresponding to each individual filter. To determine
several features from the document, we use a variety of different filters of differ-
ent length. In general case, a consecutive alternation of convolution-subsampling
pairs is used in the convolutional network. In our case, only one convolution and
one subsampling layers are used.

The final layer follows convolutional and subsampling layers. At the last layer,
it is necessary to produce a certain mapping of the feature space into a space of
smaller dimension.

The considered architecture of the neural network consists of the layer that
maps words into low-dimensional vectors, the convolution layer, the subsampling
layer, and the output layer that uses the dropout to avoid overfitting. Convolu-
tional, pooling, and final layers are shown in Fig. 2.

In the described approach, the index of the term in the internal vocabulary
(i.e., k = 1) stands for the value of the corresponding term. The first layer of the
neural network represents the algorithm that compresses the terms by combining

Fig. 2. CNN for text data analysis



504 O. Gorokhov et al.

them into groups according to the remainders after division of their indices by
the number equal to the size of the resulting space of the processing data. For
example, if the vocabulary contains 10 terms, and it is needed to be compressed
to 5 elements, the indices are combined into the following five groups: [[0, 5],
[1, 6], [2, 7], [3, 8], [4, 9]].

The convolutional layer is a collection of convolutional “sub-layers”, each of
which uses filters of a certain size. A rectifier is used as an activation function on
each “sublayer”. All weights on this layer are initialized using the truncated nor-
mal distribution. Biases are initialized as constants. These initial assumptions
are based on the experiments carried out in [7]. Each convolutional “sublayer”
is followed by a layer that compresses the feature map with subsampling oper-
ation. Features with maximum value are selected in the chosen neural network
architecture. The convolution layer and the subsampling layer use several fil-
ters for windows of different sizes, which allow obtaining a vector of features.
The outputs of all “sublayers” which perform subsampling are combined into
one vector. Thus, at this stage we have the features vector, used as the basis of
the anomaly detection in the user’s work. The final layer detects abnormal data
basing on the constructed features.

Dropout [1,7] is used for regularization at the last layer. Its sense is the
following. At the beginning, a set of synaptic connections (SC) for dropout
is chosen. Then the probability p of si is removed on the training stage (the
synaptic weight of the corresponding connection is equal to zero) is assigned to
each si ∈ SC. This method avoids the co-adaptation of hidden layer neurons in
the learning stage, since some connections may be accidentally broken during
the training process, and all the scales cannot be adjusted to each other. This
regularization method is described in details in [12].

We also use l2-regularization for the coordinates of the scatter of feature
values center, that is weights of synaptic connections on the last layer. As it is
said before, the last layer unites all the features into one vector, which is used
for the anomalous data identification.

The neural network is designed to solve the problem of a one-class classifica-
tion, therefore the last layer has only one output in the proposed solution. We
use the Hypothesis of compactness, assuming that all feature vectors values for
the normal training samples must be close to each other and form compact cloud
in the discovered feature space. According to this assumption, we construct the
output layer in such a way that the obtained result depends directly on the dis-
tance of the feature vector to a center of the distribution of features found in
the learning process. The distance is constructed on the convolutional layer. We
propose to use the radial-basis function as the activation function on the last
layer and logarithmic loss function − ln(·). As a result, we obtain a simple form
of the quadratic objective function with l2-regularization:

g(t) = (t − c)2 + α||t||2, (4)

where c is the feature vector (3), t are coordinates of the center of distribution
of the convolutional features c, and α is a l2-regularization parameter.
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Thus, in the learning process, minimizing the objective function (4), we find
a location parameter, that is the center of distribution of convolutional features
c with l2-regularization α. Regularization is applied to the coordinates of the
center of distribution, i.e. to the vector t.

4 Experiments

Experimental evaluation of our method is presented in the form of comparison
with the most popular classical methods, such as the one-class SVM [3,9], RNN
[4], and a method based on the orthonormal non-negative matrix factorization
(ONMF) [11]. ROC AUC is used for the performance evaluation.

4.1 Experimental Setup

Comparison of the anomaly detection algorithms is carried out on well-known
ENRON dataset (see [5] for the detailed description). It includes emails obtained
from 150 ENRON employees in 2000 and 2001 years. In this paper, we use the
ENRON dataset with all attachments. Documents in text formats (DOC, RTF,
PDF) attached to letters are considered as text data for the experiment. We
select only those users, who have the cumulative size of all text files not less
than 1 GB, to provide representative samples. Thus, 15 users are considered,
they have 11941 text documents from 2000 to 2001. Data for each user are
divided into 6-week experimental periods with 2-week step. Two weeks are used
for the user model construction, two weeks for metaparameters selection and
another two weeks for the testing set. We also impose an additional restriction
that the number of documents in the training sample should be greater than 20.
Thus, 118 experimental periods are obtained.

4.2 Results

To compare the performance of the proposed method with one-class SVM, we
choose radial basis function as kernel function and tuned SVM meta-parameters.
The best results are obtained for binary term weights (i.e., 0 if the term is not
found in the document and 1 otherwise), as well as for tf-idf weights [9]. We
have discovered that the most accurate results are achieved when only terms
with the largest average weights in the text corpus are taken into account. We
select 30–50 terms with the largest average weights.

An experimental estimation of the method based on the nonnegative ortho-
normal factorization is given in [10]. RNN with architecture based on [4] is also
used for comparison. RNN consists of input and output layers of the same size
equal to the size of the input space. Besides, there are several hidden layers
organized by “hourglass” scheme. In our experiments, we choose the number of
the hidden layers and their activation functions. The best results are obtained
for one hidden layer with tanh activation function [4] and for three hidden layers
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with linear activation functions on the outer layers and tanh activation function
on the hidden (middle) layer.

In the proposed solution, it is necessary to vary the following CNN para-
meters: the number of filters used for feature vectors construction, number of
learning epochs and the value of the l2-regularization coefficient α. In a series
of experiments, it is found that optimal number of learning epochs is 400. For
the chosen number of learning epochs, a series of experiments is carried out for
selection of the l2-regularization coefficient, as well as the number of filters of
a certain size [1,7]. The results of all the experiments carried out are shown in
Table 1.

Thus, it should be noted that the best result for the proposed method we
have with l2-regularization factor of 10,000, and with 70 filters corresponding to
the window sizes of 3, 4 and 5.

Table 1. Results of experiments. bin means binary weights for terms, tf-idf means
tf-idf weights, l2 is l2-regularization coefficient, filters stands for number of filters.

Classification method Median ROC AUC

SVM (bin, 30 words) 0.8862

SVM (bin, 50 words) 0.8921

SVM (tf-idf, 30 words) 0.89

SVM (tf-idf, 50 words) 0.8783

ONMF (Euclidean norm) 0.8996

ONMF (max norm) 0.9065

RNN (one hidden layer) 0.7576

RNN (three hidden layers) 0.7298

Proposed method (α = 0.5, filters = 70) 0.8088

Proposed method (α = 100, filters = 70) 0.8801

Proposed method (α = 10000, filters = 50) 0.9

Proposed method (α = 10000, filters = 70) 0.9207

5 Conclusion

In the paper, the new algorithm for anomaly detection is developed. The algo-
rithm solves one-class classification problem with the use of convolutional neural
networks. Experimental evaluation of the proposed method shows better result
in comparison with several methods traditionally used for anomaly detection
problem.
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