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Preface to the Third Edition

Particle image velocimetry (PIV) is a measurement technique that allows for
capturing velocity fields in fractions of a second. Its development started in the 1980s
of the last century based on earlier work in the field of laser speckle photography.
When the first edition of this book was prepared by MARKUS RAFFEL, CHRISTIAN

WILLERT, and JÜRGEN KOMPENHANS in 1998, the PIV technique had emerged from
laboratories to applications in fundamental and industrial research, in parallel to the
transition from photographical to video recording techniques.

The early progress made with the PIV technique might best be characterized by
the experience gained during aerodynamic research of the authors at DLR
(DEUTSCHES ZENTRUM FÜR LUFT- UND RAUMFAHRT) at that time. The first applications
of PIV outside the laboratory, in wind tunnels, as performed in the mid 1980s were
characterized by the following timescales: Time required to set up the system and to
obtain well-focused photographical PIV recordings was 2–3 days, time required to
process the film was 0.5–1 day, and time required to evaluate a single photo-
graphical PIV recording by means of optical evaluation methods was 24–48 h.
Later, in 1998, with electronic cameras and computers, it was possible to verify the
image focus online, to capture several recordings per second, and to evaluate a
digital recording within seconds. During a typical measurement campaign, about
100 GB of raw data could easily be collected.

The time from 1998 to 2007, when the second edition of this book has been
published, was characterized by a rapid development of hard- and software for the
PIV technique. Improved cameras, lasers, optics, and advanced evaluation tech-
niques led to a further significant increase in performance and offered the possibility
of high-speed and three-component measurements. The use of the PIV technique in
micro-flows, which proved to be very successful, required dedicated hard- and
software. Thus, STEVEN T. WERELEY, with his knowledge in 2D micro-PIV, joined
the group of authors for the second edition.

Since 2007, the PIV technique has undergone further progress, in particular
toward high-speed measurements and volumetric techniques capable of capturing
all three components of the velocity vectors within a volume of the flow field
instantaneously. Issues such as accuracy and reliability of the PIV data, comparison

v



of experimental PIV data with results of numerical calculations, and parallel
application of PIV with other measurement techniques, as for density, surface
pressure and surface deformation, sound pressure, temperature, etc., have become
of increasing importance. Being well-known experts in these areas FULVIO SCARANO
and CHRISTIAN J. KÄHLER joined the group of authors for this third edition. Due to
their valuable contributions, a major expansion of this book became possible. The
recent developments of PIV and LPT (Lagrangian particle tracking) related to 3D
and time-resolved measurements have mainly found their impact in the chapters
Techniques for 3D-PIV and chapters 11 to 18 (Examples of Application), and those
related to accuracy and reliability in the chapter PIV Uncertainty and Measurement
Accuracy of this book. In addition, the chapter on micro-PIV was significantly
extended taking the advances of 3D flow analysis techniques into account.

To characterize the present state of development of the PIV technique, it should
be noted that it is now possible to capture the 3D flow field from a volume of
50� 50� 10mm3 with a spatial resolution of less than a millimeter and a temporal
resolution on the order of 10,000 frames/sec in air. The recent developments have
expanded the measurement volume up to 200� 200� 500 mm3 in low-speed wind
tunnels. Raw images can be acquired at rates exceeding 10 GB/s yielding 3D and
time-resolved vector fields with more than 100,000 vectors per snapshot for a
typical measurement (e.g., for validation of numerical results). Data collected
during a single measurement campaign may range up to several terabytes.

Given the extreme versatility of PIV, the range of possible applications has
drastically increased over the last three decades. PIV is nowadays used in very
different areas from aerodynamics to biology, from fundamental turbulence
research to applications in the space station, from combustion to two-phase flows
and in microfluidic devices. Due to this wide range of possible applications of PIV,
the number of research groups employing this technique world wide has increased
from a handful at the beginning of the 1980s to several thousands today.

These developments have led to standards for PIV systems commercially
available in different configurations, which cover the most important areas of
applications and allow the use of the PIV technique also for non-experts in a much
easier way than it was possible thirty years ago. However, due to the variety of
different applications of PIV and the large number of different possibilities to
illuminate, to record, and to evaluate, many different custom-built technical
modifications of the PIV technique (and thus of the standard PIV systems) have
been developed, which need to be known and well understood not only by the
developer, but also by the PIV end user.

Rather than to provide a highly detailed and complete description of all aspects
of the PIV technique, with proper reference to all original work, the intention of this
book is to present, in a more general context, mainly those aspects of the PIV
technique, which are relevant to today’s end users and their applications. This
objective is supported by the experience gained by all authors during collaboration
with their co-workers for more than three decades on the development of PIV and a
large number of the most different applications of PIV. Major test campaigns
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utilizing the PIV technique have often been jointly carried out in international and
interdisciplinary cooperation, together with PIV developers, staff of large-scale
research facilities, and end users, being scientists, engineers, technicians, students,
project managers, etc.

The target audience of this book is similar to that of the annual course on particle
image velocimetry held since 1993 at the DLR CENTER in GÖTTINGEN. In this regard,
the material presented in this book also takes into account the feedback from the
hundreds of participants of these courses along the past years.

Due to the experience of the authors, this Practical Guide to PIV provides in a
condensed form most of the information relevant for planning, performing, and
optimizing experiments employing the PIV technique. It is mainly intended for
engineers, scientists, and students, who already have some basic knowledge of fluid
mechanics and non-intrusive optical measurement techniques.

For many researchers and engineers, who are planning to utilize PIV for their
special industrial or scientific applications, PIV is first and foremost an attractive
tool with unique features, which they expect helping them to gain new insights in
problems of fluid mechanics. Therefore, becoming a PIV specialist before starting
one’s investigation may not be of high priority to them, but some of the basic
concepts of PIV must be well understood before performing the experiment.
A good understanding of the basics is not only required to set up and optimize a
given PIV experiment, but also to interpret the velocity data and all derived
quantities in a proper manner. Our hope is that this book will serve this purpose by
providing an easy transfer of the know-how gathered by the authors to the readers.
As with all publications, the amount of information covered in this book is limited,
unfortunately rendering completeness impossible. Many of the concepts underlying
the PIV technique can only be covered in a condensed manner, and the reader will
be provided with relevant references for further reading on the respective subjects,
typically textbooks or journal grade publications.

Starting from the present edition, additional material will be available to the
reader in digital form. The Digital Content, which is available at a dedicated Web
site: www.pivbook.org, expands the available information also by means of
example images, and results that can be inspected with more detail than in the
regular book.

The Digital Content is provided to the readers of this book on a voluntary basis
without any responsibilities of the authors or the publisher.

Organization of the Book

The book starts with a brief introduction to the basic principles of PIV and describes
the main milestones along the development of the PIV technique, discussing some
of the problems and technical constraints to be kept in mind.

Next, the different topics will be described in more detail. Firstly, the back-
ground of the most important physical principles will be provided. In the following,
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the mathematical background of statistical PIV evaluation is given. With this
knowledge, the path has been prepared for the understanding of the recording and
evaluation methods applied in PIV. Measurement noise and accuracy need to be
optimized to achieve high-quality raw data, which shall be postprocessed for further
analysis. Furthermore, the present state of the technical development of the methods
that access all three components of the velocity vector in a plane, such as stereo
PIV, and in a volume, such as tomographic PIV and Lagrangian particle tracking
(LPT), will be described. A special chapter is devoted to the application of PIV to
micro-fluids. The statements made on the scientific and technical features of the
PIV technique will be underlined by presenting examples of application of PIV to
cases relevant to fluid mechanics from micro-fluidics to large-scale aerodynamics.
Many ideas about problems associated with special applications of PIV and their
solution can be found in the chapters on applications, to which many PIV experts
worldwide contributed with their expertise gained in the most different areas of flow
research. In the final chapter, related techniques allowing to measure the defor-
mation of an object or the density within a flow will be presented, which make use
of evaluation methods related to the PIV technique.

Like the PIV technique, the process of publication of a book has also undergone
a transition process from the analog (print version) to the digital (eBook, Web site)
world. Storage of the working version of the book in the cloud allowed shared
access and joint work of the authors at the different parts of the book.

For the first time, additional Digital Content (DC) will be made available
through a dedicated Web site pivbook.org/digital-content/index.html. PIV being a
technique working with images and image sequences, this allows to make available
such material to the readers in a digital format at much higher resolution than
possible in print. Some material (e.g., movies) even cannot be provided in print. In
addition, some of the material can be used by the readers for own testing or
verification of the performance of PIV evaluation software under development. But
also, in particular for beginners, examples for best practice and bad practice (which
should be avoided) are given.

The Web site containing the Digital Content also allows to present text,
examples of application, and reference lists of the first two editions of this book,
which are still scientifically valid but no longer up-to-date, and as such not of direct
interest for the PIV user in the present days. This will help keeping the Practical
Guide as focused to the immediate needs of a user of the PIV technique as possible,
but provide links to further background information if reasonable. After publication
of this book the Digital Content will allow to inform about updates and errata.

Within the text, we will directly link to the relevant examples, exercises, and
applications using labels such as DCnchapter.melement. Readers of the electronic
version of this book just need to follow the link, appearing when the pointer (mouse
cursor) is moved over the DCn.m label. Readers of the print version of this book
need to open the Web site pivbook.org/digital-content/index.html and to use the
search function of the Web site to access the respective Digital Content by giving
the input DCn.m, for example, use the label DC1.5 to find the fifth entry in the first
chapter (Introduction) of the Digital Content. It is envisaged to extend the Digital
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Content over time. The first page of each chapter contains a link to the Digital
Content in order to keep track with modifications made after the publication of this
edition.

In addition, the electronic version of this book also links to sections, figures, or
references within the book, if the pointer is moved over their respective icons, such
as numbers or names within the text. Similar links may lead to external Web sites.
Authors and publisher do not take any responsibility for the contents of such Web
sites.

Getting Started

One objective of this book is to help the readers avoid beginners’ errors and bring
them to a position to obtain results of high quality when employing PIV right from
the beginning of their work. We recommend to start reading the introduction and
the introductory remarks of each technical chapter first. For a deeper treatment
of the fundamentals, we have included a list of book recommendations in
Appendix A of this book.

For those, already working in the field of PIV, the technical chapters of this book
may serve as a guide. Each chapter provides references to further publications
containing more details. Those readers, who need to develop and set up a PIV
system for their special scientific problem, should study the applications described
in this book, which are intended as a starting point describing various technical
problems and solutions found by others, for similar scientific investigations. The
additional material found in the Digital Content can be used to compare the quality
of PIV recordings obtained in own experiments with those typically required for
publication of results in scientific journals.

About the Authors
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Chapter 1
Introduction

1.1 Historical Background

Human beings are extremely interested in the observation of nature, as this was and
still is of utmost importance for their survival. Human senses are especially well
adapted to recognize moving objects as in many cases they promise food, sometimes
they mean eventual danger. One can easily imagine how the observation of moving
objects has stimulated first simple experiments with set-ups and tools easily available
in nature. Today the same primitive behavior becomes obvious, when small children
throw little pieces of wood down from a bridge in a river and observe them floating
downstream. Even this simple experimental arrangement allows them to make a
rough estimate of the velocity of the running water and to detect structures in the
flow such as swirls, wakes behind obstacles in the river, water shoots, etc.

However, with such experimental tools only qualitative statements can be made.
The first necessary step beyond pure qualitative visualization was the ability to be
able to record the observed flow patterns. For example, it is reported that prehistoric
people, such as the Jomon people, used structures resembling Kármán vortices to
decorate their pottery already more than 4500 years ago [DC1.2]. 500 years ago
Leonardo da Vinci, being an artist with excellent skills and an educated observer
of nature at the same time, created very detailed drawings of vortices within a water
flow by careful observation. Thus, he could share his perception of the flow structures
with others [DC1.3].

Themajor breakthrough at qualitative flow visualizationwasmade in the late 19th
century, early 20th century, when it became possible to store still pictures or even
movies of flows bymeans of photographic recording techniques. Now results of flow
visualization could easily be exchanged and discussed in the scientific community.
For instance Ludwig Mach used smoke (consisting of tiny particles not being pos-
sible to be resolved by the human eye) to visualize streamlines [32]. Noteworthy are
the efforts of both Étienne- Jules Marey and Friedrich Ahlborn visualizing

An overview of the Digital Content to this chapter can be found at [DC1.1].
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Fig. 1.1 Ludwig Prandtl

in front of his water channel
for flow visualization in
1904 [47]

turbulence in air andwater using specifically designed flumes andwind tunnels along
with photography [6, 33, 34, 37] (comprehensive reviews are given in [21–23]). In
particular Ahlborn describes both surface flow visualization using particles on the
water surface, such as aluminum powder or lycopodium seeds, as well as sub-surface
visualization using particles in a water tunnel with illumination through a narrow slit
window, effectively making use of a light sheet illumination ([5], see Sect. 2.4.1).
The application of flash illumination, triggered on events appearing in the flow, if
necessary, allowed investigating fast and transient flow phenomena. Thus, quali-
tative flow visualization became an important tool to explore flow phenomena of
fundamental as well as of industrial interest.

A well known promoter and user of such visualization methods was Ludwig

Prandtl, one of the most prominent representatives of fluid mechanics in the first
half of the 19th century, who designed and utilized flow visualization techniques
in a water channel to study aspects of unsteady separated flows behind wings and
other objects closely following visualization procedures originally developed by
Ahlborn [5].

Figure1.1 shows Prandtl in 1904 in front of his water channel, driving the flow
manually by rotating a paddle wheel [47]. The tunnel comprises an upper and lower
section separated by a horizontal wall. The water recirculates from the upper open
channel, where the flow may be observed, back through the lower closed duct. Two-
dimensional models such as cylinders, prisms and wings can be easily mounted
vertically in the upper channel, thereby extending above the level of thewater surface.
The box camera above the channel most likely was used to acquire single frame
time-lapse photographs already at the turn of the past century. For details about the
experimental set-up see [DC1.4].

The flow is visualized by distributing a suspension of micaceous iron ore (“Eisen-
glimmer”) particles on the surface of the water, accentuating e.g. vortices by the
glossy appearance of lamellae locally oriented in the same direction. Prandtl stud-
ied the structures of the flow in steady as well as unsteady flow (at the onset of flow)
with this arrangement [38].

http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dc.pivbook.org/prandtl_channel
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Fig. 1.2 Separated flow
behind wing profile,
visualized with modern
equipment in a replica of
Ludwig Prandtl’s water
channel. The image shows
the superposition of two
sequentially acquired images
in order to resemble a
photographic recording of
1904

Fig. 1.3 Position of tracers
at two different instants of
time, t1 and t2, with time of
illumination of tracers
shorter than time interval
between t1 and t2, particle
images
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2
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Being able to change a number of parameters of the experiment (model, angle
of incidence, flow velocity,...) Prandtl gained insight into many basic features of
unsteady flow phenomena. However, at that time only photographic recording of the
flow field made visible by the tracers was possible. No quantitative data about such
unsteady flow phenomena could be obtained at that time.

Today, a century after Prandtl’s experiments, it is easily possible also to extract
quantitative information about the instantaneous flow velocity field exactly from
the same kind of images as were available to Prandtl in 1904. This is illustrated
in Fig. 1.2. A replica of Prandtl’s water channel together with a flash lamp for
illumination and a video camera have been employed to obtain visualization of the
flow by means of aluminum particles distributed uniformly on the water surface. As
in Prandtl’s original photographs the tracer particles are clearly detectable.

In this experiment the surface of the fluidwas illuminated twicewithin a short time
interval by the flash lamp placed above the water surface, to capture the location of
each tracer particle at each of the two illuminations. Now, simply said, it is possible
to determine the local flow velocity from the local displacement of the tracer particles
and the time interval between the two illuminations. The sketch shown in Fig. 1.3
exemplifies this principle.

Automatic evaluation of this recording by sophisticated methods, which will be
described later in Chap.5, results in a vector map of the instantaneous velocity field

http://dx.doi.org/10.1007/978-3-319-68852-7_5
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Fig. 1.4 Vector map of
instantaneous velocity field
corresponding to Fig. 1.2
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shown in Fig. 1.4. This illustrates, that the basic principles underlying the quantitative
visualization technique Particle Image Velocimetry (PIV) have already been known
for a long time. It should be noted, that the important feature common to both,
Prandtl’s experiments and the PIV technique, is, that clearly distinguishable tracer
particles have been used for visualization and not unstructured tracer material such
as smoke. While in PIV the motion of an ensemble of tracer particles is evaluated
to determine the local velocity vector, the possibility to detect individual particles
and to track them over a known time interval is possible as well. This approach is
called Particle Tracking Velocimetry (PTV) or Lagrangian Particle Tracking (LPT),
offering further information about the flow field but velocity.

Even more, probably some of the oldest time-resolved image sequences, which
today can be quantitatively evaluated using PIVmethods were acquired by Prandtl
and his colleagues O. Tietjens and W. Müller using flow visualization methods
as described in [61]. By the late 1920s Prandtl and his colleagues began recording
visualizations of unsteady free surface flows created inside different water channels.
The visualization was achieved by means of small particles (aluminum powder,
ferrous mica or lycopodium powder) scattered on the surface following a method
originally developed by Ahlborn in Hamburg [5], created inside facilities such as
the flume shown in Fig. 1.1.

Mainly intended for instructional purposes to illustrate the process of flow sep-
aration, the films were recorded with a film camera at 20 frames per second either
in a laboratory-stationary frame or while moving with a surface-piercing object like
an airfoil or cylinder. Contrary to the frequently used time integrated single record-
ings which resulted in particle streak images (see e.g. [6, 38] and Fig. 1.5), the time
resolved recordings of small tracers allowed for instance the clear observation of
upstream flow inside separation bubbles, a subject of considerable dispute at the
time as manifested by a lengthy discussion between Prandtl, Ahlborn and other
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Fig. 1.5 Position of tracers
during time interval from t1
to t2 with continuous
illumination/recording,
particle streak images

1

2

Fig. 1.6 Snap shot of flow
field, as captured by
Prandtl with tracer
particles behind a
wedge [41]

scientists following a presentation by Ahlborn [7] at the 1927 congress of the
Wissenschaftliche Gesellschaft für Luftfahrt (WGL) in Wiesbaden, Germany.

In 2009 the original visualization films of Prandtl and his co-workers, which
had been acquired in the period from 1927 to 1933 [39, 40], were made available in
the form of a Digital Video Disk (DVD) [41] by the Institut für wissenschaftlichen
Film (IWF, Institute for Scientific Film) in Göttingen. Today, the movies are avail-
able online at the Technische Informationsbibliothek (TIB) Hannover, for links
see [39, 49]. A single exemplary frame of the acquired movies is provided in Fig. 1.6
showing a snap shot of the flow field behind a wedge at sudden on-set of flow.
Remarkable about these images is the very homogeneous particle distribution and
the practical absence of particle image streaking, that would make it difficult to dis-
cern the nature of the flow from a single image. In effect, the images exhibit the
recommended particle image density and distribution for PIV – a subject that will
be addressed in further detail in Chap.5.

Given the time series of surface flow visualization (see Fig. 1.7) it is a simple
and elucidating exercise to use today’s computer based PIV algorithms to extract the
displacement and corresponding velocity and vorticity fields. Exemplary results are
provided in Fig. 1.8, showing themain and secondary vortices behind a wedge at sud-
den on-set of flow. The digitized images have a spatial resolution of 720× 576 pixel
(PAL video format) and could be reliably sampled at a resolution of 16× 16 pixel
yielding 45× 36 discrete vectors. Movies of the vorticity fields very nicely illustrate

http://dx.doi.org/10.1007/978-3-319-68852-7_5
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t0 t1 t2 t3

Fig. 1.7 Position of tracers at two different frames at two consecutive instants of time, t1 and t2,
taken out of a sequence of continuously recorded images

Fig. 1.8 Snap shot of
velocity and vorticity field
behind a wedge at sudden
on-set of flow corresponding
to Fig. 1.6

unsteady shedding, vortex formation and transition effects. Additional information
about Prandtl’s qualitative visualization of unsteady flows around objects, such
as spheres, wings, wedges etc. can be found at [DC1.5], a compilation of short
sequences of such movies, evaluated with today’s PIV evaluation methods, is avail-
able at [68].

These examples underline, that the scientific and technical progress achieved in the
recent decades in lasers, digital imaging and computer techniques was prerequisite
to further develop methods for qualitative flow visualization to such a stage that they
can be employed for quantitative measurement of complex instantaneous velocity
fields.

1.2 Principles of Measuring Velocities

In order to determine the velocity of an object, distance and time need to bemeasured,
either the distance traveled during a given time or the time needed to travel a given

http://dc.pivbook.org/prandtl_movie
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distance. To determine the velocity of a flow is not that easy, as gases as well as pure
liquids do not contain moving objects that reveal the velocity of the fluid.

Thus, many measurement techniques have been developed, determining the flow
velocity indirectly by measuring other quantities as velocity, such as:

• pressure (pressure probes),
• rotational speed (wind anemometer),
• heat transfer (hot film, hot wire).

In these cases the velocity of the flow is finally derived through well-established
relations of physics.

The advantage of the indirect measurement techniques is that they are easy to use
and cheap. Their disadvantage is that they may disturb the flow or fluid properties,
leading to measurement errors, and that they deliver results only at a single location.
In order to obtain information about the velocity field, the probe needs to be traversed
through the flow field. As the process of traversing requires some time, only averaged
data can be obtained. Therefore, the structure of an unsteady flow field (snapshot)
cannot be obtained by such methods.

In order to overcome such difficulties optical measurement techniques have been
developed, which allow placing their sensors outside of the flow and to capture
images of the whole flow field of interest. In general, these techniques are quite
complex and the costs for the needed equipment are high. Those opticalmeasurement
techniques, which have found wider use, need tracer particles that follow the flow
motion faithfully without disturbing the flow or the fluid properties. By measuring
their position in time, the velocity of the flow can be measured indirectly.

The most important optical measurement techniques for flow velocity exploit:

• theDoppler effect, relating the speed of themoving tracer particles to the frequency
shift of the light scattered from the tracer particles (Laser Doppler Velocimeter
(LDV), point-wise measurement, and Doppler Global Velocimeter (DGV), planar
measurement),

• the travelling time of tracer particles between two light barriers (Laser Two Focus
(L2F), point-wise measurement),

• the displacement of tracer particles between two instants of time (Particle Image
Velocimetry (PIV), focusing on ensembles of tracer particles, andParticle Tracking
Velocimetry (PTV), focusing on single tracer particles, planar and volumetric
measurement).

For a detailed discussion of the properties of flow measurement techniques in
general the reader is referred toworks such as theSpringerHandbookofExperimental
Fluid Mechanics [62].
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1.3 Principle of Particle Image Velocimetry (PIV)

In the following, the basic features of the Particle Image Velocimetry (PIV) mea-
surement technique will be described briefly.1,2

The experimental set-up of a PIV system typically consists of several subsystems.

• Seeding: In most applications tracer particles have to be added to the flow.
• Illumination: These tracer particles have to be illuminated in a plane or volume
of the flow at least twice within a short and known time interval.

• Recording: The light scattered by the tracer particles has to be recorded either on
two separate frames or on a sequence of frames of a camera.

• Calibration: In order to determine the relation between the particle image dis-
placement in the image plane and the tracer particle displacement in the flow, a
calibration is required.

• Evaluation: The displacement of the particle images between the light pulses has
to be determined through evaluation of the PIV recordings.

• Post-Processing: In order to detect and remove invalid measurements and to
extract complex flow quantities of interest, sophisticated post-processing is
required.

Figure1.9 briefly sketches a typical set-up for PIV recording of two velocity
components within the flow field in a plane in a wind tunnel (2C-2D PIV). Small

Light sheet optics Mirror

Laser light sheet

Pulsed
laser

Flow with 
tracer particles

Illuminated
particles

Imaging optics

Image plane

Flow direction

First light pulse at t0
Second light pulse at t0+ t

t0+ t
t0

y

x

Fig. 1.9 Experimental arrangement for planar 2C-2D PIV in a wind tunnel

1In earlier years other names such as laser speckle velocimetry, particle image displacement
velocimetry etc. have been used as well.
2Particle Tracking Velocimetry (PTV ) focuses on single tracer particles (instead of ensembles of
tracer particles) and thus requires different evaluationmethods as PIV.However,most considerations
for the experimental set-up are similar to those for the PIV technique.
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tracer particles are added to the flow at a location where the flow of interest will
not be disturbed. The plane of interest within the flow is illuminated twice by means
of a laser light sheet. The time delay between pulses must be chosen with respect
to the flow velocity and the magnification at imaging. For simplicity it is assumed
that the tracer particles move with local flow velocity between the two illuminations.
The light scattered by the tracer particles is recorded via a high quality lens on two
separate frames of a dedicated cross-correlation digital camera. The output of the
digital sensor is transferred to the memory of a computer.

For evaluation the digital PIV recording is divided in small subareas called “inter-
rogation areas”. The local displacement vector for the images of the tracer particles of
the first and second illumination is determined for each interrogation area by means
of statistical methods (cross-correlation). The projection of the vector of the local
flow velocity into the plane of the light sheet (two-component velocity vector) is
computed taking into account the time delay between the two illuminations and the
calibration of the imaging system.

The evaluation is repeated for all interrogation areas of the PIV recording. With
modern digital cameras (several thousand sensor elements per line and more) it is
possible to capture more than 100 PIV recordings per minute. High-speed record-
ing with dedicated sensors even allows for acquisition in the kHz-range. The time
required for evaluation of one digital PIV recording with several thousand instan-
taneous velocity vectors (depending on the size of the recording, the interrogation
area and processing algorithm) is of the order of a second with standard computers.
If data is required at even faster rates for online monitoring of the flow, dedicated
software algorithms which perform evaluations of reduced precision within fractions
of a second are commercially available.

In principle, more complex PIV set-ups such as stereo PIV (which just requires
adding a second camera, viewing at a different angle), volumetric PIV, high-speed
PIV, or set-ups, no longer in use such as photographic recording, make and made use
of similar arrangements of the illumination, imaging, and recording equipment.

In order to facilitate the understanding of certain technical solutions described
later on, some general aspects of the PIV technique will be briefly discussed next.
In particular, this concerns aspects, which need to be considered during the planning
of the experiment, during the set-up and during the recording of the PIV images.
Mistakes made during theses phases of an investigation usually cannot be recovered
during the later evaluation or analysis of the data.

Non-intrusive velocity measurement. In contrast to techniques for the measure-
ment of flow velocities employing probes such as pressure tubes or hot wires, the PIV
technique being an optical technique works non-intrusively. This allows the appli-
cation of PIV even in high-speed flows with shocks or in laminar boundary layers
close to the wall, where the flow may be disturbed by the presence of the probes.

Indirect velocitymeasurement. In the sameway aswith laser Doppler velocime-
try or L2F the PIV technique measures the velocity of a fluid element indirectly by
means of the measurement of the velocity of tracer particles within the flow, which
– in most applications – need to be added to the flow before the experiment starts. In
particle laden flows particles are already present in the flow. In such a case it will be
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possible to measure the velocity of the particles themselves as well as the velocity
of the fluid (to be additionally seeded with small tracer particles).

Whole field technique. PIV is a technique which allows to record images of large
parts of flow fields in a variety of applications in gaseous and liquid media and to
extract the velocity information out of these images. This feature is unique to the PIV
technique. Aside from Doppler Global Velocimetry (DGV), also known as Planar
Doppler Velocimetry [13, 35, 46, 49], which is a technique particularly appropriate
for medium to high-speed air flows, andMolecular Tagging Velocimetry (MTV) [30]
all other techniques for velocity measurements only allow the measurement of the
velocity of the flow at a single point, however inmost caseswith a high temporal reso-
lution. The spatial resolution of PIV is large, whereas the temporal resolution (frame
rate of recording PIV images) is limited due to current technological restrictions.
These features must be kept in mind, in particular when comparing results obtained
by PIV with those obtained with traditional techniques. Instantaneous image capture
and high spatial resolution of PIV allow the detection of spatial structures even in
unsteady flow fields.

Distribution of tracer particles in the flow. At qualitative flow visualization
certain areas of the flow are made visible by marking a stream tube in the flow
with tracer particles (smoke, dye). According to the location of the seeding device
the tracers will be entrained in specific areas of the flow (boundary layers, wakes
behind models, etc.). The structure and the temporal evolution of theses structures
can be studied by means of qualitative flow visualization. For PIV the situation is
different: a homogeneous distribution of medium density is desired for high quality
PIV recordings in order to obtain optimal quantitative evaluation. No structures of
the flow field can be detected on a PIV recording of high quality.

Density of tracer particle images. Qualitatively three different types of image
density can be distinguished [2], which is illustrated in Fig. 1.10. In the case of
low image density (Fig. 1.10a), the images of individual particles can be detected
and images corresponding to the same particle originating from different illumina-
tions can be identified. Low image density requires tracking methods for evaluation.

Fig. 1.10 The three modes of particle image density: a low (PTV), b medium (PIV), and c high
image density (LSV)
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Therefore, this situation is referred to as Particle Tracking Velocimetry (PTV). In the
case of medium image density (Fig. 1.10b), the images of individual particles can
be detected as well. However, it is no longer possible to identify matching images
of the same tracer particle by visual inspection of the recordings unambiguously.
Medium image density is required to apply the standard statistical PIV evaluation
techniques. In the case of high image density (Fig. 1.10c), it is not even possible
to detect individual images as they overlap in most cases and form speckles. This
situation is called “Laser Speckle Velocimetry” (LSV), a term which has been used
at the beginning of the nineteen-eighties for the medium image density case as well,
as the (optical) evaluation techniques were quite similar for both situations.

Velocity lag. The need to employ tracer particles for the measurement of the
flow velocity requires the user to check carefully for each experiment, whether the
particles will faithfully follow the motion of the fluid elements, at least to that extent
required by the objectives of the investigations and the desired accuracy. In case of
macroscopic flows smaller particles will follow the flow better. In case weak and
strong velocity gradients are present in the same observation field, a compromise has
to be found, e.g. opting for a large observation field (requiring bigger tracer particles
when utilizing the same light source) does not allow to resolve the velocity close to
the area of strong velocity gradients correctly.

Illumination. For applications in gas flows a high power light source for illumi-
nation of the tiny tracer particles is required in order to well expose the video sensor
by scattered light. In principle, the need to utilize larger particles because of their
better light scattering efficiency is in contradiction to the demand to have as small
particles as possible in order to follow the flow faithfully. In most applications a
compromise has to be found. In water flows bigger particles can be utilized, which
scatter more light than the particles of a diameter of 1µm, which are usually used in
air flows. Light sources of considerably lower peak power, such as shuttered contin-
uous (CW) lasers, high power LEDs, and flash lamps can be used here. This means
that experimental requirements (and costs) are more relaxed for PIV applications
in water than in air. One criterion for selecting light sources for PIV is that they
must allow to illuminate the observation area homogeneously, which means that the
profile of the beam of a pulse laser to be expanded to the light sheet should be of
Gaussian or top-hat shape as close as possible, without holes or gaps. If two light
pulses are generated by different sources (laser oscillators) and fed through the same
light sheet optics, it must be verified that they really illuminate exactly the same part
of the observation area (or volume), as otherwise no matching pairs of images of the
tracer particles will be found.

Ambient conditions. Optical set-ups need to be robust against ambient condi-
tions such as noise, vibrations, background illumination etc. To minimize the effect
of vibrations usually individual solutions have to be found. Sometimes it is reason-
able to fix light sheet optics and recording camera on the same mechanical support,
sometimes it is better to mount optics and camera at the wall of the test facility.
While vibrating illumination optics and cameras will deteriorate the quality of the
PIV recordings, the changes of the position of objects under investigation, such as
wind tunnel models, due to vibrations can be adjusted during evaluation, if they are
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known at time of recording. If ambient light cannot be avoided, which often will
lead to undesired background illumination in the second frame of a cross correlation
camera, filters tuned to the wavelength of the laser light source should be used.

Health and Safety. In particular, if pulse laser or high power LEDs are
used, special attention has to be paid observing the respective laser safety reg-
ulations [DC1.6]. Health issues with regard to the seeding material need to be
addressed [DC1.7]. Pollution of the laboratory or test facility by the tracer parti-
cles as required for standard PIV systems must be avoided. At minimum all national
standards and legal requirements must be met. It is recommended to check inter-
national standards possibly demanding higher protection levels for comparison as
well.

Duration of illumination pulse. The duration of the illumination light pulsemust
be short enough to “freeze” the motion of the particles during the pulse exposure in
order to avoid blurring of the particle images (no streaks, compare the tracer images
sketched in Fig. 1.3 with those sketched in Fig. 1.5).

Time delay between illumination pulses. The time delay between the illumina-
tion pulses must be long enough to be able to determine the displacement between
the images of the tracer particles with sufficient resolution and short enough to avoid
too many particles with an out-of-plane velocity component leaving the light sheet
between subsequent illuminations.

Repetition rate. For standard PIV double pulse Nd:YAG lasers with two oscil-
lators the time delay between the illumination pulses can be very short (in the order
of microseconds), whereas due to restrictions of technology, the time between con-
secutive PIV recordings is in the order 0.05–0.1s (10–20Hz). Dedicated high-speed
lasers allow recording frequencies of 1−100 kHz,mostly associatedwith loss in pulse
energy, result in smaller observation areas. However, depending on the time scale of
the flow phenomena, such systems may allow temporally resolved measurements.

Number of illuminations per recording. In principle one has to distinguish
whether, due to the time scale of the experiment and illumination/recording technol-
ogy, it will be possible to store images of the tracer particles on different frames for
each illumination (see Fig. 1.7) or whether all particle images due to the different
illuminations must be stored on a single frame (see Fig. 1.3). Not being able to store
the images of the tracer particles on a separate frame for each illumination constituted
a major problem at the early use of PIV with photo-graphic recording (ambiguity of
sign of direction of velocity vector, particles sketched in Fig. 1.3 could have moved
in opposite direction as well). This problem has been solved when cross-correlation
video cameras became available. For cases, where a very short time delay between
the illumination pulses is necessary (e.g. high speed flows) methods have been devel-
oped using two cameras, each triggering on one illumination pulse, or (in air) using
differently polarized light for each illumination of the tracer particles and cameras
with matching polarization filters to distinguish between the two illuminations.

Averaging. In particular when comparing with the results obtained with other
measurement techniques, with the results of numerical calculations, or if statistical
quantities are looked for, time averaged data are of interest even for unsteady flow
fields. The number of PIV recordings required to obtain converged averaged data
needs to be found as compromise between the time needed to take the recordings

http://dc.pivbook.org/laser_safety
http://dc.pivbook.org/seeding_material_safety
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(which is quite short with PIV) and the time during which the external conditions of
the experiment can be kept constant.

Optimizing PIV recordings for evaluation. Besides the parameters mentioned
above other parameters such as size of particle images (required for optimal working
of evaluation algorithms), size of interrogation area, number of particle imageswithin
the interrogation area (required to obtain the desired accuracy), and the number of
interrogation areas within the PIV recording (determining the number of velocity
vectors achievable) etc. need to be optimized for each experiment prior to the final
recording of PIV images. These parameters and, in addition, the fact, whether the
lens of the camera is well focused on the tracer particles within the illuminated
observation area have to be checked as on-line monitoring of the raw data during the
measurement.

Objects within the flow. Glare may be present in the vicinity of objects within
the flow, such as wind tunnel models, due to reflections of the light hitting the surface
of the model. CCD sensors will be over-exposed and no images of tracer particles
can be detected within this region. The experimental set-up needs to be optimized
e.g. by changing the angle of the incident light or by covering the model surface with
special fluorescent paint and blocking the fluorescent light with narrow-bandwidth
interference filters tuned to the frequency of the illuminating laser light. Such filters
can also be used, if it is not possible to suppress ambient light or if the flow field
within flames shall be investigated.

Triggering. Many light sources used for PIV, such as standard double pulse
Nd:YAG lasers operate with a given repetition rate. Triggering such lasers, includ-
ing their flash lamps and Pockels cells (see Sect. 2.3.2), and the recording cameras
relative to external (random or repetitive) events is possible employing appropriate
hard- and software. Solutions found are usually application dependent (for examples
see Chaps. 11 to 18 on applications).

Number of components of the velocity vector. With planar illumination of
the flow field and just a single camera, as sketched in Fig. 1.9 only two (in-plane)
components of the velocity vector can be determined in standard two-component PIV
(2C PIV). The today mostly used technique to extract the third component of the
velocity vector is to add a second camera for observation of the light sheet in stereo
configuration (see Sect. 8.1). Less used are techniques such as dual-plane PIV and
holographic recording [19, 20], which itself is three-dimensional. These techniques
would be labeled 3C PIV. All methods mentioned above work in planar domains of
the flow field (2D PIV).

Extension of the observation volume. Chapter 9 will explain the tomographic
PIV, 3D-PTV and Shake-The-Box techniques, which can be used to access the vol-
ume of the flow. In case of snapshots of the flow velocity field in the volume, one
would label these techniques 3C-3D PIV, in case of temporally resolved flow fields
they would be labeled time-resolved 3C-3D PIV. These 3D methods, which have
been developed in the past few years, have proven to be superior to those techniques
having been in use already for a number of years, such as holographic techniques [48].
Other methods, such as establishing several parallel light sheets in a volume [18] or
scanning a volume in a temporal sequence [9, 10] would be referred to as 2.5D PIV.

http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dx.doi.org/10.1007/978-3-319-68852-7_11
http://dx.doi.org/10.1007/978-3-319-68852-7_18
http://dx.doi.org/10.1007/978-3-319-68852-7_8
http://dx.doi.org/10.1007/978-3-319-68852-7_9
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Temporal resolution. Standard PIV systems allow to record with high spatial
resolution, but at relative low repetition rates. However, the recent development of
dedicated high-speed lasers and high-speed cameras allows time resolved measure-
ments of most liquid and low-speed aerodynamic flows. The term time-resolved PIV
should only be used, if the relevant features of the flow field are temporally well
resolved. Otherwise the term high-speed PIV should be used.

Spatial resolution. The size of the interrogation areas during evaluation must
be small enough for the velocity gradients inside the flow area interrogated not to
have significant influence on the results. Furthermore, for a given sensor size it
determines the number of independent velocity vectors and therefore the maximum
spatial resolution of the velocity map, which can be obtained at a given spatial
resolution of the sensor employed for recording. But also the bandwidth of scales
that can be resolved depend critically on the spatial resolution and the size of the
field of view (FOV). Besides buying sensors with a higher number of pixel, a higher
bandwidth can also be achieved by using several cameras adjacent to each other
for observation. Sometimes it is also advisable to combine cameras with different
magnification, allowing a higher flexibility while obtaining an overview and focusing
on details of the flow field at the same time.

Temporal versus spatial resolution. Usually a compromise between spatial and
temporal resolution has to be found, depending on the objectives of the respective
investigation and the available technology. It should be kept inmind, that the technical
limitations,which determine such a compromise,will change over time due to the fast
technical progress being made with the development of light sources and cameras.

Evaluation methods. Simply said, the PIV technique works with ensembles of
images of the tracer particles and statistical (correlation methods) for evaluation,
whereas the PTV technique works with single, identifiable images of tracer particles
and tracking methods for evaluation. The PIV technique delivers the results on a
regular grid, whereas PTV delivers the results on an irregular grid. During the early
development phase both methods have been used. Later, due to the robustness of the
correlation methods, the fast evaluation offered by them, and the customer friendly
availability of the results on a regular grid, the PIV method became the most widely
used technique. Recently things seem to change, as powerful lasers, sensitive cam-
eras and increasing computer power, highly accurate calibration methods, and new
evaluation algorithms lead to high quality particle images that can be reliably and
accurately tracked. Consequently, PTV is becoming more popular as it has a number
of advantages compared to PIV.

Upgrade of PIV system. Due to the modularity of the components of PIV sys-
tems, it is possible to start research using PIV with a simple 2C-2D system and
to expand it in different steps to a full 3C-3D system, depending on the particular
requirements, available budget and experiencewith PIV. Some considerations related
to the foresighted planning of the possible future use and upgrade of a PIV system
with increasing complexity of requirements are given at [DC1.8].

Repeatability of evaluation. In PIV the full information about the flow veloc-
ity field (except the time delay between pulses and magnification (calibration)
at imaging) is stored at time of recording before any data reduction has been

http://dc.pivbook.org/guiding_principles_use_of_PIV
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performed. This allows to reduce the time needed for the PIV measurement (which
necessarily will require the expensive PIV equipment and the possibly expensive test
facilities) to a minimum. The more time consuming evaluation and post-processing
of the PIV recordings can be performed separately later on in the laboratory with
dedicated computer systems. Moreover, this unique feature of the PIV technique
results in the interesting possibility that PIV recordings can easily be exchanged
for evaluation and post-processing with others employing different techniques. Any
information about the flow velocity field, already completely contained in the PIV
recording, can be exploited later on with different methods in quite a different way
from that for which it had originally been planned without the need to repeat the
experiment. The evaluation of Prandtl’s movies as described in Sect. 1.1 may serve
as striking example.

In this section many aspects of the PIV technique have been described briefly
to support a general understanding of its features and how to consider them during
the experiment. Most of these aspects, in particular those related to evaluation and
post-processing, will be discussed in detail later in this book. However, already from
what has been said, it becomes quite obvious that PIV is a fascinating technique
offering new insights in fluid mechanics, especially in unsteady flows, as it allows
for capturing the whole velocity fields instantaneously, even in a volume. In combi-
nation with other measurement techniques for pressure, temperature or deformation
a detailed analysis of complex unsteady flows is possible nowadays for fundamental
and applied flow research, but also for comparison with the results of high fidelity
numerical calculations and their validation.

1.4 Development of PIV During the Last Decades

1.4.1 Early Development of PIV

The development of particle image velocimetry during the past 30 years is character-
ized by the fact that analog recording and evaluation techniques have been replaced
by digital techniques. Though these analog methods have widely contributed to the
success of the PIV technique in its initial stage of development, these techniques will
only be discussed as far as they support the understanding of the present state of the
art of PIV.

A number of sources describing the basic principles of PIV in the context of its
historical development are readily available. Thus, for further information the reader
is referred to the SPIE Milestone Series 99, edited by Ian Grant in 1994 [14].
This volume comprises more than 70 original papers, first published between 1932
and 1993. The majority of them originate from the eighties, including contributions
describing the roots of modern PIV, such as laser speckle velocimetry, initiated by
the pioneering work of T.D. Dudderar and P.G. Simpkins [12], R. Grousson

and S. Mallick [16], and D.B. Barker and M.E. Fourney [8], the early work
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of Roland Meynart [36], the development of low and high image density PIV,
optical correlation techniques, etc. Review articles by Werner Lauterborn and
Alfred Vogel (1984) [31] and by Ronald J. Adrian (1986, 1991) [1, 2], some of
which are also reprinted in the Milestone Series on PIV [14], demonstrate the fast
development and compilation of know-how about PIV within a decade.

PIV seen from the side of optics is described in the chapter “Particle Image
Velocimetry”written byKlaus Hinsch in 1993 [17], included in a book on “Speckle
metrology” [55]. This contribution is especially useful for the understanding of the
optical aspects of PIV. It includes 104 references to other literature on PIV.

At that time a strong competition with respect to the better performance of optical
and digital methods in the evaluation of PIV recordings took place. Details of the
theoretical fundamentals of digital particle velocimetry can be found in the Ph.D.
thesis Digital particle image velocimetry – Theory and practice published also in
1993 by Jerry Westerweel [64]. This book includes more than 100 references.

A review paper “Particle image velocimetry: a review” by Grant appeared in
1997 [15] and gives a summary of different implementations of PIV illumination,
recording and evaluation techniques at that time. Many of those are not covered in
this book. The paper includes 188 references.

As indicated, all four publications mentioned previously include a detailed bib-
liography of the literature on PIV, which the reader should refer to if further details
are required on special aspects of PIV exceeding the framework of this book. Fur-
thermore, a bibliography on PIV with nearly 1200 references dating from 1917 till
1995 was compiled by Adrian [3].

Another comprehensive source of information on PIV development and early
applications is provided through the von Karman Institute which has offered a
number of lecture series and associatedmonographs dedicated to PIV since 1991 [11,
43–45, 51].

The large number of references listed in the early review articles demonstrate the
successful development of the Particle Image Velocimetry technique, which gave
rise to the fact that PIV is nowadays a well accepted tool for the investigation of
velocity fields in many different areas.

“Historical” content of the first (1998) and second (2007) edition of this book,
mostly related to analog recording and evaluation techniques and thus no longer
contained in this third edition, can be found at the Historical Background section of
the DC at pivbook.org/digital-content/historical-background/index.html.

1.4.2 PIV Today

After initial impetus from the side of optical research the development of PIV has
been primarily driven by the demands of fluid mechanics and aerodynamics for the
investigation of air andwater flows. The progressmade has brought PIV to a state that
it is now routinely applied in aerodynamic research and related fields. However, new

http://pivbook.org/digital-content/historical-background/index.html
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areas of application outside of fluid mechanics and aerodynamics are continuously
reported.

This means that a number of special implementations of the PIV technique had to
be developed for such different applications as, for example, in biology or turboma-
chinery. The dissemination of the PIV technique to the most different applications
can be illustrated by the results achieved by the joint project work performed by
a large partnership from universities, research organizations, small enterprises and
industry made possible with funding from the European Commission [54, 56, 60].

PIVbeing used inmany different areas nowadays, results of current research activ-
ities employing PIV are widely spread in a large number of international journals,
which cannot be listed here. Journals, in particular those providing a platform to com-
municate new developments of PIV and innovative applications, are, amongst others,
the journals of Experiments in Fluids, link.springer.com/journal/348 and Measure-
ment Science and Technology, iopscience.iop.org/journal/0957-0233.

Similar as for journals also for international conferences, just a few of those
shall be listed, where a significant number of new developments and applications
of the PIV technique are presented, such as the Lisbon International Symposium,
lisbonsimposia.org (including access to the proceedings of previous symposia), the
International Symposium on Particle Image Velocimetry, www.ispiv2017.org and the
International Symposium on Flow Visualization, www.ethz.ch/isfv18.

The International PIV Challenge, http://pivchallenge.org presents links to the
results of several international comparisons of PIV evaluation methods as well as
the provided test images, which can be downloaded for own further analysis [26,
57–59].

Finally, reference shall be made to the book Particle Image Velocimetry [4] by
Ronald. J. Adrian and Jerry Westerweel, which provides a comprehensive
and consolidated overview over the concept of PIV. In particular the theoretical
aspects of the fundamental principles of PIV are treated in-depth – to a much larger
extent than is possible in this book focusing on the practical aspects of application
of PIV.

Nevertheless, even today a nearly complete and nearly stable picture of the general
technical aspects of PIV can best be given if looking at the demands of applications in
fluid mechanics or aerodynamics. Most of the technical problems in the application
of PIV encountered in these special fields appear in other PIV applications as well.
Many of the basic considerations can easily be transferred to other applications.

1.4.3 Major Technological Milestones of PIV

Earlier in this section some references to papers describing the general historical
development of PIV have been given. In a practical guide more devoted to the tech-
nical aspects of PIV it might be of even greater interest to outline the development of
PIV towards its applicability in complex flows in terms of the achievement of major
technical milestones.

http://springerlink.bibliotecabuap.elogim.com/journal/348
http://iopscience.iop.org/journal/0957-0233
https://www.lisbonsimposia.org/
http://www.ispiv2017.org
https://www.ethz.ch/isfv18
http://pivchallenge.org/
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The understanding of some of the technical restrictions in the application of PIV
in the past and their conquest may be useful for new users of the PIV technique, in
order to assess the discussion in some older publications sometimes dealing with –
nowadays – “strange” looking efforts to solve technical problems which no longer
exist today.

The selection of these milestones was done according to the technical progress
in the past as experienced by the authors in their own work. Thus, the choice is a
subjective one.

Feasibility of modern PIV. The feasibility of employing the particle image
velocimetry technique for the measurement of flow velocity fields in water and even
in air was demonstrated in the early eighties at the von Karman Institute in
Brussels, mainly by Meynart [11, 36]. At that time the evaluation methods were
based on the developmentsmade in the field of speckle interferometry (see references
in [14]).

Reliable high power light sources for application in air. The use of double
oscillator Nd:YAG lasers (two resonators; frequency doubled, to achieve a wave-
length of λ = 532 nm in visible light) allowed for the first time the illumination of
a plane in the flow with laser pulses of the same, constant energy at any time delay
between the two pulses as required by the experiment at repetition rates of the order
of 10Hz [29]. Alignment of the light sheet optics and image acquisition was thus
facilitated considerably. These lasers are (after 30 years) still the most common PIV
light sources.

Ambiguity removal. Especially with photographic recording it was not possi-
ble in most cases to store the images of the tracer particles due to first and second
illumination on two different recordings. Thus, without further information it was
not possible to determine the temporal sequence of the images of the tracer particles
and hence the sign of the displacement (velocity) vector. Methods to remove this
ambiguity had to be developed (see references in [14]). The most widely used tech-
nique was image shifting. By enabling the investigation of complex, unsteady 3D
flow fields, this development contributed considerably to the increasing interest in
PIV. Modern cameras store the particle images of different illuminations on different
frames making image shifting dispensable.

Generation and distribution of tracer particles in the flow. The development
of powerful aerosol generators and the know-how to distribute tracer particles of a
well defined sizewithin the flow homogeneously improved the particle image density
and the quality of the PIV recordings considerably.

Computer hardware. The improvement of computer hardware with respect to
processor speed and largermemory still continues according toMoore’s law.Difficult
only a decade ago, the handling and processing of numerous mega-pixel sized PIV
images has become trivial on today’s personal computers. Processing of these images
is possible in fractions of a second. Tomographic evaluation of volumetric multi-
camera recordings can be performed on parallel CPU or GPU computers within
minutes.

Improved peak detection. The impact of digital PIV was initially affected by the
limited size and resolution of the digital sensors as compared to that of photographic
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recording. The use of sub-pixel peak position estimation by means of the Gaussian
function allowed for the determination of the displacement with drastically improved
accuracy [67]. Thus, smaller interrogation windows could be utilized, leading to an
increase of spatial resolution (number of vectors) in digital PIV.

Cross-correlation video camera. Today progressive CCD cameras allow users to
store a pair of images of the tracer particles on separate frames for each illumination
with inter-framing times of less than 1µs [63]. This feature immediately solves the
problem of ambiguity removal even for high-speed flows. Sensor sizes in excess of
25 million pixel with superior signal-to-noise ratio together with the application of
cross-correlationmethods yield velocity vector fields that in the past were reserved to
medium format photographic film. Active cooling of the sensor furthermore reduces
camera noise which increases the camera’s sensitivity and dynamic range. Thus less
laser power is necessary to capture a similar sized flow field.

High-speed CMOS camera. Another technical improvement for PIV applica-
tions was the development of CMOS sensors with the active pixel sensor (APS)
technology in which, in addition to the photodiode, a readout amplifier is incorpo-
rated into each pixel. This converts the charge accumulated by the photodiode into
a voltage which is amplified inside the pixel and then transferred in sequential rows
and columns to further signal processing circuits. This, together with highly parallel
readout electronics storage devices, allows for the recording and handling of up to a
several thousand frames per second at acceptable noise levels. An additional advan-
tage of most CMOS sensors is their ability to record images of high contrast without
blooming.

High-repetition rate Nd:YAG and Nd:YLF lasers. The introduction of high-
speed CMOS cameras has generated a need for laser light sources that can operate at
correspondingly high frame rates in the kilohertz range. As a consequence thereof,
diode pumped lasers were adapted to high-speed PIV. These lasers were originally
developed for materials processing and as pump sources for more complex scientific
lasers. Specialized, high repetition rate, double oscillator lasers, designed specifically
for high speed PIV were recently introduced. Such laser systems allow very short
pulse separation times, while having acceptable beam profiles and stability. This
allows high frame rate PIV experiments to be designed for a wide range of air and
water flow velocities.

Microscopic PIV recording. During the past 15 years, significant progress has
been made in the development and application of micron-resolution Particle Image
Velocimetry (μPIV). Developments of the technique have extended typical spatial
resolutions of PIV from the order of 1mm to the order of 1µm. These advances have
been obtained as a result of novel improvements in instrument hardware and post-
processing software. The utility of μPIVhas been demonstrated by applying it to
flows in microchannels, micronozzles, BioMEMS, and flow around cells. While the
technique was initially developed for micro-scale velocity measurements, it has been
extended to measure wall positions with tens of nanometers resolution, the deforma-
tion of hydrogels, micro-particle thermometry and infrared-PIV. In the past decade
sophisticated 3D-PTV techniques have been developed that allow for a volumetric
analysis even in micro systems. By using functional particles it is also possible to
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measure simultaneously the 3D velocity field along with the 3D temperature field
for instance.

Adaptive evaluation algorithms. Standard evaluation algorithms provide reli-
able velocity vectors. However, their accuracy is limited due to the loss of particle
image pairs in complex flow regions. As a straight forward approach to tackle this
problem, the second interrogation window can be displaced with respect to the win-
dow in the first image or different window sizes can be used in combination with
a direct correlation scheme [27]. More sophisticated algorithms evaluate the image
repeatedly, first with larger interrogation windows in order to find the local mean dis-
placements, then with smaller windows and increasingly higher spatial resolution.
Many PIV algorithms additionally use the displacement information of a previous
pass in order to determine the actual deformation of the interrogation volume between
the illuminations and deform the secondly recorded images accordingly [50].

Improved calibration algorithms. The reconstruction of 3-component and/or
3-dimensional flow fields requires prior knowledge of the mapping function between
image planes and physical space. Highly accurate stereoscopic measurements,
but especially tomographically evaluated multi-camera measurements or 3D-PTV
recordings, require an increased precision of calibration. This can be practically
achieved by a-posteriori correction of the calibration mapping function – the so
called disparity correction [66] or self calibration technique [65].

Volumetric 3C-3D PIV. The adaptation of computer tomography algorithms
rendered possible the analysis of multi-camera recordings from volumetric domains.
This also allowed for the inclusion of the temporal domain for an effective way to
avoid ghost particles that frequently hampers the analysis of 3D data by the classical
evaluation schemes of computer tomography. Expanding the knowledge used for
3D particle position analysis by fluid mechanical assumptions like Kolmogorov time
scales andmaximum expected acceleration values – as in the Shake-The-Box scheme
– is another ongoing and promising activity.

Theoretical understanding of PIV. At the beginning of the development of PIV
the understanding of the technique was a more intuitive one. Progress was often
made just by trial and error. In the past three decades the theoretical understanding
of the basic principles of the PIV technique has been improved considerably. Such
theoretical considerations as well as simulations of the recording and evaluation
process give useful information on many parameters important for the layout of an
experiment utilizing PIV.

The following two sections will demonstrate the application of PIV for funda-
mental and industrial research in an exemplary manner.

1.4.4 PIV for Fundamental Research in Turbulent Flows

This description of the application of PIV in turbulent flows will be taken to demon-
strate the increase in quality of data and information obtainable through the progress
achieved at the development of PIV.
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Standard measurement techniques such as hot-wire or LDV allow to extract the
flow velocity at a single point within the flow with adequate temporal resolution.
In order to be able to extract information about the spatial organization of the flow,
statisticalmethods based on field data collected at thousands of points simultaneously
are required.

Figure1.11 shows the evaluation of an early photographical PIV recording taken
in the mid-eighties in a wind tunnel with laminar flow, but with a grid of mesh
size of 25mm and a rod size of 5mm upstream of the observation area to generate
turbulence [28]. Even without being able to apply image shifting at that time the
vortical structures generated by the grid can be clearly observed.

Such results encouraged the use of PIV in wall boundary layers, where a huge
amount of theoretical, analytical, numerical and experimental data was available to
assess the results of investigations of flow structures in a boundary layer (see sketch
in Fig. 1.12) as obtained with PIV.

Figure1.13 shows the instantaneous flow velocity field in main flow direction of
a turbulent boundary layer taken with the photographic PIV method in 1995 [24].
The particle images due to both illuminations had to be stored on the same photo-
graphic plate and auto-correlation methods had to be employed for evaluation. The
observation area had a size of 110× 60mm2. The photographic plate had a spatial
resolution of 3.600× 2.400 lines. The temporal resolution was one frame per sec-
ond ( fr = 1Hz). The instantaneous turbulent structures could be well resolved in the
plane under observation with the equipment available at that time.

The development of digital PIV allowed recording the images of the tracer parti-
cles on two different frames for both illuminations (see Fig. 1.14). At the bottom of
the picture the reflection of the light sheet at the wall can be seen. Figure1.15 shows
a superposition of both frames, thus artificially creating doublets of images of the
tracer particles to demonstrate the recording situation as had been the case for the
photographic PIV method.

Fig. 1.11 Instantaneous turbulent flow velocity field behind grid in a wind tunnel with laminar
flow, U = 10m/s, Tturb = 1.1%

Fig. 1.12 Sketch of
turbulent boundary layer
structure and mean velocity
profile
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Fig. 1.13 Instantaneous flow velocity field of turbulent boundary layer, U = 20m/s, the average
flow velocity of the instantaneous velocity field has been subtracted (from [24])

Fig. 1.14 Images of tracer particles within two frames of a PIV recording, taken within an interval
of 30µs in a turbulent boundary layer

Figure1.16 shows the instantaneous flow velocity field of a turbulent bound-
ary layer, now recorded with a CCD camera with a spatial resolution of 1024×
1024 pixel [24]. The observation area had a size of 30× 30mm2. The comparison
with Fig. 1.13 shows that this area is much smaller than for the photographic plate,
as in 1995 only CCD cameras with lower sensitivity than that of photographic film
have been available for recording. However, the use of the CCD camera allowed to
take 10 PIV recordings per second. Thus, mean velocity profiles (Fig. 1.17) could be
determined along with the Reynolds stresses for instance.

At this point of development of the PIV technique it was possible to capture
instantaneous two component velocity fields in a plane of the flow (2C-2D PIV)
with a repetition rate of 10 recordings per second. This allowed not only to reveal
the instantaneous structures of the turbulent boundary layer in a plane, but also to
determine averaged velocity profiles and to calculate statistical data and to compare
them with experimental results obtained with single location sensor and theoretical
results.
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Fig. 1.15 Superposition of frames of Fig. 1.14, simulating the recording situation as had been the
case for photographic PIV with doublets of images of the tracer particles. Right: detail of lower
right corner

Fig. 1.16 Instantaneous
flow velocity field of
turbulent boundary layer,
U = 10m/s, the average
flow velocity of the
instantaneous velocity field
has been subtracted to
display the turbulent flow
structures (from [24])

Fig. 1.17 Mean velocity profile in outer (left) and inner variables (right), Laminar Flow Wind
Tunnel, at 10, 15, and 20m/s, (see [24] for details)
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Fig. 1.18 Instantaneous flow velocity field of turbulent boundary layer,U = 3m/s, themean veloc-
ity profile has been subtracted to display the turbulent velocity fluctuations, the out-of-plane velocity
component is color coded. (A colored version of the figure can be found at [DC1.9])

Fig. 1.19 Mean velocity profile in outer (left) and inner variables (right) measured at LML in Lille
at 3m/s with digital stereoscopic PIV and comparison with hot-wire (HDA) results, (see [25] for
details)

The consequent next step has been to expand the experimental set-up for a stereo
configuration of the cameras to obtain the third (out-of-plane) velocity component as
well (3C-2D PIV). Such measurements [25] have been performed in 2004. The CCD
sensor had a resolution of 1280× 1024 pixel. Due to the higher light sensitivity
of the cameras it was possible to expand the observation area to 80× 52mm2

(see Fig. 1.18). PIV recordings could be obtained with a rate of six recordings per
second. Figure1.19 shows a comparison of results for mean velocity profile and
inner variables, obtained with PIV and hot-wire.

For many following years stereoscopic PIV was the method of choice to study the
structures in turbulent boundary layer flows. However, stereoscopic PIV providing
access to all three velocity components in a plane, still allowed only planar cuts
through the instantaneous structures in the wall boundary.

http://dc.pivbook.org/turb_bl_dpiv_stereo_a


1.4 Development of PIV During the Last Decades 25

Fig. 1.20 Instantaneous
velocity vector volume
(TOMO PIV) with swirl
strength within the turbulent
boundary layer flow at
Reθ = 2460, (see [52] for
details) (A colored version of
the figure can be found
at [DC1.10])

The final break through enabling to really see the instantaneous structures within
the turbulent boundary layer was achieved by the development of tomographic PIV
(3C-3D PIV). Multi-camera high speed PIV systems (sensors with a spatial resolu-
tion of 1000× 1000 pixel and a temporal resolution exceeding fr = 1000Hz) now
allowed obtaining results not only in a volume of the flow but even (time-resolved
3C-3D PIV). Figure1.20 shows that now the instantaneous three dimensional flow
structures within the boundary layer clearly become visible [52]. The size of the
observation volume is 63× 68× 15mm3, filled with more than 200.000 instanta-
neous three-component velocity vectors.

In recent years the Shake-The-Box (STB)method, which uses sophisticated dense
Lagrangian particle tracking algorithms for evaluation, has been developed for volu-
metric flow analysis. The STB method uses the temporal information inherent in the
time series of particle images in order to predict and correct (“shake”) 3D particle
positions iteratively along found trajectories. This approach allows for an accurate
reconstruction of particle trajectories from which velocity and acceleration (material
derivative) data can be derived analytically using an optimized temporal fit function.
Figure1.21 shows the tracks of 5600 tracer particles recorded within the near-wall
region y+ < 32 of a turbulent boundary layer obtainedwith STB (see [53] andAppli-
cation 18.2 for details). In order to achieve a recording rate of fr = 15.873Hz the
spatial resolution of the high speed cameras had to be reduced to 528× 420 pixel
resulting in an observation volume of 16× 1.5× 16mm3. The total measuring time
of 14.49s allowed to analyze 230.000 time steps providing e.g. converged one- and
two-point statistics in bins of sizes down to 0.08 viscous units.

The last two examples demonstrated the extension of the PIV technique from a
planar technique to the investigation of (small) volumes in the boundary layer with
a (limited) temporal resolution of a few kHz. Recently the planar PIV technique has
also been extended to high temporal resolution and applied in boundary layers in

http://dc.pivbook.org/turb_bl_tomo
http://dx.doi.org/10.1007/978-3-319-68852-7_18
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Fig. 1.21 Instantaneous
velocity vector volume (LPT
with STB) within the
turbulent boundary layer
flow, flow velocity color
coded, (see [53] and
Sect. 18.2 for details; a
colored version of the figure
can be found at [DC1.11])

order to obtain statistically converged turbulence data, thereby accepting a limited
field of view in streamwise direction. Section 11.3 describes how experimental data,
such as velocity profile and variances, skewness and flatness agree with DNS.

This brief discussion of the remarkable development and increasing capability
of the PIV technique to reveal three-dimensional structures in complex flow fields,
taking turbulent boundary layers as example, illustrates why PIV is of high interest
for fundamental research in fluid mechanics.

1.4.5 PIV for Industrial Research in Large Test Facilities

The use of PIV in large scale industrial test facilities poses different and more severe
problems as its use for fundamental research. Nevertheless, it is quite obvious that
the use of the PIV technique also is very attractive in modern aerodynamics, because
it helps to understand unsteady flow phenomena as, for example, in separated flows
over models at high angle of incidence, vortices behind airplanes or vortices behind
propellers or rotors. PIV enables spatially resolved measurements of such instanta-
neous flow velocity fields within a very short time and allows the detection of large
and small scale spatial structures in the flow velocity field. Another need of mod-
ern aerodynamics is that the increasing number and increasing quality of numerical
calculations of flow fields require adequate experimental data for validation of the
numerical codes in order to decide whether the physics of the problem has been
modeled correctly.

Towards this purpose carefully designed experiments have to be performed in
close cooperation with those scientists doing the numerical calculations. The exper-
imental data of the flow field must possess high resolution in time and space in
order to be able to compare them with high density numerical data fields. The PIV
technique is an appropriate experimental tool for this task, especially if informa-
tion about the instantaneous velocity field is required. Mostly such investigations

http://dx.doi.org/10.1007/978-3-319-68852-7_18
http://dc.pivbook.org/turb_bl_stb
http://dx.doi.org/10.1007/978-3-319-68852-7_11
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for industrial projects have to be performed in large test facilities. When applying
PIV at fundamental research, in order to obtain high quality results, the experimental
environment usually can be tailored to meet the requirements of the PIV technique.
This is completely different for application in an industrial environment, where the
test facility usually cannot be adapted for the needs of optical measurement tech-
niques. Moreover, industrial test facilities usually are very large and its use is very
expensive. Of course, the end user of PIV results from industrial tests wants to obtain
results of similar quality as achievable at fundamental research in a laboratory. In
the following, some of the features which have to be developed for a PIV system to
be applied in an industrial wind tunnel shall be discussed.

A PIV system for the investigation of air flows inwind tunnelsmust be serviceable
in low-speedflows (e.g. flowvelocities of less than1m/s in boundary layers) aswell as
in high-speed flows (flow velocities up to 600m/s in supersonic flows with shocks).
Flow fields over solid, moving or deforming models have to be investigated. The
application of the PIV technique in large, industrial wind tunnels poses a number of
special problems: installation of the seeding equipment, minimizing contamination
of the wind tunnel, limited optical access, large observation area, long distances
between the observation area and the light source and the recording cameras,
restricted time for the measurement, and high operational costs of the wind tunnel.
The description of the demands as given above leads to the definition of requirements
which should be fulfilledwhen PIV is applied in an industrial wind tunnel. First of all,
a high spatial resolution of the data field is necessary in order to resolve large scale as
well as small scale structures in the flow with high accuracy. This condition directly
influences the choice of the recording equipment. A second important condition is
that a high density of experimental data is required for a meaningful comparison
with the results of numerical calculations. Thus, the tracer particle image density
(i.e. number of particle images per interrogation area) must be high. A powerful
seeding generator (high concentration of tracer particles in the measuring volume in
the flow even at high flow velocities) is needed for this purpose. As the flow velocity
is measured indirectly bymeans of themeasurement of the velocity of tracer particles
added to the flow, the particles must follow the flow faithfully. This requires the use
of very small tracer particles. However, small particles scatter very little light. This
fact results in a third important condition for the application of PIV in aerodynamics:
a powerful pulse laser is required for the illumination of the flow field.

However, there are more than these PIV specific demands. In case of moving
(rotors, blades) or vibrating (models at high incidence or investigations of the aeroe-
lasticity of a model) objects, the position of the model and its deformation have to be
measured simultaneously. The triggering of the PIV system has to be performed in
such a way that data at the desired phase angle of rotating objects will be obtained.
The data obtained with PIV has to be merged with the data obtained by the wind
tunnel data acquisition system. Beginning and end of data acquisition of PIV has to
be synchronized with the wind tunnel acquisition system. Due to the high operational
costs of the test facility and the large distances within the facility all important param-
eters must be remotely controlled. The measurements, usually performed far from
the laboratory, require a careful preparation of the experiment. Sometimes a mock-
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Fig. 1.22 PIV set-up for investigation of helicopter blade tip vortex in the open test section of the
DNW-LLFwind tunnel (8m × 6m) and instantaneousflowfield of tip vortices (100mm× 120mm)
(see [42] for details)

up of the set-up to be used in the wind tunnel has to be built to check the optical
access for example. Increasingly, this can be done by implementing a numerical
mock-up nowadays. The investigation of the tip vortices of a helicopter blade in the
open test section of the DNW-LLF wind tunnel (see Fig. 1.22) shall illustrate the
problems of large distances and the triggering of illumination and recording in order
to obtain the quite small instantaneous flow field of the tip vortex.

Beside the high effort required to get sufficiently contrasted, sharp images of sub-
micron particles over the large observation and illumination distances, the PIV eval-
uation had also to be adapted to compensate for the motion of the camera and laser
supports. In contrast to more controlled laboratory applications, stereoscopic PIV
recordings in large industrial facilities require a sophisticated calibration scheme and
a refinement of the dewarping process.When strong velocity gradients are present, as
is the case with the blade-tip vortices to be measured here, a very small misalignment
(on the order of a millimeter) will lead to severe errors during the reconstruction of
the out-of-plane velocity component. For the large dimensions of the camera support
(see Fig. 1.22) small misalignments could not be avoided. Therefore, special eval-
uation techniques were developed to compensate the unwanted misalignments. All
serious misalignments caused by translation, rotation or deformation (magnification
change of one image) were found and corrected by a re-computation of the dewarp-
ing coefficients. This relatively easy elimination of the residual-alignment errors was
possible only, because the dewarping was performed prior to the cross-correlation
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of the images. More details of the camera calibration techniques and the disparity
correction described can be found in [42] and Sect. 8.1.

After having discussed the most important aspects of PIV in a simplified manner
in this introduction to support the general understanding, theywill be treated in-depth
in the following main chapters of this book.
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Chapter 2
Physical and Technical Background

2.1 Tracer Particles

It is clear from the principle of PIV that this technique – in contrast to hotwire or pres-
sure probe techniques – is based on the direct determination of the two fundamental
dimensions of the velocity: length and time. On the other hand, the measurement
technique is indirect as it determines the velocity of tracer particles instead of the
velocity of the fluid. Therefore, the interaction of the particles and the surrounding
fluid has to be examined in order to avoid significant discrepancies between fluid and
particle motion. Moreover, the technique is based on imaging. Therefore, the optical
properties of the seeding particles play an equally important role for the selection of
suitable tracers.

2.1.1 Fluid Mechanical Properties

A primary source of error is the influence of gravitational forces on the velocity
of the tracer particles, if the densities of the fluid ρ and the tracer particles ρp do
not match. Even though it can be neglected in many practical situations, we will
derive the gravitationally induced velocity Ug from Stokes’ drag law to introduce
the particle’s behavior under acceleration. Therefore, we assume spherical particles
in a viscous fluid at a very low Reynolds number. This yields:

Ug = d2
p

(ρp − ρ)

18μ
g (2.1)

where g is the acceleration due to gravity, μ the dynamic viscosity of the fluid and dp
is the diameter of the particle. The equation implies that sedimentation of particles
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can be avoided if the density of the fluid and particles is identical (neutral buoyancy).
The latter is easily achieved in liquid flows. In gas flows, the density of the particles
is typically much higher than that of the fluid. Therefore, the particle diameter must
be chosen sufficiently small in order to minimize the settling velocity of the particles.
A known exception is that of soap bubbles filled with lighter-than-air gas (typically
helium), where the neutral buoyancy condition can be obtained balancing the weight
of the soap film with the volume of the helium filled bubble.

In analogy to Eq. (2.1), we can derive an estimate for the velocity lag Us of a
particle in a continuously accelerating fluid:

Us = Up − U = d2
p

(ρp − ρ)

18μ
a (2.2)

where Up and U denote the particle and surrounding fluid velocity respectively,
where ρp is the particle density. In case of a sudden deceleration the step response of
Up typically follows an exponential law. If the density of the particle is much greater
than the fluid density:

Up(t) = U
[
1 − exp

(
− t

τs

)]
(2.3)

with the response time τP given by:

τP = d2
p

ρp

18μ
. (2.4)

If the fluid acceleration is not constant or Stokes drag does not apply (e.g. for
larger particles or at higher flow velocities), the solution is no longer a simple expo-
nential decay of the particle velocity. This is due to the equations of the particle
motion becoming non-linear and more difficult to solve. Nevertheless, τP remains a
convenient measure for the tendency of particles to attain velocity equilibrium with
the fluid. The result of Eq. (2.3) is illustrated in Fig. 2.1, where the response time of
particles with different diameters is shown for a step-wise deceleration in an air flow.

Knowing the response time of a particle tracer is not sufficient to determine if it
will follow the flowwith enough fidelity. For this purpose the particle Stokes number
is introduced:

Stk = τP

τf
(2.5)

where τf stands for the characteristic time scale in the flow.The latter refers to velocity
fluctuations along the particle trajectory. A value of the Stokes number below 10−1

yields an acceptable flow tracing accuracy [54]. The value of τf is often inferred from
dimensional analysis as a ratio between a length scale and a characteristic velocity.
For instance in turbulent boundary layers τf may be taken as the ratio of boundary
layer thickness and free stream velocity; in vortex dominated flows, as the ratio
between vortex diameter and swirling velocity.
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Fig. 2.1 Theoretical time
response of oil particles with
different diameters in air
after an instantaneous flow
deceleration
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WhenapplyingPIV to liquidflows (e.g.water), particlesmatching thefluid density
are commonly used tracers. A list is given in Tables2.3 and 2.4. In air flows, particles
with the same overall density as the air can be generated using liquid bubbles filled
by a gas lighter than air (e.g. helium-filled soap bubbles, HFSB) [4]. However, the
use of helium-filled soap bubbles is limited to low-speed aerodynamics [57]. Early
applications of PIV have already demonstrated that more difficulties arise in provid-
ing high quality seeding in gas flows compared to applications in liquid flows [6, 24,
27, 47, 65]. The problems are similar to those faced by Laser Doppler Velocimetry,
but amplified by the demand of a homogeneous particle concentration that has to be
established at all times.

From Eq. (2.2) and Fig. 2.1 it can be seen that, due to the difference in density
between the fluid and the tracer particles, the diameter of the particles should be very
small in order to ensure good tracking of the fluid motion. On the other hand, the
particle diameter should not be too small, as the scattered light will also become very
small, as will be shown in Sect. 2.1.5. It is therefore obvious that a compromise has
to be found. This problem is discussed extensively in the literature [28, 31, 42–44].
The most commonly used seeding particles for PIV investigations of gaseous flows
are listed in Table2.4. For most applications in aerodynamics, oil or DEHS (di-ethyl-
hexyl-sebacate) droplets are generated with systems based on the Laskin nozzle (see
Fig. 2.16), with a mean droplet diameter close to 1µm. For open-return wind tunnels
smoke generators are also frequently employed. Finally, in confined facilities, such
as blow-down wind tunnels for high-speed flows or combustion, solid particles (e.g.
SiO2 and TiO2) are commonly used.

The response time for different seeding materials used in aerodynamics are sum-
marized in Table2.1. According to Ragni et al. [52] the DEHS droplets show a time
response of 2µs. For the solid particles, the relaxation time ranges from 0.4−3.7µs.
Titanium and silicon dioxide particles in the crystal size range 12−50 nm had an
improved time response when dehydrated. The shortest time response is obtained by
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Table 2.1 Time response of seeding materials and typical data dispersion

ID material Seeder Mean τp(µs) σ(τp)(µs)

Stored (τH ) De-hydrated
(τDh)

Stored De-hydrated

DEHS A 1.92–2.02 – 0.40–0.38 –

SiO2R104 C 2.49 2.21 0.22 0.17

SiO2R972 C 2.64 2.29 0.19 0.28

TiO214 C 3.25 3.71 0.12 0.12

TiO230 C 2.56 2.20 0.11 0.07

TiO250 C 2.77 2.09 0.18 0.09

TiO250 CF – 0.56 – 0.10

SiO2R104 CF – 0.37 – 0.10

TiO250 FL – 1.36 – 0.05

TiO250 FH – 1.67 – 0.08

TiO2170 C 2.50 3.13 0.13 0.19

TiO2240 C 2.52 2.64 0.09 0.15

TiO2550 C 2.43 2.78 0.07 0.22

Al2O3 PG – 0.18 – –

Table after Ragni et al. [52] - C cyclone, CF cyclone with 1µm filter, A atomizer, F fluidized bed
dispersion, L/H low/high mass flow rate, PG plasma generator (data from Ghaemi et al. [17])

using the cyclone generator with dehydrated particles combined with a 1µm particle
filter. This yields a relaxation time response of 0.56µs for the 50 nm crystal size TiO2
particles and 0.36µs for the SiO2 with a 16 nm crystal size. Specific techniques that
use nano-particles [9, 17] have led to minimum response time as low as 0.2µs using
fractal aggregates of Al2O3.

For liquid particles, it is well known from Laser Doppler Velocimetry (LDV)
measurements in gas flows that the size and the distribution of the tracer particles
may change during the travel from the aerosol generator to the test section, where
the measurements take place. It is therefore recommended to inspect the particles’
properties and the velocity lag directly from the observation area [6, 27, 33, 52].
The result of one examination of this problem is presented in Fig. 2.2.

The flow velocity along a line perpendicular to a stationary oblique shock wave
is measured with PIV in a supersonic wind tunnel at Mach 2. The total velocity is
approximately 500m/s,whereas the component normal to the shock is 330m/s before
the shock and 220m/s after it. The TiO2 particles with a mean diameter of 0.5µm
reach the flow velocity after the shock within a distance of 2mm. The real extent
of the shock is less than 1µm, beyond the spatial and temporal resolution associ-
ated with the interrogation areas and the time separation between pulses (≈0.5mm,
≈1µs). A calculation of the velocity lag of particles with a diameter of 0.5µm and a
relative weight of 4 · 103 kg/m3 yields a similar velocity distribution along the shock
normal direction as measured with PIV (compare circles and solid line in Fig. 2.2).
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Fig. 2.2 Comparison
between PIV measurements
(circles) and theoretical
prediction (solid black line)
of particle velocity for
Titanium dioxide tracers of
0.5µm diameter across a
stationary oblique shock
wave. Result for the change
of shock normal velocity
component

It is pointless to utilize tracer particles with a diameter much smaller than 1µm con-
sidering that the PIV evaluation averages the velocity within the interrogation area
and during the time separation between pulses. Smaller tracer particles would only
be necessary if a higher spatial resolution in the vicinity of the shock is required.

2.1.2 Neutrally Buoyant Particles

When the density of tracers approaches that of the fluid they are immersed in, the
expression of the time response in the Stokes regime reads as:

τp = d2
pΔρ

18μ
(2.6)

In this case Δρ can be made several orders of magnitude smaller than the particle
density. In air flows, for instance, a density difference below 0.1 kg/m3 can be easily
obtainedwithHeliumfilled soapbubbles (HFSB), compared to the value of 103 kg/m3

typical of oil droplets. This condition allows to relax the constraint on particle size,
which can be chosen orders of magnitude larger with little detriment to their time
response and tracing fidelity. Recent work on sub-millimeter HFSB tracers [57] has
assessed their time response. The shock wave test is unsuited for these tracers as
they are mostly utilized in low speed flows. The flow ahead of a circular cylinder
produces a constant deceleration along the stagnation streamline. The measurement
of tracers deceleration and of the velocity slip allows to estimate the time response
of these tracers:

τp =
∣∣∣∣(Ububble −U )/

(
U
dU

dx

)∣∣∣∣ (2.7)
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Particles of approximately 0.3mm respond to velocity fluctuations within a time
scale of 10–50 µsdepending on their closeness to the neutral buoyancy condi-
tion [57]. Approaching neutral buoyancy in water flows is easily obtained using
materials as heavy as water (e.g. polyamide, hollow glass spheres). The tracking
fidelity in water flows is more easily achieved considering its higher viscosity and
the fact that experiments are typically conducted at lower speed compared to air
flows. As a result, larger tracers can be employed (10–100 microns) maintaining a
good tracing fidelity.

2.1.3 Effect of Centrifugal Forces

Even when the particle slip can be neglected for the purpose of velocity measure-
ments, the integrated effect of particle drift can lead to undesired inhomogeneity of
the tracers spatial distribution. This is particularly evident in the case of streamwise
vortices (Fig. 2.3-top left), strong vortices in high speed flows (Fig. 2.3-top right) and
for laminar boundary layers (Fig. 2.4). In a stationary vortex [64] the bias error of the
velocity measurement due to the particle lag may be negligible, with respect to the
other sources of error. However, the particle density in the center of the vortex may
attain too low values to perform a reliable analysis of their motion. In PIV experi-
ments with supersonic and hypersonic wind tunnels [56], typically operated at low

Fig. 2.3 Particles distribution inside a strong vortex seeded with oil droplets (top left, [64]); behind
a rocket model seeded with TiO2 particles (top right, [50]).Time-averaged particles distribution
inside a delta-wing vortex seeded with fog droplets (bottom-left) and HFSB (bottom right, [8])
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pressure, the loss of seeding over separated regions is a typical problem (Fig. 2.3-top
right). In this case, the seeding particles concentration follows the thermodynamic
density of the flow and additionally, they hardly penetrate shear layers where the
turbulent mixing is inhibited by compressibility effects.

Another relevant example is the laminar flow development around airfoils. Due to
the combined effect of a strong centrifugal force around the airfoil leading edge and
the effects of flow shear, an outward movement of the particles is induced, perpen-
dicular to the curved streamlines. While the measurement error due to the velocity
lag is usually negligible as the cross-flow component of the particle is relatively
small compared to the component along the streamline, the loss of seeding instead
compromises the measurement in the region close to the wall. The flow around the
leading edge of a tailplane is illustrated in Fig. 2.4 for different values of the free
stream velocity and varying the size of the particle tracers. Right behind the strongest
curvature a laminar separation bubble occurs on the lower side of the airfoil. Parti-
cles with a diameter of 1µm are not present in the separation bubble (Fig. 2.4-top),
whereas particles with 0.25µm diameter are detected inside the separated region at
U = 30m/s (Fig. 2.4-middle). At a higher velocity even the latter particles do not

Fig. 2.4 Particle image concentration in the separated region for different free-stream velocitiesU
and diameter of the tracer particles dp (flow direction from left to right) [30]
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Fig. 2.5 Particle path around the airfoil nose in dependence on the size of the particle [30]

persist in the wall region of the laminar boundary layer and in the separation bubble
(Fig. 2.4-bottom and Fig. 2.5).

The use of neutrally buoyant or lighter-than-air particles is a possible approach
to solve the problem of tracers depletion in the core of vortices. The application of
HFSB in a delta-wing vortex shows that these tracers persist (or even accumulate,
Fig. 2.3-bottom right) in the vortex core due to their weight distribution from lighter-
than-air to heavier-than-air [8]. The same tracers, instead, cannot solve the problem
in vicinity of solid walls as the bubbles collapse when entering in contact with the
solid wall.

2.1.4 Brownian Motion

When seed particles smaller than one micrometer are used for the analysis of liquid
flows, the collective effect of collisions between the particles and a moderate number
of fluid molecules is unbalanced, preventing the particle from following the flow
to some degree. This phenomenon, commonly called Brownian motion, has two
potential implications for μPIV: one is to cause an error in the measurement of the
flow velocity; the other is to cause an uncertainty in the location of the flow tracing
particles. In order to fully consider the effect of Brownian motion, it is first necessary
to establish how particles suspended in micro-scale flows behave.

Flow/Particle Dynamics. In stark contrast to many macroscale fluid mechanics
experiments, the hydrodynamic size of a particle (a measure of its ability to fol-
low the flow based on the ratio of inertial to drag forces) is usually not a concern
in microfluidic applications because of the large surface to volume ratios at small
length scales. As described in Sect. 2.1.1, a simple model for the response time of a
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particle subjected to a step change in local fluid velocity can be used to gauge particle
behavior. The latter is based on a simple first-order inertial response to a constant
flow acceleration (assuming Stokes flow for the particle drag).

Considering typical μPIVexperimental parameters of 300 nm-diameter poly-
styrene latex spheres immersed in water, the particle response time would be 10−9 s.
This response time is much smaller than the time scales of any realistic liquid or
low-speed gas flow field.

In the case of high-speed gas flows, the particle response timemay be an important
consideration when designing a system for microflow measurements. For example,
a 400 nm particle seeded into an air micronozzle that expands from sonic at the
throat to Mach 2 over a 1mm distance may experience a particle-to-gas relative
flow velocity of more than 5% (assuming a constant acceleration and a stagnation
temperature of 300K). Particle response to flow through a normal shock would be
significantly worse. Another consideration in gas microchannels is the breakdown of
the no-slip and continuum assumption as the particle Knudsen number Knp, defined
as the ratio of the mean free path of the gas to the particle diameter, approaches (and
exceeds) one. For the case of the slip-flow regime (10−3 < Knp < 0.1), it is possible
to use corrections to the Stokes drag relation to quantify particle dynamics [2]. For
example, a correction offered by Melling [42] suggests the following relation for
the particle response time.

τp = (1 + 2.76Knp)
d2
pρp

18μ
(2.8)

Particle velocity fluctuations inducedbyBrownian effects. The effect of theBrow-
nian motion on the accuracy of flow measurements in μPIV has been investigated
in the past years [55]. An in-depth consideration of the phenomenon of Brownian
motion is necessary to completely explain its effects in μPIV. Brownian motion
is the random thermal motion of a particle suspended in a fluid [51]. The motion
results from collisions between fluid molecules and suspended microparticles. The
velocity spectrum of a particle due to the Brownian motion includes contributions
at frequencies too high to be fully resolved and is commonly modeled as Gaussian
white noise [67]. A quantity more readily characterized is the particle’s average
displacement after many velocity fluctuations. For time intervals Δt much larger
than the particle inertial response time, the dynamics of Brownian displacement are
independent of inertial parameters such as particle and fluid density, and the mean
square distance of diffusion is proportional to DΔt , where D is the diffusion coeffi-
cient of the particle. For a spherical particle subject to Stokes drag law, the diffusion
coefficient D was first given by Einstein [14] as:

D = KTa
3πμdp

(2.9)

where dp is the particle diameter, K is Boltzmann’s constant, Ta is the absolute
temperature of the fluid, and μ is the dynamic viscosity of the fluid. The random
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Brownian displacements cause particle trajectories to fluctuate about the determinis-
tic pathlines of the fluid flow. In the assumption of steady flow regime over the time of
measurement and that the local velocity gradient is small, the imaged Brownian par-
ticle motion can be considered a fluctuation about a streamline that passes through
the particle’s initial location. An ideal, non-Brownian (i.e., deterministic) particle
following a particular streamline for a time period Δt exhibits a displacement of:

ΔX = UΔt

where U is the X component of the time-averaged, local fluid velocity. The relative
error, εX incurred as a result of imaging the Brownian particle displacements in a
two-dimensional measurement of the x component of particle velocity, is given as:

εX = σX
ΔX = 1

U

√
2D
Δt

(2.10)

This Brownian error establishes a lower limit on themeasurement time intervalΔt
since, for shorter times, the measurements are dominated by uncorrelated Brownian
motion. These quantities (ratios of the root mean square (rms) fluctuation-to-average
velocity) describe the relativemagnitudes of theBrownianmotion andwill be referred
to here as Brownian intensities.

Particle Position Error. In addition to the flow velocity measurement error associ-
ated with particle displacement measurements, the Brownian motion incurred during
the exposure time texp may also be important in determining the particle location,
especially for slow flowswith long exposures and small tracer particles. For example,
a 50 nm particle in water at room temperature will have a displacement uncertainty
of εrms = 300 nm if imaged with a 10ms exposure time. For this particle image, the
Brownian displacements projected into the image plane during the time of exposure
are on the order of the image size estimated by Eq. (2.8) (given the best available
far-field, visual optics with a numerical aperture of 1.4). This random displacement
during image exposure can increase the uncertainty associated with estimating the
particle location. For low velocity gradients, the centroid of this particle image is
an estimate of the average location of the particle during the exposure. This parti-
cle location uncertainty is typically negligible for exposure times where the typical
Brownian displacement in the image plane is small compared to the particle image
diameter or a value of the diffusion time d2

ø/(4DM2) much less than the exposure
time. For the experimental parameters mentioned above, d2

ø/(4DM2) is 300ms and
the exposure time is 5ns for a typical Nd:YAG laser.

2.1.5 Light Scattering Behavior

In this section, some of the most important characteristics of light scattered by tracer
particles will be summarized. Since the obtained particle image intensity and there-
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fore the contrast of the PIV recordings is directly proportional to the scattered light
power, it is often more effective and economical to increase the image intensity by
properly choosing the scattering particles than by increasing the laser power. In gen-
eral, the light scattered by small particles is a function of the particle’s size, shape,
orientation and the ratio of the refractive indices of the particles and the surrounding
medium. Furthermore, the light scattering also depends on polarization and observa-
tion angle. For spherical particles with diameters dp larger than the wavelength of the
incident light λ, Mie’s scattering theory can be applied. A detailed description and
discussion is given in the literature [26]. According to Melling [43], a convenient
measure of the (spatially integrated) light scattering capability is the scattering cross
section Cs, defined as the ratio of the total scattered power Ps to the laser intensity
I0 incident on the particle:

Cs = Ps
I0

.

Figure2.6 shows the variation of Cs as a function of the ratio of the particle
diameter dp to the wavelength of the incident light λ, for spherical particles with
a refractive index n= 1.6 surrounded by air. For aerodynamic investigations typical
particle diameters are dp = 1µm and the typical wavelength used for illumination is
λ = 532 nm. The steep slope for dp/λ < 1 in Fig. 2.6 corresponds to the Rayleigh-
scattering regime and the scattering cross section for values dp/λ > 1 corresponds
to the Mie-scattering regime.

Table2.2 compares approximate values for the scattering cross section for dif-
ferent oil particles in air in more detail. These examples indicate clearly the enor-
mous difference between the light scattering cross sections of particles of diameter
0.5µm−1.0µmwhich are typical seeds for PIV experiments in air. Due to the strong
reduction of light scattering of particles in the Rayleigh regime (dp < 0.5µm) a pro-
portional increase of laser energy is required to sufficiently expose the detector. This
has to be kept in mind when discussing the effective particle diameters, especially

Fig. 2.6 Light scattering
cross section as a function of
the particle size dp [43]

sc
at

te
rin

g 
cr

os
s s

ec
tio

n 
C

s [
m

²] 10-10

10-16

10-15

10-14

10-13

10-12

10-11

particle size/ wavelength dp/λ
0 3 4 5 6 71 2 8 9 10 11 12 13



44 2 Physical and Technical Background

Table 2.2 Approximate
scattering cross section for
different oil particles in air

Particle diameter dp (µm) Scattering cross section
CS [m2]

1.0 ≈10−12

0.5 ≈10−12

0.2 ≈10−13

0.125 ≈10−14

Fig. 2.7 Light scattering by
a 1µm oil particle in air

5 1071031010Light
0o 180o

Fig. 2.8 Light scattering by
a 10µm oil particle in air.
Intensity scales as in Fig. 2.7

Light
0o 180o

for the seeding of gaseous flows, and will be further discussed in the following
section.

Figures2.7 and 2.8 show the polar distribution of the scattered light intensity for
oil particles of different diameters in air with a wavelength λ of 532 nm according to
Mie’s theory. The intensity scales are displayed in logarithmic scale plotted so that
the intensity for neighboring circles differ by a factor of 100. The Mie scattering can
be characterized by the normalized diameter, q, defined by:

q = πdp
λ

.

If q is larger than unity, approximately q local maxima appear in the angular dis-
tribution over the range from 0◦ to 180◦. For increasing q the ratio of forward to
backward scattering intensity will increase rapidly.

In case of stereoscopic or 3D PIV, the camera arrangement can be done in forward
configuration to maximize the signal. However, in case of 2C2D PIV the recording
must be performed at 90◦ to avoid perspective errors and uncertainties due to
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unfocused particle images as a result of the limited depth of focus of the imag-
ing system, see Sect. 6.1. In general, the light scattered paraxially (i.e. at 0◦ or 180◦)
from a linearly polarized incident wave is linearly polarized in the same direction
and the scattering efficiency is independent of polarization. In contrast, the scatter-
ing efficiency for most other observation angles strongly depends on the polarization
of the incident light. Furthermore, for observation angles in the range from 0◦ to
180◦, the polarization direction can be partially turned. This is particularly important
if polarization-based image separation is applied. Therefore, such a technique only
works reliably for certain particles, for example 1µm diameter oil particles in air.

Besides the clear tendency of the scattered light intensity to increase with increas-
ing particle diameter, Figs. 2.7 and 2.8 make clear that the function of the light
intensity versus particle diameter is characterized by rapid oscillations, if only one
certain observation angle is taken into account. Consequently, particle images of
high intensity do not necessarily mean that the particle is located at the center of
the measurement volume. Hence, relating the out-of-plane particle displacement in
a light sheet with known intensity profile by the variation of the image intensity is
usually not feasible. When averaging over a range of observation angles, which is
determined by the observation distance and the recording lens aperture, the intensity
curve is smoothed considerably reducing the influence of the effects discussed above.
The average intensity roughly increases with q2 and the scattering efficiency strongly
depends on the ratio of the refractive index of the particles to that of the fluid. Since
the refractive index of water is considerably larger than that of air, the scattering of
particles in air is at least one order of magnitude more powerful compared to parti-
cles of the same size in water. Therefore, much larger particles have to be used for
water flow experiments, which can mostly be accepted since the density matching
of particles and fluid is usually quite good, which reduces the velocity lag. Thus
tracer particles used for PIV experiments in water typically have particle diameters
in the range between 10µm and 30µm. In Figs. 2.9, 2.10 and 2.11, the normalized
scattered intensity of different diameter glass particles in water according to the Mie
theory are shown at λ = 532 nm.

It can be seen from all Mie scattering diagrams that the light is not blocked by
the small particles, but spreads in all directions. Therefore, for a large number of
particles inside the light sheet, massive multiscattering will occur. In such a case
the light imaged by the recording lens is not only due to direct illumination, but

Fig. 2.9 Light scattering by
a 1µm glass particle in water

http://dx.doi.org/10.1007/978-3-319-68852-7_6
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Fig. 2.10 Light scattering
by a 10µm glass particle in
water. Intensity scales as in
Fig. 2.9

Fig. 2.11 Light scattering
by a 30µm glass particle in
water. Intensity scales as in
Fig. 2.9

also due to portions of light scattered by many particles. In the case of heavily
seeded flows, this considerably increases the intensity of individual particle images,
because the intensity of light directly received from the particle – at 90◦ to the incident
illumination – is orders of magnitude smaller than that received via multi-scattering,
which involves much stronger forward scattering.

One interesting consequence is that not only larger particles can be used to increase
the scattering efficiency but also a larger particle density. However, two problems
limit this effect from being intensively used. First, the background noise and there-
fore the noise on the recordings will increase significantly. Second, if polydisperse
particles (i.e. particles of different sizes) are used, it is not certain whether the number
of visible particles has been increased by simply increasing the number of very large
particles. Since images of larger particles dominate the results of PIV evaluation in
such a case, estimating the effective particle size and the corresponding velocity lag
will be affected by large uncertainties.

2.1.6 Effective Size of Polydisperse Particles

Interpreting results of size measurements of polydisperse particles requires an under-
standing of the measurement technique used and of the way in which the results are
presented. Results can be depicted in various ways: some authors report only the
size indicated by the peak of the frequency distribution, while others provide more
details of different particle size distributions. In PIV literature the peak sizes are most
frequently reported. However, their relevance is questionable. This - but also the char-
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Fig. 2.12 Three
representations of a Laskin
nozzle atomized DEHS
particle size distribution;
solid line: distribution of
length (q1), dashed line:
distribution of area (q2),
dotted line: distribution of
volume (q3)
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acteristics of the different weighted size distribution diagrams - will be discussed in
more detail in the following.

The peak of the frequency distribution identifies the particle size most commonly
found in the distribution as measured by the particle size analyzer. It can be quite
different from the particle size most commonly imaged by the PIV-system, because
of the different optical designs of both systems. The values also vary depending on
whether the measured frequency distribution is weigthed by volume, surface or is
just the number of the particles. Figure2.12 for example depicts three representations
of the same size distribution of DEHS particles atomized by Laskin nozzles: the
number frequency (or distribution of length), the surface frequency (or distribution
of area) and the volume frequency (or distribution of volume). It can be seen that
peak values of the three representations (q1, q2, q3) of the same polydisperse particle
sample differ vastly.Most of the literature found on PIVparticles showing the volume
distribution report a peak at approximately 1µm or slightly below. Articles dealing
with applications sometimes state that the particles are approximately 1µm without
mentioning, if this is the peak value, the median, or the mean value and what type
of frequency distribution is considered. Very low values indicate the use of the peak
of the number frequency instead of for example the volume frequency. The most
adequate representation for PIV from a theoretical viewpoint is the distribution of
area, as the visibility of the relevant larger particles increases with the scattering
cross section according to the Mie-scattering theory as described earlier. However,
the distribution of volume frequently delivers more realistic values as it emphasizes
the large particles even more. The justification for why that can be important is given
in the following.

To a different extent the three types of weighted frequency distributions do neglect
the important issue that the visible particle size of a polydisperse distribution depends
on the optical setup and electronic configuration of the camera used for PIV imaging.
Closing the aperture of the imaging lens can, for example, increase the velocity lag of
the imaged particles, because smaller particles become undetectable. Similar effects
are observed for a variation of the noise and sensitivity of the camera and the intensity
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Fig. 2.13 Effective (q3)
particle size distributions for
identical particles recorded
with different PIV setups
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of the laser illumination, which differs largely along and across the light sheet.
Figure2.13 depicts a computation of the volume weighted particle size distribution
(q3) (dashed line in Fig. 2.12) and its variation due to different sensor detection
limits. This effect will become even larger when comparing (q1) and (q2) peak
values with realistic values of limited systems. The corresponding curves and their
peak positions depicted in Fig. 2.13 illustrate the shift of the particles’ characteristic
size when recording with PIV systems of different sensitivities.

We can therefore conclude three simple, but frequently neglected facts:

• Firstly, particles with small mean diameters can be used only if the optical sen-
sitivity (laser power and camera sensitivity) is such to be able to record images
of these small particles (scattering performance drops drastically with decreasing
particle diameters as mentioned above).

• Secondly, larger particles dominate the PIV signal and in turn the measurement
fidelity. The reduction of larger particles is therefore at least as important as the
generation of small particles, when the velocity lag needs to be reduced.

• Thirdly, a quantification of the measurement error due to velocity lag of poly-
dispersed particles cannot be determined easily with a calculation based on the
particles most frequent size, but requires a more complex procedure, for instance
based on in situ measurements with the same particles and optical settings.

The light scattered by larger tracers like helium filled soap bubbles has the main
advantage of being several orders of magnitude more intense than that of micron
droplets. Recent experiments report a factor 104 for HFSB tracers of 300µm com-
pared to one micron fog droplets. Nevertheless, other effects need to be considered:
the particle is imaged through two reflection points (glare points), symmetrically off-
set from the center of the bubble. This effect creates an ambiguity regarding the exact
position of the particle. In large-scale experiments, however, the distance between
glare points may fall below the imaging diffraction limit, which mitigates the above
problem.
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2.2 Particle Generation and Supply

The challenges faced when generating and supplying particles to flows differ largely
depending on the fluid medium and the test facilities used. In some cases adequate
particles can just be purchased and for example stirred into the liquid under investiga-
tion, in other cases powerful particle generators and dedicated equipment for particle
supply have to be used. The aim for all PIV measurements is to have a maximum
number of particle images equally distributed over the whole area of interest. Areas
with too many particle images that cannot be identified separately anymore, will lead
to the same gaps in the evaluated velocity field as areas with an insufficient number of
particle images. The strobe illumination typically used for PIV emphasizes potential
inhomogeneities in seeding density and therefore increases the effort required for
adequate particle supply.

2.2.1 Seeding of Liquids

Descriptions of seeding particles and their characteristics have been given in many
scientific publications. In contrast to that, little information can be found in the
literature on how to practically supply the particles into the flow under investigation.
For some cases, the seeding can easily be realized or is already and naturally present
in the flowfield. The use of natural seeding is sometimes acceptable, if enough visible
particles with sufficient following behavior are naturally present to act as tracers for
PIV. In almost all other cases it is required to add tracers to achieve sufficient image
contrast and to control the particle size. For most liquid flows, seeding can easily
be done by suspending solid particles into the fluid and mixing them to ensure a
homogeneous distribution.

A number of different particles which can be used for flow visualization, LDV, and
PIV are listed in Table2.3 for liquid and in Table2.4 for gas flows. For experiments
in oil and water flows, hollow coated glass spheres of approximately 10µm diameter
work very well, as shown in Fig. 2.14 for two different magnifications. They offer
good scattering efficiency and the velocity lag is small enough for many applications.

Table 2.3 Seeding materials for liquid flows

Type Material Mean diameter in µm

Solid Polystyrene 10–100

Aluminum flakes 2–7

Hollow glass spheres 10–100

Granules for synthetic coatings 10–500

Liquid Different oils 50–500

Gaseous Oxygen bubbles 50–1000
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Table 2.4 Seeding materials for gas flows

Type Material Mean diameter in µm

Solid Polystyrene 0.5–10

Alumina Al2O3 0.2–5

Titania TiO2 0.1–5

Glass micro-spheres 0.2–3

Glass micro-balloons 30–100

Granules for synthetic coatings 10–50

Dioctylphathalate 1–10

Smoke < 1

Liquid Different oils 0.5–3

Different propylene glycols 0.5–1.5

Glycerine-water mixture 0.5–2.0

Di-ethyl-hexyl-sebacate (DEHS) 0.5–1.5

Helium-filled soap bubbles 200–3000

Fig. 2.14 Micrographs of silver coated hollow glass spheres: ×500 and ×5000

From a practical standpoint, particles slightly lighter (few percent) than the liquid
will tend to accumulate on the upper edge of the facility (sometimes a free surface).
In case of large water tanks or water channels, this gives an advantage in terms of
cleaning procedures. Another approach is to use particles that slowly sink and will
deposit on the bottom floor of the facility.

Tracer particles small compared to λ. When decreasing the size of the observa-
tion field and increasing the optical resolution of the investigation for examples by
microscopic recording, the tracer particle diameters obviously have to be decreased
as well. In the Rayleigh scattering regime, where the particle diameter dp is much
smaller than the wavelength of light, dp � λ, the amount of light scattered by a par-
ticle varies as d6

p [3]. Since the diameter of the flow-tracing particles must be small
to ensure that the flow being measured is not disturbed, they must frequently be of
the order of 50−100 nm. Their diameters are then 1/10–1/5 of the wavelength of
green light, λgreen = 532 nm, and are therefore approaching the Rayleigh scattering
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criteria. This places significant constraints on the image recording optics, making
it extremely difficult to record particle images with sufficiently high illumination
intensity.

One solution to this imaging problem is to use epi-fluorescence imaging to record
light emitted fromfluorescently-coated particles. Thismethod requires awavelength-
specific long-pass filter being part of the recording optics in order to remove the
background light, leaving only the light fluoresced by the particles. This technique
has frequently and successfully been used in liquid flows to record images of 200 to
300 nm-diameter fluorescent particles [41].

2.2.2 Seeding of Gases

In gas flows, the increased difference in density between the gaseous bulk fluid and
the particles can result in a significant velocity lag. Health considerations are also
more important since the experimentalists may inhale seeded air, for example inwind
tunnels with open test sections. Theatrical fog commonly used is not easy to handle
because it’s liquid droplets tend to evaporate and thereby change size rather quickly.
Solid particles are difficult to disperse and tend to agglomerate. The particles often
must be injected into the flow close to the location where the gaseous medium enters
the test section. The injection has to be done without disturbing the flow, but in a
way and at a location that ensures homogeneous distribution of the tracers. Since
the existing turbulence in many test set-ups is not strong enough to distribute the
particles sufficiently, the particles have to be supplied to a large number of locations
in the flow field simultaneously. Distributors, like rakes consisting of many small
pipes with a large number of tiny holes, are often used. Therefore, particles which
can be transported inside small pipes are required.

A number of techniques are used to generate and supply particles for seeding
gas flows [28, 31, 32, 42–44]. Dry powders can be dispersed in fluidized beds or
by air jets. Liquids can be evaporated and afterwards precipitated in condensation
generators, or liquid droplets can directly be generated in atomizers. Atomizers can
also be used to disperse solid particles suspended in evaporating liquids [69, 70],
or to generate tiny droplets of high vapor pressure liquids (e.g. oil) that have been
mixed with low vapor pressure liquids (e.g. alcohol) which evaporate prior to entry
in the test section. Condensation and smoke generators are frequently used for flow
visualization and LDV in wind tunnels.

While fluorescently-labeled particles are well-suited for micro-PIV studies in
liquid flows, they are not readily applicable to most gaseous flows for several rea-
sons. Commercially available fluorescently-labeled particles are generally available
as aqueous suspensions. A few manufacturers offer dry fluorescent particles, but
with larger diameters, >7µm. In principle, the particle-laden aqueous suspensions
can be dried, and the particles subsequently suspended in a gas flow, but this often
proves to be problematic because the electrical surface charge that the particles eas-
ily acquire causes them to stick to walls and windows of the facilities and to each



52 2 Physical and Technical Background

Fig. 2.15 Oil seeding
generator
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Fig. 2.16 Sketch of a Laskin
nozzle

other. Furthermore, the emission decay time of many fluorescent molecules is on the
order of several nanoseconds, which may cause streaking of the particle images for
high-speed flows.

Droplet seeding of air flows. For most of the PIVmeasurements in air flows, Laskin
nozzle generators supplied with oil have been used. These particles can offer the
advantage of being less harmful than most solid particles, staying in air at rest for
hours and not changing in size significantly under various conditions. In recirculating
wind tunnels, they can be used for a global seeding of the complete tunnel volume or
for a local seeding of a stream tube by a seeding rake with a few hundred tiny holes.
Technical descriptions of those atomizers are given below.

A typical aerosol generator consists of a closed cylindrical container with two air
inlets and one aerosol outlet (Fig. 2.15). The present example features four air supply
pipes – mounted at the top – which dip into vegetable oil or DEHS (Di-ethyl-hexyl-
sebacate) inside the container. They are connected to one air inlet by a tube and each
one has a valve. The pipes are closed at their lower ends (see detail in Fig. 2.16). Four
Laskin nozzles, 1mm in diameter, are equally spaced on the circumference of each
pipe [13]. Experience shows that the manufacturing of Laskin nozzles require high
precision engineering and good control of form and position tolerances as well as
the avoidance of burr at the edge of the small holes. Nozzles produced with less care
produce particle sizes that vary strongly with pressure levels and may even result in
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flow reversal in the vertical liquid holes [31]. A horizontal circular impactor plate is
placed inside the container as shown in Fig. 2.15, so that a small gap of about 2mm
is formed between the impactor plate and the inner wall of the container. The second
air inlet and the aerosol outlet are connected directly to the top part of the container.
Two gauges measure the pressure on the inlet of the nozzles and inside the container,
respectively. Compressed air with 0.5–1 bar overpressure with respect to the outlet
pressure is applied to the Laskin nozzles and creates air bubbles within the liquid.
Due to the shear stress induced by the tiny air jets, small droplets are generated and
carried inside the bubbles towards the oil surface where they are released by the
bursting bubbles. Big particles are retained by the impactor plate; small particles
escape through the gap and reach the aerosol outlet. The number of particles can be
controlled by the four valves at the nozzle inlets. The particle concentration can be
decreased by an additional air supply via the second air inlet.

The mean size of the particles generally depends on the type of liquids being
atomized, but is only slightly dependent on the operating pressure of the nozzles and
other parameters as shown in detail in [31]. Vegetable oils and DEHS are the most
commonly used liquids, since vegetable oil droplets are believed to be less harmful
than many other particles and DEHS offers the advantage to evaporate in the long
term. However, any kind of seeding particles which are toxic or cannot be dissolved
in water should not be inhaled. This is the reason why mixtures of propylene glycols
and glycerin atomized with dedicated pneumatic particle generators become more
common (Fig. 2.17). Adequate results can be obtained when calibrated nozzles are
used (Fig. 2.18). This leads to narrow size distributions at pressure levels between 0.5
bar and 1.5 bar. Figure2.19 depicts the particle size distributions (volume frequency
q3) for a propylene glycol mixtures and DEHS atomized with calibrated nozzles at
1.0 bar overpressure. Seeding fluids from propylene glycol in food grade quality
are commercially available. They can be mixed with water in order to reduce the
effective droplet size (Fig. 2.18).

valves

impactor
plate
liquid
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pressurized

air

particles

nozzlesvalves

Fig. 2.17 Seeding generator designed for various liquids (glycol, glycerin, DEHS)
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Fig. 2.18 Sketch of
calibrated nozzles (CN) for
various liquids
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Fig. 2.19 Particle size distributions (q3) for a PIV seeding liquid from a propylene glycol mixture
(PIVLight) and DEHS atomized with a calibrate nozzle at 1.0 bar (left) and a 2-fluid nozzle at 1.4
bar (right)

Atomizers with a combination of two-fluid nozzles have been developed that
offer the advantage of generating larger particles and to allow a variation of particle
sizes under certain pressure conditions (Fig. 2.20). The same flow field can then,
for example, either be recorded at a high spatial resolution with a small field of
view with small particles or with lower spatial resolution with large particles. The
larger droplets used in the latter case require longer distances to adapt to fluid flow
variations, but offer the advantage of giving enough scattering performance for larger
fields of view.

Powder-based seeding of air flows. In cases where the stability of the seeding mate-
rial cannot be guaranteed due to increased temperatures or reactive environments,
droplet-based seeding is no longer feasible. In these cases, seeding based on solids
must be used. Metal oxide powders are especially well suited for this purpose due
to their inertness, high melting point, and rather low cost. Tables2.4 lists titanium
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Fig. 2.20 Sketch of a
two-fluid nozzle generator
for larger particles
(CTS1000 from Seika
Digital Imaging [DC2.2])
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Fig. 2.21 Micrographs of 800nm mono-disperse SiO2 spheres (left), porous SiO2 spheres (right)

dioxide, alumina, and silica powders, with corresponding micrographs shown in
Figs. 2.21 and 2.22.

A controlled dispersion of these powders is more challenging than for liquid
materials, as the powders have a strong tendency to form agglomerates, especially
for small grain sizes in the sub-micron range. The seeding device, therefore, has to
either break up the agglomerates or remove them from the aerosol prior to delivery
into the facility such as through the use of a cyclone separator [60, 66].

Another approach to de-agglomerate the bulk seed material was originally pro-
posed byWernet&Wernet [69] and recently updated [70]: the inter-particle forces
responsible for the agglomeration can directly be influenced by controlling the acid-

http://dc.pivbook.org/CTS1000
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Fig. 2.22 Left: Ground Al2O3 powder for seeding reactive flows [72], right: TiO2 powder for
seeding supersonic flows [60]

ity of liquid suspensions of the seed material. They suggest the use of alumina/water
or alumina/ethanol dispersions with a pH value of 1 which can be dispersed using
liquid atomization. The solid seed material remains after evaporation of the carrier
liquid.

Depending on the relative mass-flow rates between seeded and unseeded flows,
the use of liquid-particle suspensions is not always feasible especially when the flow
is disturbed due to evaporation cooling and/or changes in the reactive chemistry. In
this case, the aerosol has to be created directly from the dry powder. A common
approach is to aerate the powder inside a vertical tube from below resulting in a
fluidized bed. The flow rate through the seeder is chosen just large enough to fluidize
the bed of particles carrying smaller particles into the region above the bed (known as
freeboard) towards the exit orifice and from there into the facility under investigation.
Figure2.23 shows a simple fluidized bed seeding device for use in elevated pressure
applications [71, 72]. This generator has two noteworthy features: the strong shear
flow present in a sonic orifice at the exit serves to break up larger agglomerates. The
size of this orifice is chosen to ensure sufficient flow rate to aerate the powder. The
second feature is a switchable by-pass line which maintains constant mass flow rates
into a test facility even when no seeding is required.

The following recommendations are given for the successful operation of fluidized
bed seeders:

• The seeding powder should be kept dry, preferably by heating the material to
remove excess moisture before filling the seeding device. Dry air or nitrogen
should be used to operate the seeder.

• Short supply lines between seeder and facility should be used to prevent the for-
mation of agglomerates. If possible, additional carrier air should be used to reduce
the relative seeding concentrations.

• Frequent agitation of the seeding system reduces the chance of channel formation
within the fluidized bed. A shakermotor attached to the seeding vessel is sufficient.
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Fig. 2.23 Fluidized bed
seeding device for high
pressure applications

• The mechanical interaction of the seed material with small brass spheres (100 −
500µm) added to the fluidized bed also helps to break up agglomerates. This
configuration is referred to as two-phase fluidized bed.

Soap bubble seeding for air flows. The finite scattering efficiency of any tracer
particle is usually the limiting factor when increasing the field of view (FOV) in
a PIV measurement. Oil droplets with diameters of d = 1µm for example restrict
the FOV to areas around 500 × 400mm2 when standard Nd:YAG lasers with pulse
energies of up to 300mJ are used.

One possibility to overcome this limitation is to use larger tracer particles. Here,
however, the mass of the particles is critical, since for PIV ideally neutrally buoyant
particles are required. Soap bubble generators can provide neutrally buoyant particles
with dimensions from 0.2mm up to several millimeters (Fig. 2.24). They generate
helium-filled soap bubbles, in which a helium filling of the particles compensates
for the weight of the soap layer. Different possibilities to generate such bubbles
are discussed in detail in [38]. An orifice type nozzle, as depicted in Fig. 2.25, can
be used to generate smaller bubbles with only 0.1−0.3mm diameter. Miniaturized
generators have been recently developed based on the same principle as that depicted
in Fig. 2.26, which can more easily installed on seeding rakes inside wind tunnels.
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Fig. 2.24 Scheme of the air, helium, and soap supply for a bubble generator [38]

Fig. 2.25 Schematic
drawing of an orifice type
nozzle for the generation of
He-filled soap bubbles [38].
Approximate dimensions:
B = 15mm; H = 40mm;
l = 12mm; h = 1.5mm;
d = 3mm; D = 0.8mm
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Gaseous helium is blown through a central pipe, which is mounted coaxially into
a second pipe where the flow of bubble fluid solution (BFS) is driven at a predefined
flow rate.Air flow surrounds the soapfilm released from the inner ducts and transports
it through a small orifice where bubbles regularly detach. A schematic illustration is
given in Fig. 2.26. A sketch of the complete HFSB- system is shown in Fig. 2.27.

The generation of neutrally buoyant bubbles relies on a proper adjustment of
helium pressure, air-pressure, BFS flow rate, and the distance between nozzle cap
and tubes, h (see Fig. 2.25). TheBFS typically consists of amixture ofwater, glycerin,
and soap. Experiments with HFSB in wind tunnels have shown that sub-millimeter
bubbles can respond to variations in the flow velocity with a time response in order
of 10µs [57].
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Fig. 2.26 Schematic
principle of helium filled
soap bubbles formation from
a miniature generator

Fig. 2.27 Schematic of the seeding distribution in a blow-down supersonic wind tunnel [58]

HFSB have been used for PIV measurements of low speed convective flows for
very large observation areas [4] and for large-volume measurements with tomo-
graphic PIV [34]. More recently, low-speed wind tunnel measurements with tomo-
graphic PIV have been reported by [57, 59].

2.2.3 Seeding Distribution in Wind Tunnels

Uniform seeding concentration in the flow region of interest is a necessary condition
for the reliable analysis of the particles image motion. Several approaches can be
followed to introduce the tracers. The approach is much dependent upon the type of
flow facility. A brief discussion is given here for the category of wind tunnels.

Closed-Loop (Göttingen Type) Aerodynamic Wind Tunnels
The most common approach in these wind tunnels is that of inserting the seeding
tracers downstream of the test section, generally at the position of the diffuser. This
approach is simple to implement and it minimizes the aerodynamic interference of
the seeding device with the air stream in the test section. Once the desired seeding
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Fig. 2.28 Seeding particle distribution by a rake in the 2m × 5m settling chamber of an Eiffel
type (open circuit) wind tunnel

concentration is reached it is sufficient to supply particles at lower rate to compensate
the amount that evaporates. In this working regime the entire wind tunnel stream is
seeded uniformly as a result of mixing by the fan and the turbulence in the circuit.

Open-Loop (Eiffel Type) Aerodynamic Wind Tunnels

For wind tunnels driven by a fan before settling chamber, the seeding is typically
inserted upstream of the fan for better homogeneity. In case the flow is driven by a
fan downstream of the test section the seeding can be inserted at the settling chamber,
resulting in local seeding with less homogeneous distribution (Fig. 2.28).

Blow-Down High-Speed Wind Tunnels

For high-speed flows the wind tunnel is often driven by a compressed air vessel,
connected to the wind tunnel Laval nozzle. The seeding can be distributed with a
seeding rake from the settling chamber where the flow is at low speed. Only a part of
the stream is seeded (local seeding) and the level of tracers homogeneity is usually
lower than for low-speed wind tunnels (Fig. 2.27).

2.3 Light Sources

2.3.1 Lasers

Lasers are widely used in PIV, because of their ability to emit monochromatic light
with high energy density, which can easily be bundled into thin light sheets for
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Fig. 2.29 Schematic
diagram of a laser

L

beam
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illuminating and recording the tracer particles without chromatic aberrations. In
Fig. 2.29 a typical configuration of a laser with its three main components is shown.

The laser material consists of an atomic or molecular gas, semiconductor or solid
material.

The pump source excites the lasermaterial by the introduction of electromagnetical
or chemical energy.

The mirror arrangement, i.e., the resonator allows an oscillation within the laser
material.

In the following we will describe the principle of gas lasers and give an overview of
the lasers used in PIV.

It is well known from quantum mechanics that each atom can be brought into
various energy states by three elementary kinds of interaction with electromagnetic
radiation. This can be illustrated in an energy level diagram, as shown in Fig. 2.30 for
a hypothetical atomwith only two possible energy states. An excited atom at level E2

usually drops back to the state E1 after a very short, but not exactly defined period of
time and emits the energy E2 − E1 = h ν in the form of a randomly directed photon
(h and ν are Planck’s constant and the frequency respectively). This process is called
spontaneous emission and shown in Fig. 2.30 (center).

However, if, on the other hand, a photon with “appropriate” frequency ν impinges
on an atom, two effects are possible. Either – in the case of absorption – an atom in
the state E1 can receive the energy h ν, that is it becomes raised to E2 (Fig. 2.30, left);
or the incident photon can stimulate an atom in the excited E2 state into a specific,
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Fig. 2.30 Elementary kinds of interactions between atoms and electromagnetic radiation



62 2 Physical and Technical Background

non-spontaneous, transition to E1. Then, in addition to the incident photon, a second
one is emitted in phase with the former. The impinging wave therefore is coherently
amplified (stimulated emission, Fig. 2.30, right).

For large numbers of atoms, one of the two processes – absorption or stimulated
emission – predominates. In case of population density inversion, i.e., N2 > N1

(number of atoms in excited state greater than number of atoms in ground state),
stimulated emission predominates, otherwise, N1 > N2, absorption is favored.

However, in a system which consists of only two energy states, as described so
far, no population inversion can be achieved, because when the number of atoms N2

in level E2 equals the number N1 in level E1, absorption and stimulated emission
are equally likely and the material will become transparent at the frequency ν =
(E2 − E1)/h. In other words, the number of transitions from the upper level E2 to
the lower level E1 and vice versa are on average the same. Hence, at least three energy
levels of the laser medium are essential to achieve population inversion. However,
a three level system is not very efficient because a fraction of more than 50% of
the atoms of the system had to be excited in order to amplify an impinging photon.
This means that the energy needed for the excitation of this fraction is lost for the
amplification. In the case of a four level laser the lower laser level E2 does not coincide
with the basic level E1 and therefore remains unoccupied at room temperature. In
this way it is easier to achieve the population inversion and a four level laser requires
substantially less pumping power. This is illustrated in Fig. 2.31. If for instance state
E4 is achieved by optical pumping at frequency ν according to hν = E4 − E1, then
a rapid non-radiative transition to the upper laser level E3 occurs. The atoms remain
in this metastable state E3 for a relatively long interim period before they drop down
to the unoccupied lower laser level E2.

Since the laser requiring stimulated emission can only operate if a population
inversion is forced to take place (N2 > N1), external energy has to be transferred to
the laser material because atoms usually exist in their ground state. This is achieved
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by different pump mechanisms depending on the kind of laser material. Solid laser
materials are generally pumped by electromagnetic radiation, semiconductor lasers
by electronic current, and gas lasers by collision of the atoms or molecules with
electrons and ions.

As a consequence of population inversion through energy transfer by the pump
mechanism spontaneous emission occurs in all directions which causes excitation of
further neighboring atoms. This initiates a rapid increase of stimulated emission and
therefore of radiation in a chain reaction.

In the case of a cylindrical shape of the laser material, the rapid increase of radia-
tion occurs in a defined direction because the amplification increases with increasing
length of the laser medium. Within an optical resonator (mirror arrangement) the
laser material can be arranged to form an oscillator. The simplest way to achieve this
is to place the material between two exactly aligned mirrors. In this case, a photon
which impinges randomly on one of the mirror surfaces is reflected and amplified in
the laser material again. This process will be repeated and generates an avalanche of
light which increases exponentially with the number of reflections, finally resulting
in a stationary process. In other words, standing waves are produced for a resonator
length corresponding to the condition

L = mλ

2n
(2.11)

where n is the refractive index, m an integer number, and L the resonator length.
Since the frequency ν according to the transition ν h = E2 − E1 does not correspond
to exactly one wavelength, but rather to a spectrum of a certain band width Δν
depending on the transition time τ of the process, these conditions can be fulfilled
by different wavelengths λ or frequencies ν and the resonator can oscillate in many
axial modes with distinct frequencies.

Consecutive modes are separated by a constant difference Δν = c/(2 L n),
wherein c is the speed of light. Moreover, the cross-section of the laser beam can be
divided into several ranges oscillating out of phase with intermediate node lines, that
is, different transverse modes can be sustained as well (see Fig. 2.32). Their occur-
rence depends on the resonator design and alignment. The lowest order transverse
mode TEM00 (TEM= transverse electric mode; index= node in X - and Y -direction)
is most commonly used, because it produces a beam with uniform phase and a Gaus-
sian intensity distribution along the beam cross-section.

1100 1001 2102

Fig. 2.32 Examples of different transverse modes



64 2 Physical and Technical Background

There are various types of resonators with different mirror curvatures. The con-
focal resonator, shown in Fig. 2.29, is particularly stable and easy to adjust. Hemi-
spherical resonators use one planar and one concave mirror, and critical resonators
use two planar mirrors. Critical resonators offer the advantage of having no beam
waist inside the laser rod and therefore using its whole volume for amplification.
However, they are sensitive for thermal lens effects and misalignment.

As mentioned above, different pumping mechanisms exist. In gas lasers, which
are usually used for continuous operations (CW = continuous wave), free electrons
are accelerated by an electrical field resulting in an excitation of the gaseousmedium.
The plasma tube in which the excitation takes place is closed by Brewster windows
(plates tilted at the polarization angle). Therefore, these lasers emit linearly polarized
light. In the case of optically pumped solid-state lasers, the light of the rod-shaped
flash lamp is concentrated on the laser rod by a cylindrical mirror with an elliptical
cross-section. In lasers,whichbasically consist of luminescencediodes, twopolished,
parallel surfaces work as resonator mirrors. The laser light perpendicular to the p-n
junction is more divergent due to the lower aperture width.

Some of the popular lasers for PIV are briefly described below in order to provide
an overview of the abilities and limitations of the different systems.

Argon-ion lasers (Ar+ lasers λ = 514, 488 nm) are gas lasers, similar to the He-Ne
lasers described above. In argon lasers, very high currents have to be achieved for
ionization and excitation. This is technologically much more complicated compared
to He-Ne lasers. Typically the efficiency of these lasers is of the order of a tenth of a
percent. Large versions of these lasers can supply over 100W in the blue-green range
and 60W in the near ultraviolet range. Emission is produced at several wavelengths
through the use of broadband laser mirrors. Individual wavelengths can be selected
by means of Brewster prisms in the laser resonator. The individual wavelengths can
be adjusted by rotating the prism. The most important wavelengths are 514.5 and
488.0 nm (green and blue). Nearly all conventional inert gas ion lasers supply TEM00.
Despite the extreme load on the tubes resulting from the high currents, product lives
of several thousand operating hours can be achieved. Since argon lasers are frequently
used for LDV measurements, they are often found in fluid mechanics laboratories.
In PIV they can easily be used for low-speed water investigations.

Semiconductor lasers offer the advantage of being very compact. The laser material
is typically 1 cm long and has a diameter of the order of 1mm. The total efficiency of
commercial diode laser pumped Nd:YAG and Nd:YLF systems is around 7%. Since
heating is considerably reduced, these types of pumped lasers supply a very good
beam quality of over 100mW in the TEM00 mode during continuous operations.
Diode lasers are of interest for PIV because of two reasons: The high efficiency
allows the production of Nd:YLF lasers with high average and peak power needed
for high-speed applications. Due to their ability to generate beams with excellent
quality, semiconductor lasers can also be used as seed lasers for an improvement of
the coherence length of flash lamp pumped Nd:YAG lasers for use in holographic
PIV. A particularly interesting variant is the combination of a diode-pumped laser
oscillator and aflash lamppumped amplifier. Togetherwith other optical components,
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like vacuum-pinholes and phase-conjugated mirrors, this concept offers very good
beam properties, but at the same time, its initial purchase costs are high.

Neodym-YAG lasers (Nd:YAG lasers λ = 1064 nm, infrared, and λ = 532 nm, and
green) are the most important solid-state laser for PIV in which the beam is gen-
erated by Nd3+ ions. The Nd3+ ion can be incorporated into various host materi-
als. For laser applications, YAG crystals (yttrium-aluminum-garnet) are commonly
used. Nd:YAG lasers have a high amplification and good mechanical and thermal
properties. Excitation is achieved by optical pumping in broad energy bands and
non-radiative transitions into the upper laser level.

Solid-state lasers can be pumped with white light as a result of the arrangement
of the atoms which form a lattice. The periodic arrangement leads to energy bands
formed by the upper energy levels of the single atoms. Therefore, the upper energy
levels of the system are not discrete as in the case of single atoms, but are continuous.

As already mentioned, the Nd:YAG laser is a four-level system which has the
advantage of a comparably low threshold to start the stimulated emission. At stan-
dard operating temperatures, the Nd:YAG laser only emits the strongest wavelength,
1064 nm. In the relaxation mode the population inversion takes place as soon as the
threshold is reached, with this threshold value depending on the design of the laser
cavity. In this way, many successive laser pulses can be obtained during the pump
pulse of the flash lamp. By including a quality switch (Q-switch) inside the cavity
the laser can be operated in a triggered mode. The Q-switch has the effect of altering
the resonance characteristics of the optical cavity. If the Q-switch is operated, allow-
ing the cavity to resonate at the most energetic point during the flash lamp cycle,
a very powerful laser pulse, the giant pulse, can be achieved. Q-switches normally
consist of a polarizer and a Pockels cell (modifying the direction of polarization),
which together change the quality of the optical resonator depending on the Pockels
cell voltage. The Q-switched mode of operation is usually used in PIV. Although
Q-switches can be used to generate more than one giant pulse out of a single res-
onator, PIV lasers are mostly designed as double oscillator systems (two resonators).
This enables the user to adjust the separation time between the two illuminations
of the tracer particles independently of the pulse strength. The beam of Q-switch
lasers is linearly polarized. For PIV, and many other applications, the fundamental
wavelength of 1064 nm is frequency-doubled using special crystals. Details of these
KD*P crystals are provided in the next section. After separation of the frequency-
doubled portion, approximately one third of the original light energy is available at
532 nm. Nd:YAG lasers are usually driven in a repetitive mode. Since the optical
properties of the laser cavity change with changing temperature, good and constant
beam properties will only be obtained at nominal repetition rates and flash lamp
voltage. Due to thermal lensing, the beam quality which is very often poor compared
to those of other laser types, decreases significantly when, for example, single pulses
are used. This is not that critical for confocal and telescopic resonator arrangements
but very important for modern critical resonator systems. The coherence length of
pulsed Nd:YAG lasers is normally of the order of only a few centimeters. For holo-
graphic recording, lasers with a narrow spectral bandwidth have to be used. This is
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usually done by injection from a smaller semiconductor laser into the cavity by a
partially reflecting mirror. Then, the laser pulse builds up from this small seeding
pulse of narrow bandwidth, resulting in coherence lengths of 1 or 2m. However,
very precise laser timing and temperature control for the primary cooling circuit are
required for this purpose.

Neodym-YLF lasers (Nd:YLF lasers λ = 1053 nm and λ = 526 nm) are used for
an increasing number of applications, including high-speed PIV techniques, which
require a reliable high average-power laser source that enables efficient frequency
conversion to visible wavelengths. For this and other applications, several vari-
ants of the diode-pumped solid state lasers have been developed, and of these, the
Nd:YLF (neodymium: yttrium lithium fluoride) laser produces the highest pulse
energy and average power, with repetition rates up to approximately 10 kHz. They
can be operated at different fundamental wavelengths. The fundamental wavelength
most frequently used in PIV is λ = 1053 nm, which is turned into the visible range at
λ = 526 nm by frequency doublers in a similar way as in case of the Nd:YAG lasers.
A fundamental wavelength of λ = 1047 nm can be obtained by rotating a polarizer
inside the resonator. However, the advantage of using the λ = 1053 nm wavelength
is its ability of an amplification by neodym-phosphate glass.

2.3.2 Features and Components of PIV Lasers

Commercially availableNd:YAGlaser rods are up to150mmlongandhavediameters
up to 10mm.Typically pulse energies of 400mJ ormore can be achievedwith a single
oscillator. For high pulse energies, more than one flash lamp and critical resonators
with plane mirror surfaces have to be used. However, for such configurations the
beam profile tends to be very poor: hot spots and different ring modes can often be
found. In order to improve the beam profile, output mirrors with a reflectivity that
varies with the radius are frequently used. However, evenwith thesemirrors the beam
profile is sometimes very poor, even though it is specified to be 80% Gaussian in the
near and 95% Gaussian in the far field. Two laser systems of the same manufacturer
often have different beam properties depending on the laser rod properties and the
alignment of the laser. Since a good beam profile is essential for PIV (see Chap.4) it
must be specified not only in the near and in the far field – as most manufacturers do –
but also in the mid-field at a distance of 2−10m from the laser. If two ore more laser
beams are combined for PIV measurements, it is most important that all lasers have
a similar intensity distribution, so that the amplitude, width and shape match. The
exact profile is much less important. However, the minimum and maximum energy
inside the beam profile is relevant in order to ensure a hole-free intensity distribution
without hot spots.

In Fig. 2.33, the intensity profiles across the light sheet thickness measured at
five different distances from the laser are shown. The light sheet optics used for
this experiment are shown in Fig. 2.48. The peak value of the distribution has been

http://dx.doi.org/10.1007/978-3-319-68852-7_4
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Fig. 2.33 Evolution of the light sheet profile with increasing distance from the laser
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Fig. 2.34 Double oscillator laser system with telescopic resonators

adjusted close to full scale for each position (0.1, 0.8, 1.7, 3.3, 8.0m). It can be
seen that the thickness of the light sheet varies slowly with the distance from the
laser. A certain asymmetry is visible at every position but seems to disappear at 8m.
When assessing these light sheet profiles it has to be taken into account that the
loss of correlation during the evaluation of PIV recordings is strongly influenced
by the light sheet intensity distribution at recording (see Chap. 4). If a light sheet
intensity profile has a significant local minimum, the light next to it will be lost in
most situations, because a very small flow velocity component in the lateral direction
would displace particles from bright towards dark areas and would therefore lead to
only one illumination of the tracer particles. For flow fields without any significant
out-of-plane velocity component the light sheet can be focused more precisely and
a better, more Gaussian-like, intensity profile will be obtained across the light sheet.

In Table2.5, some critical parameters are listed which should be specified when
assessing a double oscillatorNd:YAG laser. The laser systemand all the specifications

http://dx.doi.org/10.1007/978-3-319-68852-7_4
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are made with respect to a wavelength of 532 nm and a repetition rate of 10Hz of the
two pulses, unless otherwise stated. All trigger signals of the laser should be TTL
compatible.

In Fig. 2.34 a laser with a telescopic resonator is shown. It offers only 2 × 70mJ
pulse energy but has the advantage of a good and stable beam profile. Based on the
authors’ experience it can be said that the beam profile of this laser has been stable
during more than 30 years of application.

In Fig. 2.35 a laser system with critical resonators is shown. These systems typ-
ically have 150−450mJ per pulse. The disadvantages of critical resonators have
already been described above. In general it has to be mentioned that beam properties
very much depend on manufacturers’ know-how and the tuning of each individual
laser.

In the following section a short description of essential Nd:YAG and Nd:YLF
laser components is given.

The flash lamp pumping chamber contains the laser crystal rod and a linear flash
lamp which are sealed into their respective mountings with O-rings. These two com-
ponents are surrounded by ceramic reflectorswhich provide efficient optical pumping
of the laser rod. Glass filter plates absorb the ultraviolet radiation from the flash lamp.
Flash lamp pumped Nd:YAG lasers are still the most common for conventional PIV
applications where high pulse energies at moderate repetition rates are required.
Diode-pumped lasers, on the other hand, offer better stability and higher reliability
than flash lamp pumped laser systems.

The diode pumping chambers can be divided into two major categories: end
pumping and side pumping configurations. End pumped designs offer the advantage
of reaching best quality by reshaping an astigmatic diode-laser beam into a beam
with a circular symmetry. Their disadvantage is the greater complexity and the fact
that they cannot easily be scaled to high average-power output. Main advantages of
the side pumped configurations are simplicity, reliability and physical and thermal
tolerance. Most modern high-speed lasers used for PIV contain side pumped designs
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Table 2.5 Properties and specifications of modern Nd:YAG PIV-laser systems

Repetition ratea 10Hz

Pulse energy for each of two pulses 320mJ

Roundness at 8m from laser outputb 75%

Roundness at 0.5m from laser outputc 75%

Spatial intensity distribution at 8m from laser outputd <0.2

Spatial intensity distribution at 0.5m from laser outputd <0.2

Linewidth 1.4 cm−1

Power drift over 8 hourse <5%

Energy stabilityf <5%

Beam pointing stabilityg 100µrad

Deviation from collinearity of laser beams <0.1mm/m

Beam diameter at laser output 9mm

Divergenceh 0.5mrad

Jitter between two following laser pulses 2 nm

Delay between two laser pulses 0–10ms

Resolution 5 ps

Working temperatures 15−35◦C
Cooling wateri 10–25◦C
Power requirements 220−240V, 50Hz
aAnd integral fractions of 10Hz, eg. 5, 2.5Hz etc
bRatio between two perpendicular axis (major and minor axis)
cIf laser beam is elliptical, major axis of both oscillators must be parallel
d|(Imax − Imin)|/|(Imax + Imin)|, with I being the peak intensity in the spatial distribution limited
by the diameter at half maximum for both oscillators
eWithout readjustment of phase-matching for ambient temperatures of 18 ◦C < T < 35 ◦C
fShot to shot, peak to peak, 100% of shots
gRMS, on 200 alternating pulses at the focal plane of a 2m lens
hFull angle on 200 pulses at e−2 of the peak, 85% of total energy
iSecondary circuit, 10 l/min pressure, 1.5–3 bar

which are producing high average power and good beam quality needed for the
efficient generation of the green wavelengths at λ = 526 nm.

The output mirror has a plane surface in most cases with a partially reflecting
coating facing into the cavity. Theopposite plane surface has an antireflection coating.
In some cases, the output mirror has a curved surface with a variable reflectivity
coating decreasing from the center to the edges.

The back mirror has a highly reflective surface facing towards the cavity. Usually,
this mirror has a slightly curved surface.

The decay of energy inside a resonator can be described by introducing a quality
factor or Q-factor. This factor can be changed with the help of the Q-Switch. The
Q-switch normally consists of a polarizer plate, a temperature stabilized Pockels cell
crystal and a beam path correcting prism. It is driven by high voltages and is used
to release the energy stored in the laser rod in a giant pulse by rapidly changing the
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resonance conditions. Its principle is as follows: during the beginning of the flash
lamp pulse the (voltage dependent) birefringence of the Pockels cell makes it act as a
quarterwave plate. The polarization of the light that passes the polarizer is rotated by
90◦ on its way through the crystal towards the mirror and back towards the polarizer.
The reflected light is then rejected by the polarizer. Therefore, no laser oscillation
and no light amplification will take place. When the energy stored in the laser rod
reaches a maximum the Pockels cell voltage is altered and the polarization of passing
light will no longer be changed. As a result, the laser oscillation begins immediately
and the energy stored is extracted in a pulse of only a few nanoseconds duration.
Since the birefringence of the Pockels cell is also temperature dependent, the Pockels
cell is generally temperature stabilized.

An intra-cavity telescope can be used to avoid high order modes within the cavity.
It also compensates for thermal lensing effects inside the laser rod.

A second harmonic generator (SHG) is a nonlinear crystal used for the frequency
doubling of theNd:YAG laser emission. Simply speaking, it converts infrared light of
a wavelength of 1064 nm into visible green light of 532 nm. The process of frequency
doubling takes place only when the crystal is oriented such that the direction of
propagation of the pump beam is at a specific angle to the crystal axis. This condition
is known as phase matching. Therefore, the crystal can usually be angle tuned by the
user. Since the refractive index and therefore the actual phase matching changes with
temperature, the crystal has to be temperature stabilized to ensure stable conversion
efficiencies. As most crystals used are hygroscopic the heating of the crystals should
not be switched off in order to protect its surface from moisture. The crystal most
commonly used is called KD*P. It can be cut in two different orientations (Type I
or Type II) and has to be chosen depending on the final configuration of the laser.
For Type I crystals, the incident laser light has to be linearly, typically vertically
or horizontally, polarized. The frequency doubled light emerges with a polarization
which is orthogonal to that of the pump radiation. This type of doubler is used for PIV
laser systems with two polarization directions as, for example, shown in Fig. 2.35. In
order to generate green light of identical polarization one Type II crystal is generally
used. Therefore, the infrared laser light must have two polarization components. The
second harmonic will then have one polarization direction parallel to one of both
original components depending on the orientation of the crystal. In order to provide
two components of the incident laser light, its linear polarization is turned by an
angle of 45◦ using a polarization rotator.

A polarization rotator is a crystal which continuously rotates the polarization
angle of linearly polarized light as it propagates through it. The rate of rotation is
dependent on the material, its thickness and the wavelength. A 45◦ rotator will be
used when a Type II doubling crystal is used. A 90◦ rotator might be used in front of
the beam combination optics, if two oscillators of identical orientation are used (see
Fig. 2.35).

A prism harmonic separator can be used to separate the second harmonic wave
by deflecting it into an energy dump. Two energy dumps are provided; one for the
fundamental and one for the third harmonic wave. These separators are most efficient
when used with only one polarization direction, as the reflection losses at the prism
surfaces are lower for one polarization (see Fig. 2.34).
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Fig. 2.36 Double oscillator
high-speed PIV laser system
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A dichroic mirror has maximum reflectivity for one given wavelength. The fun-
damental and any unwanted harmonic waves pass through such a mirror and can
therefore be steered into an external energy dump.

The time delay between the trigger signals of the flash lamp and the Pockels cells
can be varied resulting in a varying intensity of the green laser pulse. The value for
optimum pulse energy is depending on the specific laser design and is typically in
the order of 200µs.

Figure2.36 shows the sophisticated optical layout of a modern high-speed PIV
laser system, in which the two infrared beams are combined. This principle is patent
pending by one of the leading PIV laser manufactures and offers an effective mech-
anism, the intra-cavity doubling. The working principle is as follows: Both infrared
beams are reflected by the output mirror that is coated to reflect infrared and transmit
green laser light. Both infrared beams are reflected back towards the second harmonic
generator (SHG) by this same output mirror. They pass through the second harmonic
generator. The beams are then reflected by a back mirror through the second har-
monic generator again and then are transmitted through the output mirror out of the
laser head. Therefore, the beams are always co-linear since they are combined within
the combined resonators. This doubling mechanism provides a high conversion from
infrared to green. The two separate cavities produce two pulses with the same pulse
width given by identical resonator lengths.

The properties and specifications of a high-speed Nd:YLF PIV-laser system are
listed in Table2.6. Pulse width and pulse energies vary with the chosen repetition
rate. Typical values of pulse energy and pulse width are shown in Figs. 2.37 and 2.38
respectively.
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Table 2.6 Properties and specifications of a high-speed Nd:YLF PIV-laser system

Repetition ratea 0.01−10 kHz

Pulse energy for each of two pulses 15−3mJ

Roundness at 4m from laser outputb 75%

Roundness at 0.5m from laser outputc 75%

Spatial intensity distribution at 4m from laser
outputd

<0.2

Spatial intensity distribution at 0.5m from laser
outputd

<0.2

Pulse width at 1 kHz <180ns

Power drift over 8 hours <5%

Energy stabilitye <1%

Deviation from co-linearity of laser beams <0.1mm/m

Beam diameter at laser output 2mm

Divergencef <3mrad

Spatial mode multi-mode, M2 <6

Cooling water 10–25 ◦C
aRepetition rate per cavity
bRatio between two perpendicular axis (major and minor axis)
cIf laser beam is elliptical, major axis of both oscillators is parallel
d|(Imax − Imin)|/|(Imax + Imin)|, with I being the peak intensity in the spatial distribution limited
by the diameter at half maximum for both oscillators
eRMS after 10 minutes warm up at 2 kHz
fFull angle at e−2 of the peak, 85% of total energy

Repetition rate, Hz
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Fig. 2.38 Pulse width versus repetition rate of a modern double oscillator high-speed PIV laser
system
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2.3.3 Light Emitting Diodes

In recent years light emitting diodes (LEDs) have undergone significant progress
regarding their output power and efficiency such that they nowfind uses in amultitude
of areas in particular in the area of lighting. The underlying theory of operation
including the effect of electroluminescencewill not be covered here and the interested
reader is referred to textbooks on photonics [53]. In the following, we will focus on
the characteristics of LEDs in the context of particle based flow velocimetry.

Compared to lasers, LEDs have a significantly wider spectral width of up to
tens of nanometers (see Fig. 2.39) with a correspondingly short coherence length of
O(10µm). In consequence speckle effects are practically non-existent for LEDs.
Furthermore the directional emission characteristic or radiation pattern is nearly
Lambertian. This means that the emitted light is directly proportional to the cosine
of the angle between the direction of the emitted light and the normal to the emitter
surface according to Fig. 2.40. This property on the one hand reduces handling risks
as the uncollimated light is not directly focused within the eye as with laser sources.
On the other hand the finite size of the emitter coupled with the large spreading angle
of the light makes it difficult to collimate the light, for instance to generate a thin
light sheet suitable for PIV. However, it should be noted that modern high power
LEDs require maintaining similar safety measures as pulse lasers.

The spreading of light from a finite area is referred to as etendue and describes
the light (or flux) gathering capability of an optical system in a purely geometrical
sense. Its dimensions are area A times solid angle Ω . The collected power is the
product of the radiance of the source and the etendue. Important in this context is
the property that – ignoring losses due to light scatter and absorption – etendue
is conserved throughout an optical system, a so-called Lagrangian invariant, that
is, A1Ω1 = A2Ω2 = const. This property has important implications regarding the
collimation of light (see Fig. 2.41). For instance, if the light emitting area of an

Wavelength [nm]

R
el

at
iv

e
in

te
ns

ity

400 500 600 700
0.0

0.2

0.4

0.6

0.8

1.0 RedGreenBlueUV

White
5700K
6500K

Fig. 2.39 Spectral intensity versus wavelength for various monochrome LEDs and white LEDs
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Fig. 2.40 Radiation pattern of a blue (—) and red (− · −·) LED without collimating optics in
comparison to a true Lambertian emitter (- - -, cosine-law)

LED with a given numerical aperture is focussed onto a smaller area the numerical
aperture increases proportionally. Hence a light sheet will have a very short waist
quickly diverging on either side.

Similarly the coupling of LED light into a fiber is ultimately limited by the finite
area of the emitter coupled with its emission cone. As the fiber itself has a limited
acceptance angle (i.e. numerical aperture, NA) only the light within the acceptance
cone is coupled into the fiber (see Fig. 2.42). Focussing the LED light into a smaller
spot will not increase the amount of light coupled into the fiber because an increasing
amount of rays will exceed the acceptance angle of the fiber. Similarly an optical
taper can also not concentrate the light into a smaller area without significant losses
owing to the conservation of etendue throughout the optical system.

Another interesting characteristic of LED’s is that the light emission per unit time
can be increased by increasing the drive current (Fig. 2.43). The light emission from
an LED is roughly proportional to the drive current allowing it to be overdriven
beyond the manufacturer’s specifications, provided that the junction temperature
within the LED does not exceed the damage threshold. In this regard Fig.2.44 indi-
cates that the light output can be increased by a factor of three by increasing the drive
current by approximately fourfold. This however is only possible when the pulses
are sufficiently short to prevent its damage, here τp = 5µs.

In comparison to laser systems the construction of pulsed LED illumination
sources is considerably simplerwith the required components being readily available.
Figure2.45 shows a simplified circuit to illustrate the pulsed operation of LED.Aside
from the LED itself two components are the main actors for its pulsed operation,
a capacitor with high charge capacity (and low internal resistance) and a MOSFET
transistor as a quick acting switch. In the off-state the capacitor is charged to a fixed
voltage by an external power supply. Using a driver unit the MOSFET transistor can
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Fig. 2.41 Etendue, the product of illuminated or luminous area and solid angle, is preserved through
an optical system

Fig. 2.42 Simplified model of fiber optic illustrating the acceptance cone. Only light ray 1 is
propagated through fiber

Fig. 2.43 Response of LED
to input drive current of
0.5µs duration
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Fig. 2.44 LED light
emission versus drive current
for a green high-power LED
operated with 5µs pulses at
1 kHz. Line at 36A indicates
manufacturer’s
recommended operation at
240Hz with 50% duty cycle
(from [7])

Fig. 2.45 Simplified drive
circuit for pulsed LED
operation

be rapidly switched to the on-state thereby draining the charge from the capacitor
with the current flowing through the LED causing it to emit light. The reader is
referred to [7, 73] for further details on actual circuit implementations.

The following summarizes some of the advantages and disadvantages of LEDs in
the context of flow visualization:

+ simple operation, robust
+ easy to pulse (lag-free)
+ no noticeable speckle (due to broad spectral emission)
+ reduced risk (non-collimated light, lower operating voltages), therefore suitable

for educational purposes (depending on power of LED)
– difficult to collimate (into light sheet or fiber transmission)
– shorter pulses tend to provide lower pulse energy
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2.3.4 White Light Sources

Even though most PIV investigations are performed using laser light sheets, white
light sourcesmight also be used. Due to the finite extension of these sources and since
white light cannot be collimated as well as monochromatic light, they clearly have
some disadvantages. On the other hand, the spectral output of sources like Xenon
lamps is well suited for use with CCD cameras because of their similar spectral
sensitivity. Systems are commercially available which can easily be triggered and
offer a repetition rate that matches the video rate. Two flash lamps can be linked by
optical fiber bundles in order to achieve short pulse separation times. If the outputs
of the fibers are arranged in line, the generation of a light sheet is considerably
simplified.

An attractive alternative to discharge flash lamps is provided by white-light LEDs
that are increasingly finding widespread uses in general lighting applications replac-
ing less efficient incandescent light sources. Regarding its electrical properties the
white-lightLED is nodifferent to itsmonochromatic counterparts and canbeoperated
in a pulsed mode in the same manner as described before. The emission spectrum
of commonly available white LEDs is plotted in Fig. 2.39 and shows two distinct
maxima, one sharp peak in the blue and a broader peak with a maximum in the
yellow. The reason lies in the fact that the “white-light” LEDs actually are phosphor
coated blue LEDs. The phosphor down-converts the blue light to a yellowish light
such that, in combination with the blue light, it is perceived as white light. In some
cases this bi-modal emission spectrum may not be desired, for instance for liquid
crystal thermometry [12]. In such cases, the combination of several different-colored
LEDs should be considered, in particular, if matched to the color filters of a color
camera.

The main advantage of these white light sources is – aside from reduced cost –
that their application is not hampered by laser safety rules.

2.4 Light Delivery

2.4.1 Light Sheet Optics

This section treats the optics for the illumination of the particles by a thin light
sheet. Therefore, we describe three different lens configurations which are frequently
used. For a more detailed analysis or the design of complex optical systems ray
tracing programs can be used, but this is beyond the scope of the book. Rules for the
calculation of the light sheet intensity distribution are not given herein. The reason
for this is that geometric optics rules are already sufficient for a general layout of
the chosen lens configuration. They do not require a special description and can
readily be found in any book on optics [23]. On the other hand, more sophisticated
calculations based on Gaussian optics usually require some assumptions, which are
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Fig. 2.46 Light sheet optics
using three cylindrical lenses
(one of them with negative
focal length)
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Thickness

Side view

Top view

Light sheet

valid only for exceptional cases. Computer programs can be used in order to predict
further parameters such as the light sheet thickness at the beam waist where the
theoretical (geometrical) thickness is zero, but their description is beyond the scope
of this book.

The essential element for the generation of a light sheet is a cylindrical lens.
When using lasers with a sufficiently small beam diameter and divergence – like
for example argon-ion lasers – one cylindrical lens can be sufficient to generate a
light sheet of appropriate shape. For other light sources – like for example Nd:YAG
lasers – a combination of different lenses is usually required in order to generate
thin light sheets of high intensity. At least one additional lens has then to be used
for focusing the light to an appropriate thickness. Such a configuration is shown in
Fig. 2.46, where also a third cylindrical lens has been added in order to generate a
light sheet of constant height.

The reason why a diverging lens has been used first is that focal points and lines
should be avoided for high power pulse lasers, as otherwise the air close to the focal
point will be ionized. Focal lines usually do not ionize the air but dust particles might
be burnt if the area in the vicinity of the line is not covered or evacuated. In both
cases acoustic radiation will occur and the beam properties will change significantly.
For the light sheet shown in Fig. 2.46, the position of its minimum thickness is given
by the beam divergence of the light source and the focal length of the cylindrical lens
on the right hand side, for example at a distance of 500mm from the last lens for the
conditions illustrated in Fig. 2.46.

The combination of a cylindrical lens together with two spherical lenses acting
as a telescope makes the system more versatile. This is shown in Fig. 2.47 where
spherical lenses have been used, because they are in general easier to manufacture,
especially if short focal length lenses are required. The height of the light sheet shown
in Fig. 2.47 is mainly given by the focal length of the cylindrical lens in the middle.
A diverging lens – negative focal length – could also be used, however, since the
focal line has a relatively large extension this configuration can therefore also be
used for pulsed lasers without risking plasma ignition. The adaptation of the light
sheet height has to be done by replacing the cylindrical lens with a cylindrical lens
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Fig. 2.47 Light sheet optics
using two spherical lenses
(one of them with negative
focal length) and one
cylindrical lens 200 mm 350 mm-100 mm

Light sheet

200 mm 350 mm-100 mm

Thickness

Top view

Side view

of a different focal length. The adjustment of the thickness can easily be done by
shifting the spherical lenses with respect to each other.

The use of spherical lenses in general does not allow light sheet height and thick-
ness to be changed independently. This can be done by the configuration shown in
Fig. 2.48. Additionally this setup allows for the generation of light sheets which are
thinner than the beam diameter at every location. It therefore enables the generation
of light sheets which are already thin shortly behind the last lens. With this arrange-
ment the thickness can be held constantly small. However, the energy per unit area of
such a configuration is high. Therefore, the critical region close to the focal line has to
be covered in order to avoid reflections by dust or seeding particles. Using a diverg-
ing cylindrical lens first would solve those problems, but the combination shown in
Fig. 2.48 has the advantage of imaging the beam profile from a certain position in
front of the lens to the observation area while keeping its properties constant.

Simple geometric considerations can be used for these lens combinations to deter-
mine fromwhich position the laser beam has been imaged and, if the development of
the beam profile of the laser is known, this information can be used to optimize the
light sheet intensity distribution, see Fig. 2.33 on page 67. The evolution of a light
sheet profile generated by a lens configuration similar to that shown in Fig. 2.48 has
been shown as a function of the distance from the laser. For lasers with a critical
beam profile this can improve the valid data yield, because the light sheet intensity
distribution especially in the out-of-plane direction is essential for the quality of the
measurement (see Chap.4).

A few general rules should also be given here. Uncoated lens surfaces in air exhibit
a slight reflectivity of [(n − 1)/(n + 1)]2. Since this value is of the order of 4% for
common lens surfaces (and therefore more than 7% per lens) the losses due to the
reflection could be accepted in some cases. However, these reflections can cause
damage, if they are focused close to other optical components. This can either be
avoided by the proper orientation of the lenses as illustrated in Fig. 2.49 or by an
appropriate lens coating. Configuration c and d depicted in Fig. 2.49 reduce the risk
of unwanted reflections and will also minimize aberrations. For other configurations
it is advised to tilt the lens slightly in order to avoid reflections on to other lenses or
towards the laser or even into the resonator.

http://dx.doi.org/10.1007/978-3-319-68852-7_4
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Fig. 2.48 Light sheet optics
using three cylindrical lenses
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Fig. 2.49 General
considerations on the
orientation of lenses inside
the light sheet optics
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(b) (d)

2.4.2 Fiber Based Illumination

Fiber optics in principle offer an attractive alternative to conventional free space trans-
mittal of light, in particular for the delivery of high energy laser light. For instance
the movement of the measurement plane is much simpler; critical areas are restricted
to the laser and the light sheet optics. However the delivery of short, high power laser
pulses through fibers is not trivial. Once collimated, the high energy density of the
laser pulse quickly reaches the damage threshold of most optical fibers, such that
only limited amounts of energy can be transmitted. Small surface imperfections lead
to damage to the end face and self-focussing induced by local index-of-refraction
changes of the pulse-heated fiber causes internal damage, typically several millime-
ters into the fiber.While considerable energies can be transmitted in the infrared (e.g.
for use in laser based surface treatment), most fibers exhibit increasing attenuation at
reducedwavelengths in the visible range and beyond leading to increased heating and
nonlinear effects. Also suitable fibers for the transmission of high energy pulsed light
have large diameters in the 100–500µm range such that the emitted light exhibits a
significant amount of speckle; any modal properties of the laser are not preserved.

One solution is to transmit higher energy levels through a fiber based system
is to use tapered fibers, fiber bundles (array of fibers), longer pulse lengths, larger
fiber diameters, diffractive optical elements (DOE) or combinations thereof [22]. For
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Fig. 2.50 LED-based light sheet illumination using a fiber optic line-light assembly [73]

instance some high-speed lasers have pulse lengths of several hundred nanoseconds
and can be provided with fiber optic beam delivery at energy levels in the range of
1–10 mJ at 1–10 kHz [25].

The other use of fibers is to (re)collimate the light of incoherent light sources such
as discharge lamps or light emitting diodes (LED). For instanceWillert et al. [73]
demonstrated that a single LED can illuminate particles in a side-scatter arrangement
which is commonly used in planar PIV. They performed experiments using the LED
light bundled into a light sheet by means of a fiber optic illumination system, also
known as line light. As illustrated in Fig. 2.50 the entry side of the fiber bundle is
round (3mm diameter) while the fibers at the distal end are arranged along a straight
line (0.3mm thickness). A light sheet can then be formed by projecting this line
into the area under investigation using a short focal length cylindrical lens. The light
sheet’s waist thickness depends on the width of the line, the focal length of the lens
and the numerical aperture of the fibers. While a short focal length makes the light
sheet thinner, the length of the waist will also shorten which reduces the useful (near
uniform thickness) area of the light sheet.

2.4.3 Illumination of Small Volumes

Whereas most conventional PIV investigations utilize light sheet illumination, they
are typically not a practical source of illumination for micro-flows, due to a lack
of optical access along with significant diffraction in light sheet forming optics.
Consequently, the flow must be volume illuminated, leaving two choices for the
visualization of the seed particles – with an optical system whose depth of field
exceeds the depth of the flow being measured or with an optical system whose depth
of field is small compared to that of the flow. Both of these techniques have been
used in various implementations of μPIV. Cummings [11] uses a large depth of field
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Fig. 2.51 Schematic showing the geometry for volume illumination particle image velocimetry.
The particles carried by the flow are illuminated by light coming out of the objective lens (i.e.
upward)

imaging system to explore electrokinetic and pressure-driven flows. The advantage
of the large depth of field optical system is that all particles in the field of view
of the optical system are well-focused and contribute to the velocity measurement
comparably. The disadvantage of this scheme is that all knowledge of the depth of
each particle is lost, resulting in velocity fields that are completely depth-averaged.
For example in a pressure-driven flow where the velocity profile is expected to be
parabolic with depth, the fast moving particles near the center of the channel will be
focused at the same time as the slow moving particles near the wall. The measured
velocity will be a weighted-average of the velocities of all the particles imaged.
Cummings [11] addresses this problem with advanced processing techniques that
will not be covered here.

The second choice of imaging systems is one whose depth of field is smaller than
that of the flow domain, as shown in Fig. 2.51. The optical system will then sharply
focus those particles that are within the depth of field δ of the imaging system
while the remaining particles will be unfocused – to greater or lesser degrees – and
contribute to the background noise level. Since the optical system is being used to
define thickness of the measurement domain, it is important to characterize exactly
how thick the depth of field, or more appropriately, the depth of correlation Zcorr,
is. The distinction between depth of field and depth of correlation is an important
although subtle one. The depth of field refers to distance a point source of light may
be displaced from the focal plane and still produce an acceptably focused image
whereas the depth of correlation refers to how far from the focal plane a particle
will contribute significantly to the correlation function. The depth of correlation can
be calculated starting from the basic principles of how small particles are imaged
[40, 68].
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2.4.4 Illumination of Large Volumes

Recent literature reports a number of PIV applications involving LED clusters as
light sources [5, 10, 15, 20, 36, 48]. In these applications the LEDs were frequently
overdriven operated in an in-line imaging arrangement or relied on large particles to
achieve sufficient light scattering. Such an arraywas developed byKühn et al. [34] for
the investigation of large scale flows in aircraft cabins. Each LEDwas equipped with
a collimating optic consisting of a concave mirror. This resulted in an opening angle
of approximately 6◦−10◦. Figure2.52 follows this concept with each LED capable
of delivering a luminous flux in excess of 1200 lm in continuous operation. Due to
the associated generation of heat by the multitude of LEDs the array is mounted on
a fan-cooled heat sink.

Volumetric illumination can also be performed by a multi-pass system as shown
in Fig. 2.53 with limited laser power. It favorably consists of two opposing mirrors
in order to obtain multiple reflections of the light beam along the measurement
volume. The laser beam passes through a beam expander and collimating optics and
is then directed towards the measurement region. Two coated and highly reflective
dielectric mirrors are installed on opposite sides of the measurement region. The
collimated laser beam is directed almost normal to one mirror. The distance between

Fig. 2.52 LED-array comprising 3 × 14 LEDs with collimating optics mounted on a heat sink

Fig. 2.53 Optical path of the
laser beam along with the
spherical lenses and the
mirrors for multi-pass light
amplification [61]
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two subsequent beams decreases toward the lower side of themirrors. The intensity of
the laser beam also reduces due to optical losses such as beam divergence, scattering
by the particles and reflection loss along the transmission path. According toGhaemi
et al. [16] an amplification factor of 7 and 5 times is achieved in comparison to the
single pass and the double-pass configurations, respectively. A further advantage of
these multiple pass illumination systems is that cameras may observe the scattered
light from particles in the more favorable forward scattering direction from multiple
viewing directions.

2.5 Imaging of Small Particles

2.5.1 Diffraction Limited Imaging

This section provides a description of diffraction limited imaging, which is an effect
of practical significance in optical instrumentation, and of particular interest for PIV
recording. In the following wewill restrict our description of imaging by considering
only one-dimensional functions.

If plane light waves impinge on an opaque screen containing a circular aperture
they generate a far-field diffraction pattern on a distant observing screen. By using a
lens – for example an objective in a camera – the far field pattern can be imaged on
an image sensor. However, the image of a distant point source (e.g. a small scattering
particle inside the light sheet) does not appear as a point in the image plane but forms
a diffraction pattern even if it is imaged by a perfectly aberration-free lens [23]. The
central peak of the intensity distribution is called Airy disk,and the rings around the
maximum are called Airy rings.

It can be shown that the intensity of the Airy pattern represents the Fourier trans-
form of the aperture’s transmissivity distribution [19, 35]. Taking into account the
scaling theorem of the Fourier transform, it becomes clear that small aperture diam-
eters correspond to large Airy disks and large apertures to small disks as can be seen
in Fig. 2.54.

The Airy function represents the impulse response – the so-called point spread
function – of an aberration-free lens. It is equivalent to the square of the first order
Bessel function. Therefore, the first dark ring, which defines the extension of the
Airy disk, corresponds to the first zero of the first order Bessel function shown as a
line plot through the center of the pattern in Fig. 2.55. We will now determine the
diameter of the Airy disk ddiff, because it represents the smallest particle image that
can be obtained for a given imaging configuration (see Fig. 2.55).

The value of the radius of the ring and therefore of the Airy disk for a given
aperture diameter Da and wavelength λ is:

I (x)

Imax
= 0 ⇒ ddiff

2x0
= 1.22
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Fig. 2.54 Airy patterns for both a small (50µm, left hand side) and large (100µm, right hand
side) aperture diameter. A helium-neon laser was used to create the pinhole intensity profile. The
intensity is normalized by the maximum intensity for both the contour levels and the z-axes

Fig. 2.55 Normalized
intensity distribution of the
Airy pattern and its
approximation by a Gaussian
bell curve
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If we consider imaging of objects in air – the samemedia on both sides of the imaging
lens – the focus criterion is given by (see Fig. 2.56):

1

z0
+ 1

Z0
= 1

f
(2.12)
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Fig. 2.56 Geometric image
reconstruction
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where z0 is the distance between the image plane and lens and Z0 the distance between
the lens and the object plane. Together with the definition of the magnification factor

M = z0
Z0

the following formula for the diffraction limited minimum image diameter can be
obtained:

ddiff = 2.44 f#(M + 1)λ (2.13)

where f# is the f-number of the lens, defined as the ratio between the focal length f
and the aperture diameter Da [19]. In PIV, this minimum image diameter ddiff will
only be obtained when recording small particles – of the order of a few microns – at
small magnifications. For larger particles and/or larger magnifications, the influence
of geometric imaging becomes more and more dominant. The image of a finite-
diameter particle is given by the convolution of the point spread function with the
geometric image of the particle. If lens aberrations can be neglected and the point
spread function can be approximated by the Airy function, the following formula
can be used for an estimate of the particle image diameter [1]:

dτ =
√

(Mdp)2 + d2
diff . (2.14)

When the size of the particle’s geometric imageMdp is considerably smaller thanddiff,
this expression is dominated bydiffraction effects and reaches a constant value ofddiff.
It is dominated by the geometric image size for geometric image sizes considerably
larger than ddiff where dτ ≈ Mdp.

In practice the point spread function is often approximated by a normalized Gaus-
sian curve also shown in Fig. 2.55 and defined by:

I (x)

Imax
= exp

(
− x2

2σ2

)
(2.15)

where the parameterσmust be set toσ = f#(1 + M)λ
√
2 /π, in order to approximate

diffraction limited imaging. This approximation is particularly useful because it
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allows a considerable simplification of the mathematics encountered in the deriva-
tion of modulation transfer functions, which also includes other kinds of optical
aberrations of the imaging lens as will be described later.

In practice there are two good reasons for optimizing the particle image diameter:

First, an analysis of PIV evaluation shows that the error in velocity measurements
strongly depends on the particle image diameter (see e.g. Sect. 6.2.2). For most
practical situations, the error is minimized by minimizing both the particle image
diameter dτ and the uncertainty in locating the image centroid or correlation peak
centroid respectively.

Second, sharp and small particle images are particularly essential in order to obtain
a high particle image intensity Imax, since at constant light energy scattered by
the tracer particle the light energy per sensor area increases quadratically with
decreasing image areas (Imax ∼ 1/d2

τ ).

Equation (2.14) shows that for the range of particle diameters greater than the
wavelength of the scattered light, where Mie’s theory applies (dτ � λ), the diffrac-
tion limit becomes less important and the image diameter increases nearly linearly
with increasing particle diameter. Since the average energy of the scattered light
increases with (dp/λ)2 for particles with a diameter greater than the wavelength, the
image intensity becomes independent of the particle diameter, as both the scattered
light and the image area increase with d2

p .
A point in the object plane generates a sharp image at only one defined position in

the image space, where the rays transmitted by different parts of the lens intersect (see
Fig. 2.57). This point of intersection and therefore of best focusing can be calculated
according to Eq. (2.12). If the distance between the lens and the image sensor is
not perfectly adjusted, the geometric image is blurred and its diameter can also be
determined by geometric optics. This blur of images due to misalignment of the
lens does not depend on diffraction or lens aberrations. However, the minimum
image diameter ddiff which can be obtained due to diffraction is commonly used
also to define the acceptable diameter of the geometric image (Δdg in Fig. 2.57).
Therefore, the particle image diameter obtained by Eq. (2.14) can be used to estimate
the depth of field for typical macroscopic PIV recordings δZ using the following
approximation [63]:

δZ = 2 f#ddiff(M + 1)/M2 . (2.16)

Some theoretical values for the diffraction limited imaging of small particles
(dp ≈ 1µm) are shown in Table2.7 (calculated with a wavelength of λ = 532 nm
and a magnification of M = 1/4). It can be seen that a large aperture diameter (small
f-number) is needed to collect sufficient light from each individual particle within
the light sheet, and to get sharp particle images, because – as already shown in
Fig. 2.54 – the size of the diffraction pattern decreases with increasing the aperture
diameter. Unfortunately, a large aperture diameter yields a small focal depth which
is a significant problem when imaging small tracer particles. Since lens aberrations
become more and more important for a large aperture, they will be considered next.

http://dx.doi.org/10.1007/978-3-319-68852-7_6
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Table 2.7 Theoretical values
of f-number, image diameter
and depth of focus for
diffraction limited imaging of
small particles
(λ = 532 nm, M =
1/4, dp = 1µm)

f# = f/Da dτ [µm] δZ [mm]
2.8 4.7 0.5

4.0 6.6 1.1

5.6 9.1 2.0

8.0 13.0 4.2

11 17.8 7.8

16 26.0 16.6

22 35.7 31.4
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Fig. 2.57 Depth of focus for an acceptable diameter of the geometric image sketch for both extremal
positions of out-of-focus imaging

2.5.2 Lens Aberrations

In analogy to linear system analysis the performance of an optical system can be
described by its impulse response – the point spread function – or by the highest spa-
tial frequency that can be transferred with sufficient contrast. This upper frequency –
the resolution limit – can be obtained by the reciprocal value of the characteristic
width of the impulse response. According to this, the physical dimension is the recip-
rocal of a length; typically it is interpreted as the number of line pairs per millimeter
(lps/mm) that can be resolved. The traditional means of determining the quality of a
lens was to evaluate its limit of resolution according to the Rayleigh criterion: two
point sources were said to be “barely resolved” when the center of one Airy disk falls
on the first minimum of the Airy pattern of the other point source. This means that
the theoretical resolution limit ρm is the reciprocal value of the radius of the Airy
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Fig. 2.58 Image modulation
versus spatial frequency for a
hypothetical lens systems
without spherical aberrations
at three different f-numbers
(Gaussian approximations)
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disk [23]:

ρm = 2

ddiff
= 1

1.22 f#(M + 1)λ
. (2.17)

Another useful parameter in evaluating the performance of an optical system is the
contrast or image modulation Mod defined by the following equation:

Mod = Imax − Imin

Imax + Imin
. (2.18)

The measurement of the ratio of image modulation for varying spatial frequencies
yields the modulation transfer function (MTF). The modulation transfer function
has become a widely used means of specifying the performance of lens systems and
photographic films.

In practice, an approximation of the MTF can be obtained by an inverse Fourier
transformation of the point spread function. The Gaussian approximation given
by Eq. (2.15) and shown in Fig. 2.55 greatly simplifies this transformation. In the
following we continue to simplify the description of imaging by considering only
one-dimensional functions. The Fourier transformation FT of a one-dimensional
Gaussian function is given by:

σ
√
2π exp

(−2π2σ2r2
) FT⇐⇒ 1

σ
√
2π

exp

(
− x2

2σ

)
(2.19)

where σ determines the width of the Gaussian curve and r represents the variable
for the spatial frequency.

Figure2.58 shows a plot of image modulation Mod versus spatial frequency for
three apertures of a hypothetical lens systemwithout spherical aberration as obtained
by the inverse transformation of the Gaussian approximation of the Airy function. As



90 2 Physical and Technical Background

Fig. 2.59 Modulation
transfer data of a high quality
100mm lens for two
different f-numbers at three
spatial frequencies each and
a Gaussian fit through the
data measured at the highest
frequency
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already shown in Table2.7, the minimum image diameter decreases with decreasing
f-numbers. As a consequence, high spatial frequencies can only be recorded at small
f-numbers and, for a given spatial frequency r , small f-numbers yield better contrast
compared to large f-numbers. Although the shape of these curves of the image mod-
ulation Mod as a function of the spatial frequencies only roughly approximates the
shape of MTFs of real lens systems, the qualitative behavior can clearly be seen.

However, taking lens aberrations into account results in major changes of the
MTFs, especially when using small f-numbers. This can be seen in Fig. 2.59 where
the measured values of a high quality 100mm lens are presented together with a
Gaussian curve fitted to the value measured at the highest frequency. These values of
themodulation transfer are often given in the data sheets of a lens system for different
f-numbers and magnifications. From experience these values can be used for a rough
estimation of the image diameters to be expected, regardless of the fact that they
were originally measured using white light and therefore consider also chromatic
aberrations, which do not have to be taken into account for monochromatic laser
light. According to the previous discussion, we assume that theMTF can be described
by the inverse Fourier transform of the Gaussian approximation of the normalized
image intensity distribution I (x)/Imax, which can be written in normalized form as:

M̃TF = exp
(−2π2σ2r2

)
. (2.20)

Taking a characteristic value r ′ for the spatial frequency (r ′ ≈ dτ ) and the corre-
sponding MTF value M̃TF into account, Eq. (2.15) can be used in order to determine
σ and therefore a function through this point in the MTF (e.g. M̃TF(r ′) = 0.55 at
r ′ = 40 line pairs/mm from Fig. 2.59):

σ =
√

− ln[M̃TF(r ′)]
2π2r ′2 . (2.21)
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Now, Eq. (2.15) can be used to approximate the normalized intensity distribution
of the image. In contrast to the Bessel function the Gaussian approximation has no
zero-crossings (see Fig. 2.55). An image diameter can therefore not be determined
by taking the x-value of the first zero. This requires some kind of threshold level. In
digital PIV a certain threshold is normally used because of electronic background
noise. In the following we assume that the lower 20% of the intensity of an image
will not be used for evaluation. This assumption and Eq. (2.15) yield the following
formula for the radius of an image of a circular object:

x ′ =
√

−2σ2 ln 0.2 (2.22)

When substituting Eq. (2.21) we obtain an approximation of the image diameter d ′
that corresponds to a circular object which has an extension (2r ′)−1:

d ′ ≈ 0.8

√
− ln [M̃TF(r ′)]

r ′2 . (2.23)

For the estimation of the image diameters of smaller objects the same approximation
as in Eq. (2.14) can be used to obtain:

dτ ≈
√

−0.64
ln [M̃TF(r ′)]

r ′2 −
(
M

2r ′

)2

. (2.24)

The use of a MTF is a practical approach to describe the performance of opti-
cal systems. Since the underlying optical processes are much more complex, the
description would be more complete when considering also the relative phase shift.
However, phase shifts in optical systems occur only off axis and are of less inter-
est than the MTF [23]. For many practical applications, the MTF of a complex
optical system can be assumed to be simply the product of the MTFs of the indi-
vidual components. The image diameter estimated by Eq. (2.24) is approximately
20µm (M = 1/4, f# = 2.8) and is in good correspondence with image diameters
found during experiments.

2.5.3 Perspective Projection

Figure2.56 explained the imaging of objects from the object plane to the image plane.
However, in most case the particle in the flow will not just move in a plane parallel to
the light sheet, butwill also have a velocity component perpendicular to the light sheet
plane. In order to fully explain the influence of the velocity component perpendicular
to the light sheet on the location of the image points in the coordinate system x, y, z
(Fig. 2.60), the imaging through the lens must be taken into account. Ideal imaging
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α

0 0

i

i

Fig. 2.60 Imaging of a particle within the light sheet on the recording plane

conditions are assumed for this calculation. Image distortions resulting from non-
ideal lenses could be taken into account by means of an extended model which is
beyond the scope of this book (see [18]). The underlying perspective projection can
either be modeled by defining a homogeneous coordinate system in a more general
way or in this simple case by trigonometric considerations (see Fig. 2.60).

D defines the particle displacement between the two light pulses by its components
DX , DY , DZ in the object plane (light sheet). The following relation between the
location of corresponding images in the image plane (sensor) due to the recording
of a particle at position xi and x′

i is obtained (Fig. 2.61):

tan(α) = x ′
i

z0
(2.25)

The image displacement d = x′
i − xi corresponding to a certain particle displace-

ment D can be obtained:

x ′
i − xi = −M(DX + DZ x

′
i/z0) (2.26)

y′
i − yi = −M(DY + DZ y′

i/z0) . (2.27)

Assuming a particle displacement only in the X , andY directions (DZ ≈ 0)would
simplify Eqs. (2.26) and (2.27) considerably. Then, the in-plane particle displacement
could easily be determined by multiplying the image displacement by (−M). In this
particular case, the only uncertainty of the velocity measurement would be intro-
duced by the uncertainty in determining the image displacement and the geometric
parameters. However, in practical cases a flow field is never strictly two-dimensional
over the whole observation field. Moreover, conventional PIV, which was – at the
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Fig. 2.61 3D representation
of the coordinate system, the
observation field and a
generic uniform flow aligned
with the viewing axis of the
PIV camera

beginning – developed for measurements of flow fields with weak out-of-plane com-
ponents only, has been adapted also for use in highly three-dimensional flows over
the last decade. It can be seen in Eqs. (2.26) and (2.27), that a particle displacement
in the Z -direction influences the particle image displacement, especially for large
magnitudes of X ′

i and Y ′
i at the edges of the observation field [37, 62]. This effect

introduces an uncertainty in measuring the in-plane velocity components, because it
cannot be separated from the in-plane components. This uncertainty will turn into a
systematic error if it is assumed that PIV determines just the in-plane components
even for larger viewing angles (see Sect. 6.1).

Oneway to reduce this error is to increase the camera standoff distance Zo thereby
reducing the viewing angles towards the edge of the field of view (see Sect. 6.4).
However, the only way to completely avoid this error is – in particular for highly
three-dimensional flows – to measure all three components of the velocity vectors,
for example by means of stereoscopic techniques (see Sect. 8.1).

2.5.4 Basics of Microscopic Imaging

To date, micron-resolution PIV is of increasing interest because of growing applica-
tions in biomicrofluidics and microfluidics in general. Both are increasingly popular
and spreading fields of research since the beginning of the century. The principles
of microscopic imaging are considerably different from imaging through camera
lenses. These differences will be discussed here.

Microscopes usually consist of two magnifying stages, the objective lens and the
eyepiece lens (sometimes referred to as the ocular). The objective lens is composed
of potentially many simple lenses that together form the intermediate image of the
object under investigation. In modern microscopes the space between the objective
lens and the eyepiece lenses is called infinity space. A point source at the focal plane
is transformed to parallel rays after passing through the objective lens. The virtue of
this approach is that any number of planar elements, e.g. color filters, neutral density
filters, beam splitters, may be inserted into this space without changing the imaging
focal characteristics of the microscope. The infinity-corrected image then passes

http://dx.doi.org/10.1007/978-3-319-68852-7_6
http://dx.doi.org/10.1007/978-3-319-68852-7_6
http://dx.doi.org/10.1007/978-3-319-68852-7_8
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through the eyepiece where it is further magnified and focused to form an image the
user can see with the eyes. The total magnification of a microscope is given by the
product of the individual magnifications of the objective and eyepiece [29].

The numerical aperture of a microscope objective determines the ability to gather
light and resolve fine details at a certain object distance. However, the total resolu-
tion of a microscope system additionally depends on the numerical aperture of the
substage condenser.

A microscope objective is the most important component of an optical micro-
scope since it determines the image quality. Standard bright-field objectives are the
most common for investigations utilizing traditional illumination techniques. More
complex methods frequently require a detector close to the rear focal plane. Plan
apochromat or fluorite objectives with a high numerical aperture allow for the inves-
tigation of thinly cut fixed tissues adhered to glass substrates and usually produce
high-resolution images. However, attempts to image details at micrometer distances
from the cover glass in a fluid often suffer from severe spherical aberration. The use of
water instead of oil reduces these aberration problems. Most microscope objectives
are designed to be used with a cover glass. Thicknesses of 0.17mm are satisfactory
when the objective numerical aperture is 0.4 or less. However, when using a higher
numerical aperture, cover glass thickness variations of only a fewmicrometers result
in dramatic image degradation due to aberration, which grows with increasing cover
glass thickness. Specially designed objective lenses featuring correction collars that
allow the adjustment of the central lens group position to coincide with fluctuations
in cover glass thickness can be used in order to compensate for this source of error.

In modern wide-field fluorescence microscopy and laser scanning confocal
microscopy (described in Sect. 2.5.7), the collection and measurement of secondary
emission gathered by the objective can be accomplished by photomultipliers, pho-
todiodes and CCD or CMOS sensors.

In analogy to the imaging of conventional objective lenses described in Sect. 2.5.2,
microscopes might typically suffer from five common aberrations: spherical, chro-
matic, curvature of field, comatic and astigmatic. In stereoscopicmicroscopy geomet-
rical distortion has to be considered additionally. All optical microscopes, including
conventional wide-field microscopes and confocal microscopes (Sect. 2.5.7) are lim-
ited in the resolution that can be achieved. As described in Sect. 2.5.1, in a perfect
optical system, resolution and therefore contrast is limited by numerical aperture of
the optical components and by the wavelength of the light. In a real fluorescence
microscope, contrast is determined by the dynamic range of the signal, optical aber-
rations of the imaging system, number of photons collected from the fluorophore (if
fluorescence is used) and the number of picture elements (pixel) per unit area.

The eyepieces in combination with microscope objectives further magnifies the
intermediate image. Literature usually distinguishes two types of eyepieces depend-
ing on the lens and aperture diaphragm arrangement: the negative eyepieces with
an internal aperture diaphragm and positive eyepieces with an aperture diaphragm
below the lenses of the eyepiece. The eyepiece is usually designed to work together
with objectives to eliminate chromatic aberration.
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The substage condenser gathers light from the microscope light source and con-
centrates it into a cone of light that illuminates the object with uniform intensity
over the entire field of view. The performance of the condenser is one of the most
important factors in obtaining high quality images in the microscope.

The object illumination is one of the critical aspects in optical microscopy. In
conventional microscopy the illumination is performed by a white light source and a
condenser, which is a lens arrangement generating uniform illumination of the object.
There are many ways to arrange the illumination depending on the properties of the
samples being observed. Commonly, microscopes are used to observe thin, transpar-
ent samples. Consequently transmission mode is frequently used. In micro-PIV the
systems being imaged often only have one direction of optical access. Consequently,
reflection and fluorescence modes are often used. Regardless of the imaging mode
used, image brightness is governed by the illumination light intensity and the numer-
ical aperture. The brightness of the microscope illumination is determined by the
square of the condenser working numerical aperture, whereas the brightness of the
image is proportional to the square of the objective numerical aperture. One caveat to
this brightness discussion in the case of fluorescent imaging is that once the illumina-
tion brightness is sufficiently high that all the fluorophores on a particle are excited,
the particle brightness cannot be increased except by increasing the exposure time,
allowing more fluorophore excitement and emission cycles.

In reflected light microscopy oblique or epi-illumination (illumination from
above) is utilized for the study of objects that are opaque, including semiconduc-
tors, ceramics, metals, polymers and many others. Beside reflection, fluorescence
can be used in order to emit light from parts of the object for imaging. The lasers
commonly employed in micro PIV need larger pulse widths compared to PIV appli-
cations where scattered light is recorded. More details on modern microscopy can
be found in [29].

2.5.5 In-Plane Spatial Resolution of Microscopic Imaging

For infinity-corrected microscope objective lenses, Meinhart & Wereley [39]
showed that

f# = 1

2

[( n

NA

)2 − 1

] 1
2

. (2.28)

The numerical aperture is defined as NA ≡ n sin θ, where n is the index of refrac-
tion of the recording medium and θ is the half-angle subtended by the aperture of
the recording lens. Numerical aperture is a more convenient expression to use in
microscopy because of the different immersion media used. In photography, gen-
erally air is the only immersion medium used and hence f# is sufficient. To avoid
confusion when reading the μPIV literature, it must be noted here that Eq. (2.28)
reduces to
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f# ≈ 1

2NA
(2.29)

for the immersion medium being air (nair ≈ 1.0) and small numerical apertures. This
is a small angle approximation that is accurate to within 10% for NA ≤ 0.25 but
approaches 100% error for NA ≥ 1.2 [39]. This approximation is used, for example,
by [49, 55]. Combining Eqs. (2.13) and (2.28) yields the expression

ddiff = 1.22Mλ

[( n

NA

)2 − 1

] 1
2

(2.30)

for the diffraction-limited spot size in terms of the numerical aperture directly. As
mentioned above, the actual recorded image can be estimated as the convolution of
the point-spread function with the geometric image (see Eq. (2.14)).

2.5.6 Microscopes Typically Used in Micro-PIV

The most common microscope objective lenses range from diffraction-limited oil-
immersion lenses with M = 60, NA = 1.4 to low magnification air-immersion
lenses with M = 10, NA = 0.1. Table2.8 gives effective particle diameters recorded
through a circular aperture and then projected back into the flow, dτ/M . Using con-
ventional microscope optics, particle image resolutions of dτ/M ∼ 0.3 µm can be
obtained using oil-immersion lenses with numerical apertures of NA = 1.4 and par-
ticle diameters dp < 0.2 µm. For particle diameters dp > 0.3 µm, the geometric
component of the image decreases the resolution of the particle image. The low
magnification air-immersion lens with M = 10, NA = 0.25 is diffraction-limited
for particle diameters dp < 1.0 µm. (see right column in Table2.8)

Table 2.8 Effective particle
image diameters when
projected back into the flow,
dτ /M (µm) [68]

M 60 40 40 20 10

NA 1.40 0.75 0.60 0.50 0.25

n 1.515 1.00 1.00 1.00 1.00

dp (μm) Eff. particle image dia. dτ /M (µm)

0.01 0.29 0.62 0.93 1.24 2.91

0.10 0.30 0.63 0.94 1.25 2.91

0.20 0.35 0.65 0.95 1.26 2.92

0.30 0.42 0.69 0.98 1.28 2.93

0.50 0.58 0.79 1.06 1.34 2.95

0.70 0.76 0.93 1.17 1.43 2.99

1.00 1.04 1.18 1.37 1.59 3.08

3.00 3.01 3.06 3.14 3.25 4.18
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Fig. 2.62 Geometry of a high numerical aperture oil-immersion lens, immersion oil, coverslip, and
water as the working fluid. A point source of light emanating from a depth in the water, lw, appears
to be at a distance wd from the lens entrance. After [39]

Effective numerical aperture. In experiments where the highest possible spatial res-
olution is desired, researchers often choose high numerical aperture oil-immersion
lenses. These lenses are quite complicated and designed to conduct as much light
as possible out of a sample (see Fig. 2.62) by not allowing the light to pass into a
medium with a refractive index as low as that of air (nair ≈ 1.0). When the index
of refraction of the working fluid is lower than that of the immersion medium, the
effective numerical aperture that an objective lens can deliver is decreased from
that specified by the manufacturer because of total internal reflection.Meinhart &
Wereley [39] have analyzed this numerical aperture reduction through a ray tracing
procedure.

As a specific example, assume that a 60× magnification, numerical aperture
NAD = 1.4 oil-immersion lens optimized for use with a 170 µm coverslip and a
maximum working distance wd of 200 µm is used with immersion oil having an
index of refraction no matching that of the coverslip and a working fluid (water) with
a lower refractive index (nw). This is a common situation in μPIV and is described
by Meinhart & Wereley [41], among many others. The following analysis is not
restricted to these specific parameters and is easily generalizable to any arbitrary
immersion medium and working fluid as long as the immersion medium refractive
index exceeds that of the working fluid.

Using a complicated ray-tracing procedure,Meinhart &Wereley [39] derived
an implicit expression relating the depth into the flow at which the focal plane is
located, called the imaging depth lw, to the effective numerical aperture NAeff . The
expression is
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Fig. 2.63 Effective
numerical aperture of an
oil-immersion lens imaging
into water as a function of
the dimensionless imaging
depth, after [39]

Table 2.9 Estimates of the diffraction-limited spot size ddiff for various imagingmedia as a function
of imaging depth lw [39]

Imaging depth lw Imaging medium NAeff ddiff (µm)

All Depths Oil 1.40 18.8

0 µm (min) Water 1.33 24.8

200 µm (max) Water 1.21 34.2

wd[(
no
NAD

)
− 1

] 1
2

= lw[(
nw

NAeff

)
− 1

] 1
2

+ wd − no
nw
lw[(

no
NAeff

)
− 1

] 1
2

(2.31)

where no and nw are the refractive indices of the oil and water and wd is the lens’s
working distance. Since no closed-form analytical solution is possible for Eq. (2.31),
it is solved numerically for the imaging depth lw in terms of NAeff . Figure2.63
shows the numerical solution of Eq. (2.31) using no = 1.515 and nw = 1.33. When
imaging at the coverslip boundary, i.e. only slightly into the water, the effective
numerical aperture is approximately equal to the refractive index of the water, 1.33.
The effective numerical aperture decreases with increasing imaging depth. At the
maximum imagingdepth the effective numerical aperture is reduced to approximately
1.21. The effective numerical aperture and the diffraction-limited spot size are given
as a function of the imaging medium and imaging depth in Table2.9. The refractive
index change at thewater/glass interface significantly reduces the effective numerical
aperture of lens, even when the focal plane is right at the surface of the glass. This in
turn increases the diffraction-limited spot size which reduces the spatial resolution
of the μPIV technique.

In experiments where the working fluid is water, a similar diffraction-limited
spot size can be achieved using a NA = 1.0 water-immersion lens, ddiff = 39.8 µm,
compared to an oil-immersion lens, which may only achieve an effective numerical
aperture, NAeff ≈ 1.21 where ddiff = 34.2µm. Awater-immersion lens with NAD =
1.2 will exhibit better performance than the oil-immersion lens, having ddiff = 21.7
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µm. Further, water-immersion lenses are designed to image into water and will
produce superior images to the oil immersion lens when being used to image a water
flow.

2.5.7 Confocal Microscopic Imaging

The laser scanning confocal microscope (LSCM) techniques offer some advantages
over conventional opticalmicroscopy. This kind ofmicroscopes feature a controllable
depth of field, the elimination of image degrading out-of-focus information and have
the ability to image serial optical sections of relatively thick objects. Its basic concept
has been developed by Marvin Minsky and was patented in 1957 [45, 46]. As
described earlier, in a conventional wide-field microscope, the object is illuminated
mostly by a white light source. In contrast to that, the method of image formation in
a laser confocal microscope is fundamentally different. Illumination is achieved by
a scanning laser beam through the object. In its classical form, the light of this beam
is focused by the objective lens and the sequences of points of light from the object
are detected by a photomultiplier tube through a pinhole. The output is built into an
image and displayed by the computer. Digital image processing methods applied
to sequences of images allow the representation image series of different depth
and three-dimensional representation of specimens, as well as the time-sequence
presentation of 3D data as four-dimensional imaging. The reflected light within
the object can as well be used for imaging as fluorescence. The latest generation
of confocal instruments has tunable filters for the control of excitation wavelength
ranges and intensity. They allow the control of the intensity on a pixel-by-pixel basis
while maintaining a high scanning rate.

2.6 Sensor Technology for Digital Image Recording

Sensors for digital recording are subject to a continuous rapid development.However,
the potential uses of sensors introduced in the future should be assessable given a
basic understanding of the interdependence between current sensor architecture and
their possible application to PIV. Since the optical and electronic characteristics of
sensors have a direct influence on the technical possibilities in PIV recording and the
accompanying error sources, this section will be devoted to describing the operation
and characteristics of these electronic sensors. There is a variety of electronic image
sensors available today, but only solid state sensors will be described here. The
most common are charge coupled devices, or CCD, and CMOS devices. Over
the past two decades, the CCD has found the most widespread use. However, the
rapid development of chip technology in the early 90s of the last century allowed
the manufacturing of CMOS sensors with an improved signal-to-noise ratio and
resolution. Since a couple of years they are more and more frequently used for
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digital photography, machine vision and, last but not least, for high-speed PIV. Their
potential application to PIV recording will be described in Sect. 3.1. A performance
comparison of CCD- and CMOS-based PIV cameras can be found in [21].

2.6.1 Characteristics of CCD Sensors

In general a CCD is an electronic sensor that can convert light (i.e. photons) into
electric charge (i.e. electrons). Speaking of a CCD sensor, we generally refer to an
array ofmany individual CCDs, either in the formof a line (e.g. in a line scan camera),
or arranged in a rectangular array (of course other specialized forms also exist). The
individual CCD element in the sensor is called a pixel. Its size is generally of the
order of 10 × 10µm2, or 100 pixel/mm.

The operation of these pixel is best described by referring to the schematic cross-
section shown in Fig. 2.64. The CCD is built on a semiconducting substrate, typically
silicon, with metal conductors on the surface, an insulating oxide layer, an n-layer
(anode) and a p-layer (cathode) below that. A small voltage applied between themetal
conductors and the p-layer generates an electric field within the semiconductor. The
local minimum in the electric field that is formed below the center of the pixel is
associated with a lack of electrons and is known as a potential well. In essence the
potential well is equivalent to a capacitor allowing it to store charge, that is, electrons.
When a photon of proper wavelength enters the p-n junction of the semiconductor
an electron-hole pair is generated. In physics this effect is known as the inner photo-
electric effect. While the hole, considered as a carrier of positive charge, is absorbed
in the p-layer, the generated electron (or charge) migrates along the gradient of the
electric field toward its minimum (i.e. potential well) where it is stored. Electrons
continue to accumulate for the duration of the pixel’s exposure to light. However,
the pixel’s storage capacity is limited, described by its fullwell capacity which is
measured in electrons per pixel. Typical CCD sensors have a fullwell capacity of
the order of 10 000 to 100 000 electrons per pixel. When this number is exceeded
during exposure (overexposure) the additional electrons migrate to the neighboring
pixel which leads to image blooming. This effect is significantly reduced through
specialized antiblooming architectures incorporated in modern CCD sensors: the
overflowing charge is captured by conductors as it migrates toward the neighboring
CCD cells.

Another characteristic of a pixel is its fill factor or aperture which is defined as
the ratio of its optically sensitive area and its entire area. This value can reach 100%
for special, scientific-grade, back-illuminated sensors or may be as low as 15% for
complex interline-transfer sensors which will be described in a later section. The
primary reason for the limited aperture of most pixel is the presence of opaque areas
on the surface of the sensors, either metal conductors used to form the potential
wells and facilitate the transport of the accumulated charge to the readout port(s),
or areas which are masked off to locally store charge before it is read out. Two
methods exist for improving the fill factor: back-thinning is a costly process which

http://dx.doi.org/10.1007/978-3-319-68852-7_3
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Fig. 2.64 Simplified model
of a (CCD) pixel
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removes the back of the substrate to a few tens of microns such that the sensor may
be exposed from the back. Back-thinned CCDs are custom built and are frequently
applied in astronomy and spectroscopy. Also the process cannot be applied to all
CCD architectures because opaque regions are frequently needed to temporarily
store collected charge. An alternative and more economical approach to enhance the
fill factor is to deposit an array of microlenses on to the sensor allowing each pixel
to collect more of the incoming light. The light sensitivity of each pixel, as well of
CCD as of CMOS sensors, may then be improved up to a factor of three.

2.6.2 Characteristics of CMOS Sensors

In most of the CMOS sensors the underlying electro-optical principle of each pixel is
the photodiode as described in Sect. 2.6.1. Their main advantage compared to other
techniques like photogates or phototransistors is their high sensitivity and relatively
low noise. But in contrast to CCD pixel, the photodiodes in CMOS sensors can be
controlled separately by MOS-FET transistors. Since the beginning of the new cen-
tury, the CMOS technology has drastically improved, and offers some interesting
advantages with respect to CCD technology. The breakthrough on the high-speed
sensor market came with the progress in lithography that allowed the very large scale
integration (VLSI) technique to be applied for CMOS sensors. Their specific archi-
tecture allows the combination of the electro-optical process with further electronic
processing of the signal directly on chip.

The fundamental principle of a CMOS sensor is shown in Fig. 2.65. Each individ-
ual pixel contains an electronic circuit. This active pixel architecture togetherwith the
individual access to each pixel offer some major advantages and allows to integrate
fundamental camera function like amplification, non-linear signal transformations
and AD-conversion on chip. Furthermore, the number of pixel to be active can be
chosen by the definition of a sub-domain, the region of interest (ROI). This allows to
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Fig. 2.65 Simplified model
of a CMOS sensor
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come to higher framing rates in trade of image resolution. The major drawback that
still hinders the CMOS sensors to completely replace CCDs are the capacities of the
relatively long electrical lines for each row and column. This leads to a significant
electronic noise since the noise of theMOSFET transistors used for readout increases
with the capacitance connected to their gate. This yields especially for larger sensors
which are usually needed for PIV applications. The way out of this problem is the
active pixel sensor (APS) which contains a separate electronic amplifier for each
pixel.

2.6.2.1 Scientific CMOS Sensors

In 2009 a new type of CMOS image sensor was presented as a result of a com-
mon development of a consortium of three companies: Fairchild Imaging (nowadays
belonging to BAE), Andor Technology and PCO. At the time the partners decided
to call the CMOS image sensor a scientific CMOS or “sCMOS” image sensor (see
Fig. 2.66) to make clear from the very beginning, that the performance data of this
new type of image sensor, are very different from the usual standard CMOS image
sensors. The combination of high sensitivity, low readout noise, high frame rate, high
resolution and high dynamic range did not exist before, not even within the com-
monly used cooled CCD and emCCD cameras, which were applied in microscopy.
The sensor was designed specifically to feature low readout noise which allows to
discriminate even weak signals from the background and is a prerequisite for the
imaging of low light signals. In other image sensors such as emCCDs (electron mul-
tiplication charge coupled devices) this is achieved by an amplification prior to the
readout process. Thereby the signal-to-noise increases. In sCMOS the readout noise
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Fig. 2.66 Typical sCMOS
sensor layout Digital control block
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is extremely low. Since the values are the result of averaging calculations and a fit of
a model to the intensity data (Gaussian with RMS or median) it introduces fractional
intensity counts which are not so obvious as fractions of noise electrons are not phys-
ically possible. Considering a median readout noise value of 0.9 electrons implies
that more than 50% of the pixel over a given time either have one noise electron or
none in the recorded images. The smaller the average value is the larger the amount
of images where the corresponding pixel has no noise electron. A second effect of
such a low noise is its beneficial influence on the intra-scene dynamic (often used as
dynamic of the image sensor or camera) of the image sensor, describing the darkest
and brightest information within one image, which can be detected. Simply speak-
ing, the smaller the noise the larger the resulting dynamic range. Furthermore the
sCMOS sensors feature an excellent quantum efficiency between 60−80%, which is
only outperformed by back-illuminated image sensors, but it is more than sufficient
for most of the relevant PIV applications. This property opens the door for large
field of view PIV applications or PIV measurements with low power and thus low
cost light sources. Maybe one of the main advantages of sCMOS image sensors is
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the highly parallel readout process which allows for high frame rates of up to 100
images/s (frames/s) at full resolution of 2560 × 2160 pixel. If the area of interest is
reduced, this specific sensor can reach frame rates of up to 1000 frame/s and more
allowing rapid averaging of image data. Averaging can be reduced to a couple of
seconds compared to a couple of minutes. As a consequence, if high frame rates
are important for an application the exposure or shutter time is decreased, which
in turn reduces the influence of the dark current and increases the requirement for
more light. Independent of the image sensor this also increases the data load require-
ments for the storage system. The dynamic range refers to the intra-scene dynamic
or often named just dynamic of the sCMOS image sensors, typically in a range of 1:
25000 up to 1: 33000. It is determined by the full-well capacity of the image sensor
(describing the maximum amount of charge carriers each pixel can collect before it
starts to overflow) divided by the smallest signal that can be discriminated which is
the readout noise.

In terms resolution of typically 5.5 or 4.2 megapixel the sCMOS cameras are
rather unimpressive compared to today’s consumer digital cameras and are of sim-
ilar magnitude as the currently available larger interline transfer CCD-based PIV
camera sensors. With 6.5µm their pixel size is considerably larger than the con-
sumer grade image sensors allowing for a much higher full-well capacity and with
it higher dynamic range.

2.6.3 Sources of Noise

Aswith any electronic device, the digital image sensors are subject to electronic noise.
For many electronic imaging applications the issue of noise only plays a secondary
role in that it corrupts the visual perception of the image. In the case of PIV, the light
scattered from small particles is ideally captured on an otherwise black background.
Due to the limited light scattering efficiency of the tiny tracer particles, the recorded
signal will sometimes only barely exceed the background noise level of the sensor
as the observation area and observation distance is increased.

Amajor source of this noise is due to thermal effects which also generate electron-
hole pairs that cannot be separated from those generated by the photoelectric effect:
as a result weak particle images can no longer be distinguished from noise. For CCDs
the production rate of the electron-hole pairs is constant at a given temperature and
exposure. This dark current or dark count can be accounted for by subtracting a
constant bias voltage at the output of the charge-to-voltage converter. However, the
dark current has a tendency to fluctuate over time giving rise to noise, better known
as dark current noise or dark noise which also increases with temperature and has
a value of approximately the square root of the dark current. The rate of generation
doubles for every 6−7 ◦C increase in temperature, which is the primary motivation
for the use of cooled sensors in scientific imaging. Cryogenically cooledCCDsensors
as applied in astronomymay generate less than one electron per second in each pixel.
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Another source of noise is read noise or shot noise which is a direct consequence
of the charge-to-voltage conversion during the readout sequence. In general, the read
noise increases with the readout frequency which is whymany scientific applications
require slow-scan cameras. Under standard operating conditions a normal CCD cam-
era will have a noise level of several hundred electrons generated in each pixel for
the period of integration (1/25 or 1/30 s). A careful optimization of the conversion
electronics, a reduced readout frequency as well as cooling of the sensor may limit
the read noise to a few electrons RMS per pixel. Up to now the prohibitive cost of
these specialized cameras has made their use for PIV recording unfeasible. Never-
theless cameras based on Peltier-cooled (i.e. electrically cooled) CCD sensors are
increasingly used for PIV applications.

Images fromcameraswhich havemultiple amplifiers like the later described active
pixel CMOS cameras and high-speed CCD cameras usually contain fixed pattern
noise (FPN). Fixed pattern noise includes the formerly described shot noise and dark
current noise. In CMOS sensors additionally spike noise appears and contributes to
the FPN. Spike noise is a switching noise occurring on the video line via the drain to
gate capacitance of the MOSFET transistor when an address pulse is input. A large
fraction of this noise is constant and can therefore be subtracted from each pixel
value before PIV evaluation (flat-field correction).

2.6.4 Spectral Characteristics

Similar to photographic film, the digital sensor has a sensitivity and spectral response.
A pixel’s sensitivity or quantum efficiency, QE, is defined as the ratio between the
number of generated and collected photoelectrons and the number of incident photons
per pixel and is most commonly measured in collected charge over light intensity
Cb/( J · cm2). Alternatively, units of current, I = Q/Δt , over incident power, P =
E/(Δt · Area), are used: A/(W · cm2). To a large extent this value depends on the
pixel’s architecture, that is, its aperture (i.e. fill factor), material and thickness of the
optically sensitive area. Due to the width and position of the frequency-dependent
band-gap of silicon, the sensor’s substrate material, photons of different frequencies
will penetrate the sensor differently resulting in a wavelength dependent quantum
efficiency of the sensor. Examples for the spectral response of several sensors are
given in Fig. 2.67.

To reduce the susceptibility to infrared light, many commercially available CCD
and CMOS cameras come equipped with an infrared filter in front of the sensor.
Other filters may also be used to match the spectral characteristics to that of the
human eye, which matches to the requirements of PIV, if a green light source is used
for illumination.

The responsivity of a sensor element expresses the ratio of useful signal voltage
to exposure for a given illumination. This quantity depends on both the quantum
efficiency and the on-chip charge-to-voltage conversion.
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Fig. 2.67 Quantum efficiencies for various CCD and CMOS sensors. The vertical line indicates
the wavelength of the most commonly used laser for PIV. Gray shaded area represents the luminous
efficiency function of the human eye. Quantum efficiencies obtained from manufacturers’ data
sheets: Kodak KAI-4020, Sony ICX285AL, e2v CCD201-20, PCO AG Dimax-S4, Andor neo
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2.6.5 Linearity and Dynamic Range

Since each electron captured in the potential well adds linearly to the cumulative col-
lected charge, the output signal voltage for the individual pixel is practically directly
proportional to the collected charge. Nonlinearities of CCD images are usually due
to overexposure or poorly designed output amplifiers. In contrast to CCDs, CMOS
sensors allow for a non-linear amplification and conversion of the signals on chip.
However, for most of the cameras used for PIV, the signal is linearly amplified and
encoded. With adequate design, linearities with deviations of less than 1% are pos-
sible. Linearity is of importance in PIV recording when small particle images are
to be located with accuracies below half a pixel. Any nonlinear behavior during
recording jeopardizes the capability of measuring the particle image displacement
in the sub-pixel regime.1 Especially if the particles themselves are to be located and
tracked as in PTV, a linear dependency between recorded signal and scattered light
is of importance.

The sensors’ dynamic range is defined as the ratio between the full-well capacity
and the dark current noise. The sensors’ dynamic range is defined as the ratio between
the full-well capacity and the total readout noise. Since the dark current noise is
temperature dependent, the dynamic range of a CCD increases as the temperature

1A commonly used expression signifying a length scale below the spatial resolution limit of a digital
image, i.e. a pixel, is called sub-pixel. For instance the intensity distribution of a particle image may
be used to estimate its position with sub-pixel accuracy.
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is lowered. Standard video sensors operating at room temperature typically have a
dynamic range of 100−200 gray levels which exceeds that of human perception.
Once digitized the useful signal is 7−8 bits in depth. With additional cooling and
careful camera design a dynamic range exceeding 65 000 gray levels (16 bits/pixel) is
possible. For the application of electronic imaging in digital PIV recording a dynamic
range of 6 − 8 bits allows the use of small interrogation windows (322 pixel) with
a reasonable measurement uncertainty of less than 0.1 pixel (see Sect. 6.1). For a
detailed comparison of various electronic imaging cameras the reader is referred to
Hain et al. [21].
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Chapter 3
Recording Techniques for PIV

The PIV recording modes can be classified into two main categories: (1) meth-
ods which capture the images of the illuminated particles at multiple times onto
a single frame and (2) methods which provide a single image of the illuminated
particle distribution for each time of illumination. These branches are referred to
as single-frame/double-exposure or single-frame/multi-exposure PIV (Fig. 3.1) and
double-frame/single-exposure ormulti-frame/single-exposure PIV (Fig. 3.2), respec-
tively [2].

The principal distinction between the two categories is that, without additional
effort, the single frame approaches do not retain any information on the temporal
order of the illumination pulses. Consequently, a directional ambiguity in the recov-
ered displacement vector exists. This necessitated the introduction of a wide variety
of schemes to account for the directional ambiguity, if the flowdirection is not known,
such as displacement biasing, the so-called image shifting (i.e. using a rotatingmirror
or birefringent crystal), pulse tagging or color coding1 [1, 3, 5–8].

In contrast, multi-frame/single-exposure PIV recording inherently preserves the
temporal order of the particle images and hence is the method of choice if the techno-
logical requirements canbemet.Also in termsof evaluation this approachyieldsmore
reliable results as the unique detection of the correlation peak maximum becomes
possible even for tiny particle image displacements and displacements larger than
the interrogation window size.

Historically single-frame/multi-exposure PIV recording was first utilized in con-
junction with photography (For details see [DC3.2]). Today double-frame/single-
exposure or multi-frame/single-exposure PIV recording is used predominantly as
modern camera technology allows for the acquisition of images in rapid succession.

An overview of the Digital Content to this chapter can be found at [DC3.1].

1Strictly speaking color coding is a form of multi-frame/single-exposure PIV: the color recordings
can be separated into different color channels containing single exposed particle images.

© Springer International Publishing AG, part of Springer Nature 2018
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Fig. 3.2 Multiple frame techniques (open circles indicate the particles’ positions in previous frames)

A variety of different sophisticated ideas related to the design of PIV systems
has been reported in the literature over the past decades. Some of the respective
implementations are catered to solve the demands of a specific application and may
not be suitable for another application. It is clear that a decision on which method is
optimal, cannot be made without taking the individual needs of each application into
account. Due to the large scope of possible PIV implementations a complete cover-
age is beyond the scope of this book. Therefore both the PIV recording techniques
described in this chapter and the PIV evaluation approaches, described in Chap. 5,
are not complete and not necessarily the best, but presently the most commonly used.

http://dx.doi.org/10.1007/978-3-319-68852-7_5
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In summary it can be stated for all PIV investigations that the design of an exper-
imental PIV setup must be based on the priority of the following constrains:

• Desired spatial and/or temporal resolution,
• required accuracy of velocity measurements,
• components that are already available in the laboratory or can be obtained for the
experiment.

Depending on the choice of priority an appropriate system for recording can be
configured. However, it must be kept in mind that not every requirement can be
fulfilled, which is mainly due to technical limitations such as the available laser
power, pulse repetition rates, camera frame rate, etc. Additional opportunities and
constraints will be imposed by the available PIV evaluation methods.

3.1 Digital Cameras for PIV

The following section describes CCD and CMOS based digital camera which over
the past decades have become the work horses for nearly all technical and scientific
PIV applications that required only moderate or no temporal resolution. Flash lamp
pumped double oscillator Nd:YAG-lasers offer high pulse energies and repetition
rates that matched with the frame rates of most of the commercially available CCD
cameras. The CCD cameras used for PIV offer two important advantages, one being
increased spatial resolution, the second the electronic architecture that permits two
PIV recordings, temporally spaced by microseconds or even nanoseconds, to be
recorded by the same camera (see Sect. 3.1.3). Therefore, the architecture of CCD
sensors will be described in the following. More recently, CMOS technology based
cameras which are capable of much higher read-out rates than CCDs have become
available and will be described in Sect. 3.1.4.

Figure3.3 schematically describes the layout of a typical CCD sensor. The indi-
vidual pixel are typically grouped into a rectangular array to form a light sensitive

Fig. 3.3 Typical CCD
sensor geometry
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area (linear, circular or hexagonal formats also exist). It should be pointed out that, in
contrast tomost CMOS sensors, the array has to be read out sequentially in a two-step
process: after exposing the sensor the accumulated charge (i.e. electrons) is shifted
vertically, one row at a time, into a masked (optically blind) analog shift register
on the lower edge of the sensor’s active area. Each row in the analog shift register
is then clocked, pixel-by-pixel, through a charge-to-voltage converter and thereby
provides one voltage for each pixel. Depending on the employed image transmission
format the read-out of the sensor can either be sequential (also known as progressive
scan) or interlaced, in which first all odd rows are read out before the even rows
are accessed. Since the progressive scan approach preserves the image integrity, it
is more useful for PIV recording as well as for other imaging applications such as
machine vision.

In the following four sections we will concentrate on the operation of the various
types of CCD sensors and how these may be utilized in PIV recording. Section3.1.4
deals with the recently developed active pixel CMOS sensors, which became the
state of the art design of sensors used for high-speed PIV. Section3.1.5 describes
camera types that can be used for high-speed recording.

3.1.1 Full-Frame CCD

The full-frame CCD sensor represents the CCD in its classical form (Fig. 3.3): a
photosensitive area of a pixel that is first exposed to light and then read out sequen-
tially (progressive scan) on a row-by-row basis without separating the image into two
separate interlaced fields such as in several common video standards. This sensor
has been in use in scientific imaging such as astronomy, spectroscopy and remote
sensing ever since its introduction in the 1960s. It is characterized by large fill fac-
tors which can even reach 100% for special back-thinned, back-illuminated sensors.2

With adequate cooling and slow read-out speeds, imaging at very low noise levels
with high dynamic range (up to 16 bits) is possible. These sensors are available as
very large arrays with pixel counts exceeding tens of millions.

The use of these sensors does however have some major drawbacks. To achieve
the low read-out noise and high dynamic range, the pixel read-out rate has to be kept
low. Even at standard video characteristics the data rate is limited to 10–20MHz
which results in a decreasing frame rate as the number of pixel increases. Frame
rates of less than 1Hz are not uncommon for larger sensors. For this reason multiple
read-out ports are sometimes used, which brings about the problem of calibrating
the respective charge-to-voltage converters with respect to one another. Another
drawback is that the sensor stays active during read-out. Unless a shutter is placed

2In case of a back-illuminated CCD, the photo-active parts are illuminated from “behind” through
the silicon-substrate. Therefore, the back of the device is thinned down to O[10]µm and coated to
avoid reflections.
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Fig. 3.4 Timing diagrams for PIV recording based on various types of CCD sensors

in front of it, light falling on to the sensor will also be captured resulting in a vertical
smear in the final image.

Because of its high spatial resolution, the full-frame sensor can be used as a direct
replacement of photographic film. These sensors are frequently incorporated into
35mmSLR camera bodies. As for their use in PIV, single images containingmultiple
exposed particle images (nexp ≥ 2) can be recorded analogous to the photographic
method. The same ambiguity removal schemes as in photographic PIV recording
(rotating mirror, birefringent crystal) can be employed (For details see [DC3.3]). If
the flow under investigation is sufficiently slow in comparison to the frame rate of
a camera based on this sensor, then single exposed PIV recordings can be obtained.
In this case the ambiguity removal schemes are not needed. The timing charts given
in Fig. 3.4a, b summarize how the particle illumination pulses have to be placed to
produce single exposed or multiple exposed PIV images.

http://dc.pivbook.org/image_shifting
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3.1.2 Frame Transfer CCD

Thepixel architecture of the frame-transferCCDsensor (Fig. 3.5) is essentially equiv-
alent to that of the full-frame CCD sensor with the difference that the lower half of
its rows are masked off and cannot be exposed by incoming light. Once exposed,
the rows of accumulated charge are rapidly shifted down into the masked-off area at
rates as fast as Δtrow-shift = 1µs per row. The entire image can thereby be shielded
from further exposure within 0.5 < Δttransfer < 1ms depending on the vertical clock-
ing speed and vertical image size. However, the sensor does stay active during the
vertical transfer time such that vertical smear is possible. Charge stored within the
masked area prior to the shift is lost however. Once the shift has been completed, the
sequential read-out is equivalent to that of a full-frame CCD (Sec. 3.1.3).

The frame-transfer CCD sensor offers two application possibilities in PIV record-
ing. The fast transfer of the accumulated charge into the storage area allows two single
exposed PIV images to be captured at a time delay,Δt , slightly longer than the trans-
fer time, for example Δt ≥ Δttransfer. To achieve this, the illumination pulses are
placed such that the first pulse occurs immediately before the frame-transfer event
(i.e. on frame n), while the second pulse occurs immediately thereafter (i.e. on frame
n + 1, see Fig. 3.4c). This placement of the illumination pulses with respect to the
CCD sensor’s periodic exposure cycles is sometimes referred to as frame straddling.
At standard video resolution and a field of view of 200mm the measurement of flow
velocities up to the order of 5m/s is possible. In this case the PIV frame rate is half
the camera frame rate.

Fig. 3.5 Frame transfer
CCD sensor layout
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The frame-transfer CCD sensor can alternatively be used to impose an image
shift in order to remove the displacement bias associated with single-frame double-
exposure PIV recording. This is achieved by placing the first illumination pulse just
prior to the start or at the beginning of the vertical transfer period (Fig. 3.4d). The
second light pulse is placed such that it occurs while the collected charge of the
first exposure is transferred into the masked area. For example, at a transfer rate of
Δtrow-shift = 1µs per row, a pulse delay of Δt = 10µs would produce a maximum
of 10 pixel image shifts. In this mode of operation the PIV frame rate is equal to the
camera’s frame rate.

3.1.3 Interline Transfer CCD

Compared to the classical CCD sensor and the frame transfer CCD, the interline
CCD has an important feature that makes it particularly suitable for PIV: each pixel
is associated with its own storage cell, in effect, a blind-folded pixel, that allows the
intermediate storage of accumulated photo-electrons. The storage pixel are located
in-between the pixel rows – hence its name ‘interline’ (Fig. 3.6, right side). The
transfer of accumulated charge to the storage cell can be accomplished in the sub-
microsecond range which effectively allows the capture of two separate images in a
similarly short time interval.

Originally this sensor is a derivative of the field-based, interline-transfer CCD in
which each storage cell was shared by two row-neighboring active pixel – a relict of
the interlaced-based transmission of video signals dating back to the early days of
television. The interline-transfer CCD was introduced in the first half of the 1990’s
and cameras based on these progressive scan sensors rapidly gained popularity in the
field of machine vision as they removed all the artifacts associated with interlaced
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video imaging. The electronic shutter can be applied to the entire image rather than
to one of its fields as for previously available interline-transfer CCDs. Asynchronous
triggering allows the capture of an image pair a short time after receiving the trigger,
an approach first documented by Lourenço [9], who convinced a major camera
manufacturer to add this capability to their cameras directly catering to the PIV
market.

One major drawback of these sensors is their reduced fill factor due to the addi-
tional storage sites next to each light-sensitive area. Here additional microlenses on
the face of the sensor improve their light gathering capability by increasing the effec-
tive fill factor from about 10% to up to 60%. Improving the light gathering capability
by back-thinning the sensor is not possible as the additional storage sites would no
longer be shielded from incoming light and would act as regular pixel.
The fast transfer of the entire exposed image into the adjoining storage sites within a
few hundred nanoseconds in conjunction with higher resolution formats, in a depar-
ture from the standard video resolutions available up to then, has extended the appli-
cation of single-exposure double-frame PIV images into the transonic flow velocity
regime. Utilizing the frame straddling approach, the maximum PIV image frame rate
is half the camera’s frame rate allowing laser pulse separations below 1µs [12, 13].
As these cameras also frequently have asynchronous reset possibilities, they are the
most suitable CCD system for PIV imaging and have become the de-facto standard
for single-exposure/dual-frame PIV.

A timing diagram showing the synchronization between the camera and a double-
pulse laser system for PIV recording is given in Fig. 3.7. Here an important feature
of the cameras operation can be observed: Whereas the first frame, associated with
the first laser pulse, is exposed for a very short time (microseconds), the second
frame is exposed for an extended period of time corresponding to the readout time

Event trigger

Delay (typ. 10-100 s) 

Exposure of Frame #1

Laser pulse #1

Charge transfer (~200ns)

Exposure of Frame #2

Laser pulse #2

Camera readout Frame #1 Frame #2

Laser, Flash lamp #1

Laser, Flash lamp #2

Laser, Q-Switch #1

Laser, Q-Switch #2

typ. 200 s

typ. 30-100 ms

Pulse delay Ready for 
next trigger

typ. 60-200 ms

Fig. 3.7 Timing diagram for dual-frame PIV image capture with interline transfer CCD showing
synchronization with double cavity pulsed Nd:YAG laser
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of the first recording from the sensor. In most PIV applications this is effect has
no implications on the PIV measurements themselves. In bright environments (e.g.
daylight conditions) the long exposure of the second frame can lead to its saturation.
In these cases a narrow bandwidth laser line filter generally is sufficient to suppress
the unwanted signal from the recording. However, under extreme conditions (e.g.
highly luminous flames) the stray signal cannot be sufficiently attenuated and requires
alternative approaches to PIV image recording (see e.g. Chap. 11).

3.1.4 CMOS Imaging Sensors

The most relevant CMOS sensors for PIV applications are based on the active pixel
sensor (APS) technology in which, in addition to the photodiode, a readout ampli-
fier is incorporated into each pixel. This converts the charge accumulated by the
photodiode into a voltage which is amplified inside the pixel and then transferred
in sequential rows and columns to further signal processing circuits as described in
Sect. 2.6.2. As can be seen in Fig. 3.8 each pixel contains a photodiode, a triad of
transistors that converts accumulated electron charge to a measurable voltage, resets
the photodiode and transfers the voltage to a vertical column bus. In addition to that,
some CMOS sensors contain shutter transistors for each pixel. The amplifier tran-
sistor represents the input device of what is generally termed a source follower. It
converts the charge generated by the photodiode into a voltage that is output to the
column bus. The reset transistor controls integration time, and a row-select transistor
connects the pixel output to the column bus for readout.

During the operation of the sensor, first the reset transistor is initialized in order
to drain the charge from the photosensitive region. Then, the integration period
begins and the electrons from the photo diode are stored in the potential well lying
beneath the surface. After the integration period, the row-select transistor connects
the amplifier transistor in the selected pixel to its load to form a source follower and
thus converts the charge of the photo-diode into a voltage on the column bus. The
cyclic repetition of this process to read out every row thereby forms the image.

One problem that frequently occurs when recording PIV images close to model
surfaces with CCD cameras is blooming (see Sect. 2.6.1). In this case, the high
intensity of the light scattered from the surface leads to a migration of electrons

Fig. 3.8 APS-CMOS pixel
layout with integrated
amplifier (source follower)

Source
follower

Row
selector

Pixel reset

Uref

http://dx.doi.org/10.1007/978-3-319-68852-7_11
http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Event trigger

Inherent delay

Exposure of Frame #1

Laser pulse #1

Charge transfer (~200ns)

Exposure of Frame #2

Laser pulse #2

Camera readout Frame #1 Frame #2

Laser, Flash lamp #1

Laser, Flash lamp #2

Laser, Q-Switch #1

Laser, Q-Switch #2

typ. >10 ms

typ. 200 s

typ. >10 ms

Pulse delay

Fig. 3.9 Timing diagram for dual-frame PIV image capture with a sCMOS image sensor showing
synchronization with double cavity pulsed Nd:YAG laser

to neighboring pixel, that makes the recording of particle images in those areas
impossible. If too much light impinges on the pixel of some CMOS image sensors,
it can cause an increase of the reference level. This in turn causes negative intensity
values that appear as “black spots” in the bright areas due to the subtraction of
signal and reference. However, one of the main advantages of most CMOS sensors
is their ability to record images with high contrast without a migration of electrons
to neighboring sensor areas.

The recent introduction of the scientific CMOS sensor (sCMOS, see Sect. 2.6.2.1)
nowadays offers CMOS imaging quality comparable to that of CCD’s. While active
cooling reduces sensor noise to a minimum the general architecture of CMOS-based
sensors permits a pixel read-out rate in excess of 200MHz. However, similar to
the interline transfer CCD described in Sect. 3.1.3, the sCMOS sensor stays active
during the image read-out phase. In addition, image capture with the sCMOS sensor
requires a reference-image to be acquired preceding the capture of the actual image.
This reference image accounts for the time-varying noise signature and is internally
subtracted from the acquired image(pair). For PIV image acquisition the camera
therefore needs to be triggered considerably in advance— typically 1 frame period—
of the actual PIV image acquisition.A timingdiagram illustration the synchronization
between sCMOS camera and dual-cavity pulse laser is shown in Fig. 3.9. Ongoing
developments suggests that this intrinsic delay prior to double-image acquisition will
be reduced in the future.

http://dx.doi.org/10.1007/978-3-319-68852-7_2
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3.1.5 High-Speed Cameras

In Sect. 3.1 the different types of CCD and CMOS sensors were introduced. These
sensors, especially the full-frame interline-transfer CCD, is chosen for most of the
conventional PIV applications with moderate frame rates. However, special devel-
opments based on the CCD technology can also be used for high-speed PIV.

High frame rates, together with the relatively high spatial resolution needed for
most PIV applications result in large amount of data that has to be transferred from the
chip into the storage. This requires high clock speeds and, as a consequence thereof, a
highbandwidthof the readout electronics. Thehighbandwidthof the sensor increases
the noise while the efficiency decreases. Those problems resulted in sensor designs,
in which the sensor is divided into smaller segments, which are read out in parallel.
The required read out speed could therefore be reduced by the number of separate
channels [11]. In addition to that, most of the CCD based high-speed cameras contain
a so-called split-frame storage into which half of the image is read-out from the top of
the chip and the other half from the bottom. Other variants make use of quadrant-wise
readout schemes. In spite of all the efforts to increase the combined pixel readout
rates by parallel transfer and storage, the rates are considerably higher in comparison
to conventional cameras and the read out electronics need to be carefully optimized
with respect to noise. Today’s commercially available high-speed CCD cameras offer
frame rates in the order of 1000 frames/s atmoderate resolutions (1024 × 1024 pixel).

The introduction of CMOS based imaging brought forward a number of advan-
tages in comparison to CCD, in particular the capability of much higher read-out
rates. Thus the most advanced high-speed cameras suited for PIV are based on
multi-tap CMOS sensors. The parallel structure of the CMOS sensor, which has
been described previously, allows for more readout channels than were available
with CCDs. CMOS cameras used for high-speed PIV application frequently have a
significant number of parallel readout channels. For the same clock speed CMOS
cameras offer higher pixel rates, since CMOS pixels can be read out with one clock
pulse, while CCDs typically require two to four clock pulses per pixel read out. In
contrast to most CCD sensors, high-speed CMOS sensors have electronic shuttering
integrated in each pixel or cluster of pixels. As already mentioned, CMOS sensors
are less prone to blooming.While saturation effects can occur also on CMOS sensors
(the over-exposed pixel turn black), high scene luminosity does not affect the image
in the way image blooming affects CCD sensors where saturated pixel tend to spread
into neighboring pixel.

Windowing, the formerly described technique to read smaller sub windows of the
CMOS sensor array, is a feature that allows to produce higher frame rates at reduced
image resolutions. This feature is available inmost of the high-speed CMOS cameras
and is frequently used for high-speed PIV recording, since it allows for using the
very high repetition rates of most high-speed lasers. Some CMOS cameras allow an
extremely flexible read-out of the sensor. They may have hundreds of selectable res-
olutions, helping the user to obtain the desired resolution at maximum performance.
AdvancedCMOS-sensor designs use fewer components per pixel than earlier designs
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Fig. 3.10 Frame rate of high-speed cameras with respect to image size

and take advantage of smaller size of the components. This leads to a better light
sensitivity than that of most CCD based high-speed cameras. Additionally, the image
quality of new CMOS high-speed cameras has significantly been improved. The fact
that some leading manufactures of digital SLR cameras nowadays offer CMOS sen-
sors in their products, leads to the assumption that this trend is continuing. Some of
the established manufacturers have in fact announced the discontinuation of CCD
production in the coming years in favor of the CMOS architecture.

Today’s commercially available high-speed CMOS cameras offer frame rates
exceeding several thousand frames per second at full mega-pixel resolution at read
out rates up to 25 Giga-pixel per second. At reduced resolutions even higher frame
rates can be achieved. In order to deal with the enormous amount of data that can be
recorded within seconds, the cameras feature on-board memory of up to 100 Giga-
bytes where data are stored temporarily prior to transfer to the computer. Figure3.10
illustrates that the frame rate of the high-speed cameras does not increase propor-
tional to the reduction of the utilized sensor size; halving the active area does not
necessarily double the camera’s framing rate. This can be attributed to the block-
wise parallel readout structure of the CMOS sensor that works most efficiently when
the entire sensor array is being accessed. This effect must be considered for PIV
measurements beyond the current 10 kHz range. Furthermore, most of the currently
available high-speed cameras have pixel sizes of 20µm or more which can intro-
duce pixel-locking artifacts due to spatially under-sampled particle images, that is,
particles are imaged below the optimal size of 2 pixel.
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3.2 Single Frame/Multi-exposure Recording

When using single frame cameras for PIV recording, two or more exposures of the
same particles are stored on a single recording. Therefore, the sign of the direction of
the particlemotionwithin each interrogationwindow cannot be determined uniquely,
since there is no way to decide which image is due to the first and which is due to the
second illumination pulse. Although, for many applications the sign of the velocity
vector can be derived from a priori knowledge of the flow, other cases involving flow
reversals, such as in separated flows, require a technique by which the sign of the
displacement can be determined correctly.

3.2.1 Image Shifting

The most common method to removes the directional ambiguity of the velocity
measurement from single frame PIV recordings is the image shifting technique as
described by various authors [1, 4, 8]. Image shifting enforces a constant additional
displacement on the image of all tracer particles at the time of their second illumina-
tion. In contrast to other methods for ambiguity removal, which require a special, or
at least a specially adapted, method of evaluation, image shifting leaves the proven
evaluation process employing statistical methods unchanged.

Figure3.11 explains the removal of directional ambiguity of two tracer particles
by means of image shifting, one of which is moving to the right and the other one is
moving to the left (flow reversal). Introducing an additional image shift, dshift, to the
flow-induced displacements of the particle images d1 and d2, the situation changes.
By a selection of the additional image shift, dshift, in such a manner that it is always
greater than the maximum value of the reverse-flow component (i.e. d2), it is guaran-
teed that the tracer images of the second exposure are always located in the “positive”
direction with respect to the location of the first exposure (Fig. 3.11). The elimination
of the directional ambiguity does not depend on the direction within the observation
plane where the shift takes place if the maximum of the corresponding reverse-flow
component is predicted accordingly. Thus, an unambiguous determination of the sign
of the displacement vector is established. The value and correct sign for the displace-
ment vectors d1 and d2 will be obtained by subtracting the “artificial” contribution
dshift after the extraction of the displacement vectors for the PIV recording.

As alreadymentioned in Chap.4 the application of the cross-correlation technique
for two subareas of a single frame/multi-exposure recording instead of performing
an auto-correlation on a single sub-area, increases the flexibility of the PIV system.
This evaluation approach cannot remove the directional ambiguity of the velocity
vectors or handle situations where the image displacements are of the order of the
particle image diameter. However, the pulse separation time can be adapted in awider
range, because the size of the two interrogation windows and their displacement can
be adapted later on during evaluation. The most widely used experimental technique

http://dx.doi.org/10.1007/978-3-319-68852-7_4
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Fig. 3.11 Elimination of the
ambiguity of direction of the
displacement vector as
observed in the recording
plane

for image shifting involves the use of a rotating mirror over which the observation
area within the flow is imaged. The magnitude of the additional displacement of the
images of the tracer particles depends on the angular speed of the mirror, the distance
between the light sheet plane and the mirror, the magnification of the imaging system
and the time delay between the two illumination pulses [8]. In the early years of
PIV when photographic cameras have been used, image shifting was the key for a
versatile recording setup. Besides resolving the directional ambiguity, image shifting
is required in order to optimize the recording for later auto-correlation evaluation.
More details on the different aspects of image shifting were described by Raffel &
Kompenhans [10] (For details see [DC3.4]).
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Chapter 4
Mathematical Background of Statistical
PIV Evaluation

The first detailed mathematical description of statistical PIV evaluation has been
given by Adrian [1]. This early work from 1988 concentrated on auto-correlation
methods and was later expanded to cross-correlation analysis [6]. A complete and
careful mathematical description of digital PIV has been given by Westerweel
[10, 11]. Adrian &Westerweel [2] published the most complete book on Particle
Image Velocimetry in 2011. The characteristics and limitations of the statistical PIV
evaluation have been described therein in great detail.

In this chapter, a simplified mathematical model of the recording and subsequent
statistical evaluation of PIV images will be presented. For this purpose the two-
dimensional spatial estimator for the correlation will be referred to as the correlation.
First, we analyze the cross-correlation of two frames of singly exposed recordings.
Then we expand the theory for the evaluation of doubly exposed recordings.

4.1 Particle Image Locations

Typically, PIV recordings are subdivided into interrogation areas during evaluation.
These areas are called interrogation windows.1 Due to reasons stated afterwards, for
cross-correlation analysis those interrogation areas need not necessarily be located
at the same position of the PIV recording. Their geometrical back-projection into
the light sheet will be referred to as interrogation volumes in the following (see
Fig. 4.1). Two interrogation volumes used for statistical evaluation together define

An overview of the Digital Content to this chapter can be found at[DC4.1].

1The local sample of a PIV image from which a velocity vector is determined is referred to as the
interrogation window. Its size determines to what degree the recovered velocity field is spatially
smoothed.
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the measurement volume. Now, a single exposure recording is considered. It consists
of a random distribution of particle images, which correspond to the following pattern
of N tracer particles inside the flow:

Γ =

⎛
⎜⎜⎜⎜⎜⎜⎝

X1

X2

·
·
·

XN

⎞
⎟⎟⎟⎟⎟⎟⎠

with Xi =
⎛
⎝

Xi

Yi
Zi

⎞
⎠

being the position of a tracer particle in a 3N -dimensional space. Γ describes the
state of the ensemble at a given time t . Xi is the position vector of the particle i at
time t . For more details about the mathematical description of the tracer ensemble,
see [2, 10, 11]. The lower case letters refer to the coordinates in the image plane
(Fig. 4.1) such that

x =
(
x
y

)

is the image position vector in this plane.
In the remainder of this section we will assume that the particle position and the

image position are related by a constant magnification factor M for simplicity, such
that:

Xi = xi/M and Yi = yi/M .

As already described in Sect. 2.5.3, a more complex model of imaging geometry has
to be used to take the effect of perspective projection into account.

http://dx.doi.org/10.1007/978-3-319-68852-7_2
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4.2 Image Intensity Field

In this section a mathematical representation of the intensity distribution in the image
plane is given. It is assumed that the image can best be described by a convolution of
the geometric image and the impulse response of the imaging system, the point spread
function [3]. For infinite small particles and perfectly aberration-free, well focused
lenses the amplitude of the point spread function can mathematically be described
by the square of the first order Bessel function also known as Airy function (see
Sect. 2.5).

A more complex model of imaging has to include imperfections of lenses and
imaging sensors. For lenses an estimation of the main effects besides diffraction
can be obtained by analyzing their modulation transfer functions (MTF’s) (see
Sect. 2.5.2). For CCD sensors, a careful analysis requires more complex models
which have not yet been described in the PIV literature sufficiently. The description of
digital imaging of very small objects is especially important, because the systematic
arrangement of sensor elements can cause significant bias errors in statistical particle
image displacement estimation (q.v. peak locking; in Sect. 6.1).

In the following analysis we assume the point spread function of the imaging
lens τ (x) to be Gaussian versus x and y (see Appendix B.2), which is a common
practice in literature and a good approximation for the point spread function of real
lens systems [1, 10]. The convolution product of τ (x) with the geometric image
of the tracer particle at the position xi therefore describes the image of a single
particle located at position Xi . Furthermore, we restrict the analysis to infinitely
small geometric particle images which would be the case for small particles imaged
at small magnifications. Therefore, we use the Dirac delta-function shifted to position
xi to describe the geometric part of the particle image. As schematically illustrated
in Fig. 4.2, the image intensity field of a single exposure may be expressed by:

I = I (x,Γ ) = τ (x) ∗
N∑
i=1

V0(Xi ) δ(x − xi ) (4.1)

where V0(Xi ) is the transfer function giving the light energy of the image of an
individual particle i inside the interrogation volume VI and its conversion into an

∆x0

I

0,0

2

1

3

x

x
x

Fig. 4.2 Example of an intensity field I (single exposure)
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electronic signal.2 τ (x) is considered to be identical for every particle position. The
visibility of a particle depends on many parameters as for example the scattering
properties of the particle, the light intensity at the particle position, the sensitivity of
the recording optics and the sensor at the corresponding image position. However,
we adopt that the particles at every position have the same scattering properties and
the recording optics and media have a constant sensitivity over the image plane.

In many situations different weight is assigned to different locations inside the
interrogation area by a multiplication of the recorded image intensity with weight
kernels. Further on, we presume that Z is the viewing direction, the light intensity
inside the interrogation volume is only a function of Z and the image intensity finally
analyzed depends on X and Y only due to the weight function. Therefore, V0(X) just
describes the shape, extension and location of the actual interrogation volume:

V0(X) = W0(X,Y ) I0(Z) (4.2)

where I0(Z) is the intensity profile of the laser light sheet in the Z direction and
W0(X,Y ) is the interrogation window function geometrically back-projected into
the light sheet. This is mathematically not correct, because it does not consider the
convolution with the point spread function. For rectangular interrogation windows
this means that in our mathematical description we neglect the effects of partially
cropped images at the edges of the interrogation area. However, we will use this
simple model of the interrogation volumes in the flow, because it also simplifies the
description of PIV evaluation:

I0(Z) = IZ exp

(
−8

(Z − Z0)
2

�Z2
0

)

might be used to describe the Gaussian intensity profile of the laser light sheet,
where �Z0 is the thickness of the light sheet measured at the e−2 points and IZ is the
maximum intensity of the light sheet. W0(X,Y ) can be described in a similar way
if a Gaussian window function with a maximum weighting WXY at position X0, Y0

has to be considered:

W0(X, Y ) = WXY exp

(
−8

(X − X0)
2

�X2
0

− 8
(Y − Y0)

2

�Y 2
0

)
.

Since many pulsed lasers used for PIV have an intensity distribution which is closer
to a top-hat function than to a Gaussian function and since digitized recordings are
commonly interrogated with rectangular windows, V0(X) can also be defined as a
rectangular box:

I0(Z) =
{
IZ if |Z − Z0| ≤ �Z0/2
0 elsewhere

(4.3)

2Strictly speaking Eq. (4.1) is valid only for incoherent light. For coherent light a term considering
the interference of overlapping particle images has to be included [10]. In most practical situations
the particle images do not overlap. Therefore, we use Eq. (4.1) also for coherent illumination.
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W0(X,Y ) =
{
WXY if |X − X0| ≤ �X0/2 and |Y − Y0| ≤ �Y0/2

0 elsewhere.
(4.4)

The factor I0(Zi ) represents the amount of light received from the particle i inside
the flow, and located at distance |Zi − Z0| from the center plane of the laser light
sheet. �Z0 is the light sheet thickness and therefore the extension of the interrogation
volume in the Z direction. �X0 = �x0/M and �Y0 = �y0/M are the extension of
the interrogation volume in the X - and Y -direction respectively. With τ (x − xi ) =
τ (x) ∗ δ(x − xi ) and the assumption that the particle images under consideration do
not overlap, Eq. (4.1) can alternatively be written as:

I (x,Γ ) =
N∑
i=1

V0(Xi ) τ (x − xi ) . (see Appendix B) (4.5)

This expression for the image intensity field will intensively be used in the following
sections. Next we will illustrate different representations of the intensity field and
their correlation by giving an example for the recording of three arbitrarily located
particles.

4.3 Mean Value, Auto-correlation and Variance of a Single
Exposure Recording

In this section we will determine spatial estimators for the mean value and the variance
of the image intensity field, because these quantities will be used for the normaliza-
tion of the cross-correlation. Furthermore, auto-correlation and auto-covariance of
a single exposure intensity field will be introduced. The main equations used in the
following are taken from Papoulis [7, 8]. The spatial average is defined as:

〈I (x,Γ )〉 = 1

aI

∫
aI

I (x,Γ ) dx

where aI is the interrogation area. Employing Eq. (4.5) yields:

〈I (x,Γ )〉 = 1

aI

∫
aI

N∑
i=1

V0(Xi ) τ (x − xi ) dx .

The mean value of the intensity field can be approximated by:

μI = 〈I (x,Γ )〉 = 1

aI

N∑
i=1

V0(Xi )

∫
aI

τ (x − xi ) dx .
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We can now derive the auto-correlation of the single exposure intensity field in a
similar way:

RI(s,Γ ) = 〈I (x,Γ )I (x + s,Γ )〉

= 1

aI

∫
aI

N∑
i=1

V0(Xi ) τ (x − xi )
N∑
j=1

V0(X j ) τ (x − x j + s) dx

where s is the separation vector in the correlation plane. By distinguishing the
i �= j terms which represent the correlation of different particle images and there-
fore randomly distributed noise in the correlation plane, and the i = j terms which
represent the correlation of each particle image with itself, we come to the following
representation:

RI(s,Γ ) = 1

aI

N∑
i �= j

V0(Xi ) V0(X j )

∫
aI

τ (x − xi ) τ (x − x j + s) dx

+ 1

aI

N∑
i= j

V0
2(Xi )

∫
aI

τ (x − xi ) τ (x − x j + s) dx .

Following the decomposition proposed by Adrian, we can write:

RI(s,Γ ) = RC(s,Γ ) + RF (s,Γ ) + RP(s,Γ )

where RC(s,Γ ) is the convolution of the mean intensities of I and RF(s,Γ ) is the
fluctuating noise component both resulting from the i �= j terms. RP(s,Γ ) finally is
the self-correlation peak located at position (0, 0) in the correlation plane. It results
from the components that correspond to the correlation of each particle image with
itself (i = j terms). The auto-correlation of actual particle image data is provided
in Fig. 4.3 and clearly shows a strong central self-correlation peak surrounded by a
noise floor.

Fig. 4.3 Composition of
peaks in the auto-correlation
function. RP depicts the
self-correlation peak

RP

R  +RC       F

sy
0

0
sx
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We will now concentrate on this central peak in order to evaluate its features. For
a Gaussian particle image intensity distribution

τ (x) = K exp

(
−8 |x|2

d2
τ

)

it can be shown that the auto-correlation Rτ (s) is again a Gaussian function with a
width that is

√
2 dτ (see Appendix B.3). Consequently RP(s,Γ ) may be rewritten as

follows:

RP(s,Γ ) =
N∑
i=1

V0
2(Xi ) exp

(
−8|s|2

(
√

2 dτ )
2

)
1

aI

∫
aI

τ 2
(
x − xi + s

2

)
dx .

In the remainder of this book we will always use the representation:

Rτ (s) = exp

(
−8|s|2

(
√

2 dτ )
2

)
1

aI

∫
aI

τ 2
(
x − xi + s

2

)
dx

taking into account that its features are mainly the same also for non-Gaussian τ (x):
the maximum of Rτ (s) is located at |s| = 0 and the characteristics of its shape is
given by the particle images shape. Therefore, we will write RP as

RP(s,Γ ) = Rτ (s)
N∑
i=1

V0
2(Xi ) .

In Fig. 4.4 the schematic of the auto-correlation of the example intensity field I is
given. The correlation peaks (RP and RF) occur at locations which are given by the
vectorial differences between particle image locations. Their strength is proportional
to the number of all possible differences which result in that location. As three
vectorial differences contribute to R P, the peak of RP is three times stronger in this
example than the other peaks.

Fig. 4.4 Schematic
representation of the
auto-correlation of the
intensity field I given in
Fig. 4.2
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For intensity fields with zero mean value the auto-correlation equals the auto-
covariance. For nonzero mean values of the intensity field the auto-covariance CI(s)
can be obtained by [8]:

CI(s) = RI(s) − μI
2 .

An estimator of the variance of the intensity field can be obtained by:

σ2
I = CI (0,Γ ) = RI (0,Γ ) − μI

2 = RP(0,Γ ) − μI
2 .

4.4 Cross-Correlation of a Pair of Two Singly
Exposed Recordings

PIV recordings are evaluated by locally cross-correlating two frames of single expo-
sures of the tracer ensemble whenever possible Sect. 3.1. The mathematical back-
ground of this technique will be described in the following.

In the remainder of this section, a constant displacement D of all particles inside
the interrogation volume is assumed, so that the particle locations during the second
exposure at time t ′ = t + �t are given by:

Xi
′ = Xi + D =

⎛
⎝

Xi + DX

Yi + DY

Zi + DZ

⎞
⎠ .

Furthermore, we assume that the particle image displacements are given by:

d =
(
MDX

MDY

)

which is a simplification of the perspective projection that is valid only for particles
located in the vicinity of the optical axis (see Sect. 2.5.3).

We come to the following representation of the image intensity field for the time
of the second exposure (in analogy to Eq. (4.5)):

I ′(x,Γ ) =
N∑
j=1

V0
′(X j + D) τ (x − x j − d)

where V0
′(X) defines the interrogation volume during the second exposure.

If we first consider identical light sheet and windowing characteristics, the cross-
correlation function of the two interrogation areas can be written as:

RI I (s,Γ , D) = 1

aI

∑
i, j

V0(Xi ) V0(X j + D)

∫
aI

τ (x − xi ) τ (x − x j + s − d) dx

http://dx.doi.org/10.1007/978-3-319-68852-7_3
http://dx.doi.org/10.1007/978-3-319-68852-7_2
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where s is the separation vector in the correlation plane. Analogous to the procedure
used in the previous section we arrive at:

RII(s,Γ , D) =
∑
i, j

V0(Xi ) V0(X j + D) Rτ (xi − x j + s − d) .

By distinguishing the i �= j terms which represent the correlation of different ran-
domly distributed particles and therefore mainly noise in the correlation plane and
the i = j terms, which contain the displacement information desired, we obtain:

RI I (s,Γ , D) =
∑
i �= j

V0(Xi ) V0(X j + D) Rτ (xi − x j + s − d)

+Rτ (s − d)

N∑
i=1

V0(Xi ) V0(Xi + D) .

Again, we can decompose the correlation into three parts:

RI I (s,Γ , D) = RC(s,Γ , D) + RF (s,Γ , D) + RD(s,Γ , D)

where R D(s,Γ , D) represents the component of the cross-correlation function that
corresponds to the correlation of images of particles obtained from the first exposure
with images of identical particles obtained from the second exposure (i = j terms):

RD(s,Γ , D) = Rτ (s − d)

N∑
i=1

V0(Xi ) V0(Xi + D) . (4.6)

Hence, for a given distribution of particles inside the flow, the displacement correla-
tion peak reaches a maximum for s = d.

Therefore, as already anticipated, the location of this maximum yields the average
in-plane displacement, and thus the U and V components of the velocity inside the
flow.

In Fig. 4.5 the schematic of the cross-correlation of the example intensity fields
I and I ′ displayed in Fig. 4.6 is given. Nearly the same correlation peaks occur as
in the auto-correlation shown in Fig. 4.4, but at locations which are displaced by d.
The strength of RP at position d is two times stronger than that of the other peaks for
this example, see Fig. 4.7. The reason is that correlations of x′

2 do not appear here,
because this image is located outside the interrogation window (see Fig. 4.6).

It can be seen from Eq. (4.6) that the displacement correlation is a function of
the random variables (Xi )i=1···N . Consequently it is a random variable itself and for
different realizations at the same overall conditions we will obtain different qualities
of the displacement estimation depending on the state of the tracer ensemble. In
order to derive rules for a general optimization of the displacement estimation, we
will determine the expected value of the displacement correlation in Sect. 4.6.
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Fig. 4.5 Schematic
representation of the
cross-correlation of the
intensity fields I and I ′
given in Fig. 4.6

Fig. 4.6 The intensity field
I recorded at time t and the
intensity field I ′ recorded
after a time delay of �t at t ′
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Fig. 4.7 Composition of
peaks in the cross-correlation
function.RD corresponds to
the correlation of images of
identical particles at the two
illuminations

4.5 Correlation of a Doubly Exposed Recording

In cases where the two illuminations of the tracer particle cannot be recorded on sep-
arate frames (see Sect. 3.2), the correlation function of doubly (or multiply) exposed
recordings has to be determined. This correlation function can be derived by analogy
to the correlation for single exposed recordings. Instead of cross-correlating I with
I ′, we will consider the correlation of the intensity field I+ = I + I ′ with itself.
Assuming identical light sheets and windowing characteristics, the intensity field of
both exposures I+ can be written as:

http://dx.doi.org/10.1007/978-3-319-68852-7_3
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I+(x,Γ ) = I (x,Γ ) + I ′(x,Γ )

=
N∑
i=1

(V0(Xi ) τ (x − xi ) + V0(Xi + D) τ (x − xi − d)) .

It can be shown that the auto-correlation of I+ consists of four terms:

RI+(s,Γ , D) = RI(s,Γ ) + RI′(s,Γ ) + RII(s,Γ , D) + RII(−s,Γ , D) .

It is therefore appropriate to decompose the estimator into the following terms:

RI+(s,Γ , D) = RC(s,Γ , D) + RF (s,Γ , D) + RP(s,Γ )

+RD+(s,Γ , D) + RD−(s,Γ , D) (4.7)

where R C(s,Γ , D) is the convolution of the mean intensity of I+ and R F(s,Γ , D) is
the fluctuating noise component. R P(s,Γ ) is the self-correlation peak located at the
center of the correlation plane. It results from the components that correspond to the
correlation of each particle image with itself. R D+(s,Γ , D) and R D−(s,Γ , D) rep-
resent the components of the correlation function which correspond to the correlation
of images of particles obtained from the first exposure with that of images of identical
particles obtained from the second exposure and vice versa (Figs. 4.8 and 4.9).

Fig. 4.8 The sum of the intensity fields I and I ′ (see Fig. 4.6) as obtained by a recording of the
tracer ensemble at t and t ′ on the same frame

Fig. 4.9 Components of the
auto-correlation function
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Fig. 4.10 Schematic representation of the auto-correlation of the intensity field I + I ′ given
in Fig. 4.8

When comparing the correlation of a doubly exposed recording with the correla-
tion of a pair of two singly exposed recordings, the following statements can be made:
RI+ is symmetric with respect to the center of the plane and thus to its central peak
RP. Two identical displacement peaks RD+ and R D− appear, which are located sym-
metrically to center of the plane, and as a consequence the sign of the displacement
cannot be determined. Therefore, the correlation of a doubly exposed recording is
not conclusive if the displacement field of the whole recording is not unidirectional.
Another problem appears if the field contains displacements close to zero, which
would lead to an overlap between the displacement peaks with the central peak. As
a consequence, these problems have to be solved during recording. Precautions have
to be made so that the images of identical particles due to the different exposures do
not overlap and the sign of their displacement is determined. If the flow field under
investigation contains areas of reverse flow or of relative slow velocities image shift-
ing has to be used (see Sect. 3.2). It can be seen from Fig. 4.10 that the correlation
of doubly exposed recordings contains more than twice the number of randomly
distributed noise peaks.

The example given in Fig. 4.10 shows that in situations for which the cross-
correlation of single exposure yields good results, the correlation of doubly exposed
recordings may contain noise peaks of similar strength as the displacement peak.
Hence, the evaluation of doubly or multiply exposed recordings has to be performed
with more particle image pairs in order to get the same performance as that of sin-
gle exposure evaluation. This can be done by different methods: the seeding density
and/or the number of exposures or the light sheet thickness can be increased. Besides
other problems related to these methods their application is restricted due to the lim-
ited number of particle images that can be stored on the sensor without a significant
overlap. Therefore, in most cases the size of the interrogation areas has to be increased
compared to the evaluation of single exposures resulting in a lower spatial resolution
of the measurement at the same sensor size. This explains why auto-correlation PIV
based on single frame recordings today is only used in cases where the recording of
double or multiple frames for later cross-correlation evaluation is not viable.

http://dx.doi.org/10.1007/978-3-319-68852-7_3
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4.6 Expected Value of Displacement Correlation

In order to derive rules for a general optimization of the displacement estimation
we will determine the expected value of the displacement correlation E{RD} for all
realizations ofΓ . More concretely: we want to calculate the mean correlation function
of all possible “patterns” that can be realized with N particles. From Eq. (4.6), it
follows that

E{RD} = E

{
Rτ (s − d)

N∑
i=1

V0(X i )V0(X i + D)

}

= Rτ (s − d) E

{
N∑
i=1

V0(X i )V0(X i + D)

}

Defining fl(X) = V0(X) V0(X + D) yields:

E{RD} = Rτ (s − d) E

{
N∑
i=1

fl(X i )

}
. (4.8)

We prove in Appendix B.4 that:

E

{
N∑
i=1

fl(Xi )

}
= N

VF

∫
VF

fl(X) dX

where
∫
VF

fl(X) dX is the volume integral

∫ ∫ ∫
fl(X,Y, Z) dXdYdZ .

Thus:

E{RD} = N

VF
Rτ (s − d)

∫
VF

fl(X) dX . (4.9)

Since we defined N to be the number of all particles of the ensemble, VF has to
be interpreted as the whole volume of fluid that has been seeded with particles.
According to the above definition of f l(X) we can say in a more practical sense that
the integration has to be performed over the volume which contained all particles
that were inside the interrogation volumes during the first or second exposure. We
can rewrite the integral over fl(X) as:
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∫
VF

fl(X) dX =
∫

I0(Z) I0(Z + DZ ) dZ

×
∫ ∫

W0(X,Y )W0(X + DX ,Y + DY ) dXdY

=
∫
VF

V 2
0 (X) dX · FO(DZ ) FI(DX , DY )

with

FI(DX , DY ) =

∫ ∫
W0(X,Y )W0(X + DX ,Y + DY ) dXdY

∫ ∫
W 2

0 (X,Y ) dXdY
(4.10)

and

FO(DZ ) =

∫
I0(Z) I0(Z + DZ ) dZ

∫
I 2
0 (Z) dZ

. (4.11)

Keane & Adrian [4–6] have defined FI as a factor expressing the in-plane loss-of-
pairs, and FO as a factor expressing the out-of-plane loss-of-pairs. When no in-plane
or out-of-plane loss-of-pairs are present the latter two are unity. Finally Eq. (4.9)
yields:

E{RD(s, D)} = CR Rτ (s − d) FO(DZ ) FI(DX , DY ) (4.12)

where the constant CR is defined as:

CR = N

VF

∫
VF

V 2
0 (X) dX .

In 2D PIV the loss-of-correlation due to out-of-plane motion or light-sheet mis-
match has two effects. First, it reduces the probability of detecting a valid vector
see Sect. 6.1.1. Second, it increases the uncertainty measured in velocity fields, see
Sect. 6.2.7. The validity of the original FO definition by Kean and Adrian is limited
to use with identical laser intensity profiles. As light sheets for the first and second
illumination usually differ in width and shape, the proposed definition is of limited
use in practice. To overcome this limitation, a new definition for FO is proposed in [9]
which covers the effect of light-sheets with different shapes and widths. The analysis
shows that the new definition of FO accurately predicts the loss-of-correlation for
all tested light-sheet mismatches and agrees with the old definition for the ideal case
involving identical light-sheets. Based on the new definition, FO can be estimated
reliably from the laser profiles in the case of zero out-of-plane motion. Furthermore,

http://dx.doi.org/10.1007/978-3-319-68852-7_6
http://dx.doi.org/10.1007/978-3-319-68852-7_6


4.6 Expected Value of Displacement Correlation 143

the authors have demonstrated that the ratio of the cross-correlation function and
the auto-correlation function provides FO directly from PIV images. Thus, an online
optimization of the PIV setup is easily possible for flows with out-of-plane motion.
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Chapter 5
Image Evaluation Methods for PIV

This chapter treats the fundamental techniques for the evaluation of PIV recordings.
In order to extract the displacement information from a PIV recording some sort of
interrogation scheme is required. Initially, this interrogationwas performedmanually
on selected images with relatively sparse seeding which allowed the tracking of
individual particles [2, 20]. With computers and image processing becoming more
commonplace in the laboratory environment it became possible to automate the
interrogation process of the particle track images [25, 27, 28, 98]. The application
of tracking methods, that is to follow the images of an individual tracer particle from
exposure to exposure, is best practicable in the low image density case, see Fig. 1.10a.
The low image density case often appears in strongly three-dimensional high-speed
flows (e.g. turbomachinery) where it is not possible to provide enough tracer particles
or in two phase flows, where the transport of the particles themselves is investigated.
Additionally, theLagrangianmotion of a fluid element can be determined by applying
tracking methods [14, 19].

In principle, however, a high data density is desired on the PIV vector fields,
especially if strong spatial flow variations need to be resolved or for the comparison
of experimental data with the results of numerical calculations. This demand requires
a medium concentration of the images of the tracer particles in the PIV recording.
Medium image concentration is characterized by the fact that matching pairs of
particle images – due to subsequent illuminations – cannot be detected by visual
inspection of the PIV recordings, see Fig. 1.10b. Hence, statistical approaches, which
will be described in the next sections, were developed. After a statistical evaluation
has been performed first, tracking algorithms can be applied additionally in order to
achieve sub-window spatial resolution of the measurement, which is known as super
resolution PIV [45].

An overview of the Digital Content to this chapter can be found at [DC5.1].
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Tracking algorithms have continuously been improved during the past decade.
Today, particle tracking is an interesting alternative to statistical PIV evaluation
methods as we will see in more detail in Sect. 5.4.

Comparisons between cross-correlation methods and particle tracking techniques
together with an assessment of their performance have been performed in the frame-
work of the International PIV Challenge [40, 88–90].

5.1 Correlation and Fourier Transform

5.1.1 Correlation

The main objective of the statistical evaluation of PIV recordings at medium image
density is to determine thedisplacement between twopatterns of randomlydistributed
particle images, which are stored as a 2D distribution of gray levels. Looking around
in other areas of metrology (e.g. radars), it is common practice in signal analysis to
determine, for example, the shift in time between two (nearly) identical time signals
by means of correlation techniques. Details about the mathematical principles of the
correlation technique, the basic relations for correlated and uncorrelated signals and
the application of correlation techniques in the investigation of time signals can be
found inmany textbooks [8, 63, 64]. The theory of correlation is easily extended from
the one dimensional (1D time signal) to the two- and three-dimensional (gray level
spatial distribution) case. In Chap. 4 the use of auto- and cross-correlation techniques
for statistical PIVevaluationhas alreadybeen explained.Analogously to spectral time
signal representations, for a 2D spatial signal I (x, y) the power spectrum | Î (rx , ry)|2
can be determined where rx , ry are spatial frequencies in orthogonal directions. The
basic theorems for correlation and Fourier transform known from the theory of time
signals are also valid for the 2D case (with appropriate modifications) [10].

For the calculation of the auto-correlation function two possibilities exist: either
direct numerical calculation or indirectly (numerically or optically), using the
Wiener-Khinchin theorem [8, 10]. This theorem states that the Fourier transform
of the auto-correlation function RI and the power spectrum | Î (rx , ry)|2 of an inten-
sity field I (x, y) are Fourier transforms of each other.

The direct numerical calculation is computationally more intensive and has barely
been used for 2D PIV. It becomes a viable approach for recording with a sparse
distribution of particles, such as encountered in 3D PIV see Sect. 9.3.

Figure5.1 illustrates that the auto-correlation function can either be determined
directly in the spatial domain (upper half of the figure) or indirectly by Fourier
transform FT (left hand side), multiplication, that is the calculation of the squared
modulus, in the frequency plane (lower half of the figure), and by inverse Fourier
transform FT−1 (right hand side).

http://dx.doi.org/10.1007/978-3-319-68852-7_4
http://dx.doi.org/10.1007/978-3-319-68852-7_9
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Fig. 5.1 Sketch of relation between 2D correlation function and spatial spectrum by means of
the Wiener–Khinchin theorem. FT – Fourier transform, FT−1 – inverse Fourier transform, OFT –
optical Fourier transform

5.1.2 Optical Fourier Transform

As already mentioned in Sect. 2.5 the far field diffraction pattern of an aperture
transmissivity distribution is represented by its Fourier transform [26, 47, 68]. A
lens can be used to transfer the image from the far field close to the aperture. For
a mathematical derivation of this result some assumptions have to be made, which
are described by the Fraunhofer approximation. These assumptions (large distance
between object and image plane, phase factors) can be fulfilled in practical optical
setups for Fourier transforms.

Figure5.2 shows two different configurations for such optical Fourier processors.
In the arrangement on the left hand side the object, which would consist of a trans-
parency to be Fourier transformed (e.g. the photographic PIV recording), is placed
in front of the so-called Fourier lens (at -f usually). In the second setup (right hand
side) the object is placed behind the lens. As derived in the book of Goodman [26]
both arrangements differ only by the phase factors of the complex spectrum and
a scale factor. Light sensors (photographic film as well as CCD sensors) are only
sensitive to the light intensity. The intensity corresponds to the squared modulus
of the complex distribution of the electromagnetic field; hence phase differences in
the light wave cannot be detected. Therefore, both arrangements shown in Fig. 5.2
can be used for PIV evaluation. The result of the optical Fourier transform (OFT,
dashed line in Fig. 5.1) is the power spectrum of the gray value distribution of the
transparency.

In the following this will be illustrated for the case of a pair of two particle images.
White (transparent) images of a tracer particle on a black (opaque) background

http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Fig. 5.2 Optical Fourier processor, different positions of object and Fourier lens

will form a double aperture on the photographic PIV recording. With good lens
systems the diameter of an image of a tracer particle on the recording is of the order
of 20 to 30µm. The spacing between the two images of a tracer particle should
be approximately 150–250µm, in order to obtain optimum conditions for optical
evaluation (compare Sect. 3.2). Figure5.3 shows a cross-sectional cut through the
diffraction pattern of a double aperture (parameters are similar to those of the PIV
experiment). The figure at the left side shows several peaks of the light intensity
distribution under an envelope. The envelope represents the diffraction pattern of
a single aperture with the same diameter (i.e. the Airy pattern, see Sect. 2.5). The
intensity distribution will extend in the 2D presentation in the vertical direction,
thus forming a fringe pattern, that is the Young’s fringes. The fringes are oriented
normal to the direction of the displacement of the apertures (tracer images). The
displacement between the fringes is inversely proportional to the displacement of
the apertures (tracer images). If the distance between the apertures (tracer images) is
decreased, the distance between the fringes will increase inversely. This is illustrated
in the center of Fig. 5.3, where the distance between the two apertures is only half
that of the example on the left side. It can be seen that the distance between the
fringes is increased by a factor of two. The same inverse relation, which is due to the
scaling theorem of the Fourier transform, is valid for the envelope of the diffraction
pattern: if the diameter of the aperture (particle images) decreases, the extension of
the Airy pattern will increase inversely (see Fig. 5.3, right side). As a consequence,
more fringes can be detected in those fringe patterns which are generated by smaller
apertures (particle images). This is one reason to explain why small and well focused
particle images will increase the quality and detection probability in the evaluation
of PIV recordings. Due to another property of the Fourier transform, that is the
shift theorem, the characteristic shape of the intensity pattern does not change if the
position of the particle image pairs is changed inside the interrogation spot. Increasing
the number of particle image pairs also does not change the Young’s fringe pattern
significantly. Of course this is not true for the case of just two image pairs: two fringe
systems of equal intensity will overlap, allowing no unambiguous evaluation.

http://dx.doi.org/10.1007/978-3-319-68852-7_3
http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Fig. 5.3 Fraunhofer diffraction pattern of three different double apertures, from left to right, first
the separation between the apertures has been decreased, then – on the right hand side – the diameter
of the apertures has been decreased

5.1.3 Digital Fourier Transform

The digital Fourier transform is the basic tool ofmodern signal and image processing.
A number of textbooks describe the details [8, 10, 36, 109]. The breakthrough of the
digital Fourier transform is due to the development of fast digital computers and to the
development of efficient algorithms for its calculation (Fast Fourier Transformation,
FFT) [8, 10, 12, 109]. Those aspects of the digital Fourier transform relevant for the
understanding of digital PIV evaluation will be described in Sect. 5.3.

5.2 Overview of PIV Evaluation Methods

In the following the different methods for the evaluation of PIV recordings by means
of correlation and Fourier techniques will be summarized.

Figure5.4 presents a flow chart of the fully digital auto-correlation method, which
can be implemented in a straight-forward manner following the equations given
in Chap.4. The PIV recording is sampled with comparatively small interrogation
windows (typically 30–250 samples in each direction). For each window the auto-
correlation function is calculated and the position of the displacement peak in the
correlation plane is determined. The calculation of the auto-correlation function is
carried out either in the spatial domain (upper part of Fig. 5.1) or – in most cases –
through the use of FFT algorithms.

http://dx.doi.org/10.1007/978-3-319-68852-7_4
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Fig. 5.5 Analysis of double frame/single exposure recordings: the digital cross-correlation method

If the PIV recording system allows the employment of the double frame/single
exposure recording technique (see Fig. 3.2) the evaluation of the PIV recordings is
performed by cross-correlation (Fig. 5.5). In this case, the cross-correlation between
two interrogation windows sampled from the two recordings is calculated. As will be
explained later in Sect. 5.3, it is advantageous to offset both these samples according
to the mean displacement of the tracer particles between the two illuminations. This
reduces the in-plane loss of correlation and therefore increases the correlation peak
strength. The calculation of the cross-correlation function is generally computed
numerically by means of efficient FFT algorithms.

Single frame/double exposure recordings may also be evaluated by a cross-
correlation approach instead of auto-correlation by choosing interrogation win-
dows slightly displaced with respect to each other in order to compensate for the
in-plane displacement of particle images. Depending on the different parameters,
auto-correlation peaks may also appear in the correlation plane in addition to the
cross-correlation peak.

Computer memory and computation speed being limited in the beginning of the
eighties, PIV work was strongly promoted by the existence of optical evaluation
methods. The most widely used method was the Young’s fringes method [DC5.2],
which in fact is an optical-digital method, employing optical as well as digital Fourier
transforms for the calculation of the correlation function.

In the next section the most commonly used and very flexible digital evaluation
methods will be discussed in more detail.

5.3 PIV Evaluation

With the wide-spread introduction of digital imaging and improved computing capa-
bilities the optical evaluation approaches used for the analysis of photographic
PIV recordings quickly became obsolete. Initially a desktop slide scanner for the

http://dx.doi.org/10.1007/978-3-319-68852-7_3
http://dc.pivbook.org/youngs_fringes_method
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digitization of the photographic recording replaced the complex opto-mechanical
interrogation assemblies with computer-based interrogation algorithms. Then rapid
advances in electronic imaging further allowed for a replacement of the rather cum-
bersome photographic recording process. In the following we describe the neces-
sary steps in the fully digital analysis of PIV recordings using statistical methods.
Initially, the focus is on the analysis of single exposed image pairs, that is single
exposure/double frame PIV, by means of cross-correlation. The analysis of multiple
exposure/single frame PIV recordings can be viewed as a special case of the former.

5.3.1 Discrete Spatial Correlation in PIV Evaluation

Before introducing the cross-correlation method in the evaluation of a PIV image,
the task at hand should be defined from the point of view of linear signal or image
processing. First of all let us assume we are given a pair of images containing particle
images as recorded from a light sheet in a traditional PIV recording geometry. The
particles are illuminated stroboscopically so that they do not produce streaks in the
images. The second image is recorded a short time later during which the particles
will have moved according to the underlying flow (for the time being ignoring effects
such as particle lag, three-dimensional motion, etc.). Given this pair of images, the
most we can hope for is to measure the straight-line displacement of the particle
images since the curvature or acceleration information cannot be obtained from a
single image pair. Further, the seeding density is too large and homogeneous that
it is difficult to match up discrete particles. In some cases the spatial translation
of groups of particles can be observed. The image pair can yield a field of linear
displacement vectors where each vector is formed by analyzing the movement of
localized groups of particles. In practice, this is accomplished by extracting small
samples or interrogation windows and analyzing them statistically (Fig. 5.6).

From a signal (image) processing point of view, the first image may be considered
the input to a system whose output produces the second image of the pair (Fig. 5.7).
The system’s transfer function, H , converts the input image I to the output image I ′
and is comprised of the displacement function d and an additive noise process, N .
The function of interest is a shift by the vector d as it is responsible for displacing
the particle images from one image to the next. This function can be described, for
instance, by a convolution with δ(x − d). The additive noise process, N , in Fig. 5.7
models effects due to recording noise and three-dimensional flowamong other things.
If both d and N are known, it should then be possible to use them as transfer functions
for the input image I to produce the output image I ′. With both images I and I ′
known the aim is to estimate the displacement field d while excluding the effects of
the noise process N . The fact that the signals (i.e. images) are not continuous – the
dark background cannot provide any displacement information – makes it necessary
to estimate the displacement function d using a statistical approach based on localized
interrogation windows (or samples).
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Fig. 5.6 Conceptual arrangement of frame-to-frame image sampling associated with double
frame/single exposure Particle Image Velocimetry
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Fig. 5.7 Idealized linear digital signal processing model describing the functional relationship
between two successively recorded particle image frames.

One possible scheme to recover the local displacement function would be to
deconvolve the image pair. In principle this can be accomplished by dividing the
respective Fourier transforms by each other. This method works when the noise in
the signals is insignificant. However, the noise associated with realistic recording
conditions quickly degrades the data yield. Also the signal peak is generally too
sharp to allow for a reliable sub-pixel estimation of the displacement.

Rather than estimating the displacement function d analytically, the method of
choice is to locally find the best match between the images in a statistical sense. This
is accomplished through the use of the discrete cross-correlation function, whose
integral formulation was already described in Sect. 4:

http://dx.doi.org/10.1007/978-3-319-68852-7_4
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Fig. 5.8 Example of the formation of the correlation plane by direct cross-correlation: here a
4×4 pixel template is correlated with a larger 8×8 pixel sample to produce a 5×5 pixel correlation
plane

RII(x, y) =
K∑

i=−K

L∑

j=−L

I (i, j)I ′(i + x, j + y) . (5.1)

The variables I and I ′ are the samples (e.g. intensity values) as extracted from the
images where I ′ can be taken larger than the template I . Essentially the template
I is linearly ‘shifted’ around in the sample I ′ without extending over edges of I ′.
For each choice of sample shift (x, y), the sum of the products of all overlapping
pixel intensities produces one cross-correlation value RII(x, y). By applying this
operation for a range of shifts (−M ≤ x ≤ +M,−N ≤ y ≤ +N ), a correlation
plane the size of (2M + 1) × (2N + 1) is formed. This is shown graphically in
Fig. 5.8. For shift values at which the samples’ particle images align with each other,
the sum of the products of pixel intensities will be larger than elsewhere, resulting
in a high cross-correlation value RII at this position (see also Fig. 5.9). Essentially
the cross-correlation function statistically measures the degree of match between the
two samples for a given shift. The highest value in the correlation plane can then be
used as a direct estimate of the particle image displacement which will be discussed
in detail in Sect. 5.3.5.

Upon examination of this direct implementation of the cross-correlation function
two things are obvious: first, the number of multiplications per correlation value
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Fig. 5.9 The cross-correlation function RII (right) as computed from real data by correlating a
smaller template I (32 × 32 pixel) with a larger sample I ′ (64 × 64 pixel). The mean shift of the
particle images is approximately 12 pixel to the right. The approximate location of best match of I
within I ′ is indicated as a white rectangle

increases in proportion to the interrogation window (or sample) size, and second, the
cross-correlationmethod inherently recovers linear shifts only. No rotations or defor-
mations can be recovered by this first order method. Therefore, the cross-correlation
between two particle image samples will only yield the displacement vector to first
order, that is, the average linear shift of the particles within the interrogation window.
This means that the interrogation window size should be chosen sufficiently small
such that the higher-order effects can be neglected.

The first observation concerning the quadratic increase in multiplications with
sample size imposes a quite substantial computational effort. In a typical PIV inter-
rogation the sampling windows cover of the order of several thousand pixel while the
dynamic range in the displacement may be as large as±10 to±20 pixel which would
require up to one million multiplications and summations to form only one correla-
tion plane. Clearly, taking into account that several thousand displacement vectors
can be obtained from a single PIV recording, a more efficient means of computing
the correlation function is required.

5.3.1.1 Frequency Domain Based Calculation of Correlation

The alternative to calculating the cross-correlation directly using Eq. (5.1) is to take
advantage of the correlation theorem which states that the cross-correlation of two
functions is equivalent to a complex conjugate multiplication of their Fourier trans-
forms:

RII ⇐⇒ Î · Î ′∗ (5.2)

where Î and Î ′ are the Fourier transforms of the functions I and I ′, respectively. In
practice the Fourier transform is efficiently implemented for discrete data using the
fast Fourier transform or FFTwhich reduces the computation fromO[N 2] operations
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Fig. 5.10 Implementation of cross-correlation using fast Fourier transforms

to O[N log2 N ] operations [12, 36, 66]. The tedious two-dimensional correlation
process of Eq. (5.1) can be reduced to computing two two-dimensional FFT’s on
equal sized samples of the image followed by a complex-conjugate multiplication
of the resulting Fourier coefficients. These are then inversely Fourier transformed
to produce the actual cross-correlation plane which has the same spatial dimen-
sions, N × N , as the two input samples. Compared to O[N 4] for the direct com-
putation of the two-dimensional correlation the process is reduced to O[N 2 log2 N ]
operations. The computational efficiency of this implementation can be increased
even further by observing the symmetry properties between real valued functions
and their Fourier transform, namely the real part of the transform is symmetric:
Re( Îi ) = Re( Î−i ), while the imaginary part is antisymmetric: Im( Îi ) = −Im( Î−i ).
In practice two real-to-complex, two-dimensional FFTs and one complex-to-real
inverse, two-dimensional FFT are needed, each of which require approximately half
the computation time of standard FFTs (Fig. 5.10). A further increase in computation
speed can of course be achieved by optimizing the FFT routines such as using lookup
tables for the required data, reordering and weighting coefficients and/or fine tuning
the machine level code [22, 23].

The use of two-dimensional FFT’s for the computation of the cross-correlation
plane has a number of properties whose effects have to be dealt with.

Fixed sample sizes: The FFT’s computational efficiency is mainly derived by
recursively implementing a symmetry property between the even and odd coefficients
of the discrete Fourier transform (the Danielson–Lanczos lemma [12, 66]). The most
common FFT implementation requires the input data to have a base-2 dimension (i.e.
16× 16 pixel or 32× 32 pixel samples). For reasons explained below it generally is
not possible to simply pad a sample with zeroes to make it a base-2 sized sample.

Periodicity of data: By definition, the Fourier transform is an integral (or sum)
over a domain extending from negative infinity to positive infinity. In practice how-
ever, the integrals (or sums) are computed over finite domains which is justified by
assuming the data to be periodic, that is, the signal (i.e. image sample) continually
repeats itself in all directions. While for spectral estimation there exist a variety of
methods to deal with the associated artifacts, such as windowing, their use in the
computation of the cross-correlation will introduce systematic errors or will even
hide the correlation signal in noise.
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One of these methods, zero padding, which entails extending the sample size to
four times the original size by filling in zeroes, will perform poorly because the data
(i.e. image sample) generally consists of a nonzero (noisy) background on which the
signal (i.e. particle images) is overlaid. The edge discontinuity brought about in the
zero padding process contaminates the spectra of the data with high frequency noise
which in turn deteriorates the cross-correlation signal. The slightly more advanced
technique of FFT data windowing removes the effects of the edge discontinuity, but
leads to a nonuniform weighting of the data in the correlation plane and to a bias of
the recovered displacement vector. The treatment of this systematic error is described
in more detail below.

Aliasing: Since the input data sets to the FFT-based correlation algorithm are
assumed to be periodic, the correlation data itself is also periodic. If the data of
length N contains a signal (i.e. displacements) exceeding half the sample size N/2,
then the correlation peakwill be folded back into the correlation plane to appear on the
opposite side. For a displacement dx,true > N/2, themeasured value will be dx,meas. =
dx,true − N . In this case the sampling criterion (Nyquist-Shannon sampling theorem)
has been violated causing the measurement to be aliased. The proper solution to this
problem is to either increase the interrogation window size, or, if possible, reduce
the laser pulse delay, Δt .

Displacement range limitation: As mentioned before the sample size N limits
themaximum recoverable displacement range to±N/2. In practice however, the sig-
nal strength of the correlation peak will decrease with increasing displacements, due
to the proportional decrease in possible particle matches. Earlier literature reports a
value of N/3 to be an adequate limit for the recoverability of the displacement vec-
tor [107]. A more conservative, but widely adopted limit is N/4, sometimes referred
to as the one-quarter rule [43]. However, by using iterative evaluation techniques
with window-shifting techniques these requirements are only essential for the first
pass and obsolete for all other passes as we will see later.

Bias error: Another side effect of the periodicity of the correlation data is that
the correlation estimates are biased. With increasing shifts less data are actually
correlated with each other since the periodically continued data of the correlation
template makes no contribution to the actual correlation value. Values on the edge
of the correlation plane are computed from only the overlapping half of the data
and should be weighted accordingly. Unless the correlation values are weighted
accordingly, the displacement estimate will be biased to a lower value (Fig. 5.11).
This error decreases with increasing sample sizes. Larger particle images and along
with it wider correlation peaks are associated with larger bias errors. The proper
weighting function to account for this biasing effect will be described in Sect. 5.3.5.

If all of the above points are properly handled, an FFT-based interrogation algo-
rithm as shown in Fig. 5.10 will reliably provide the necessary correlation data from
which the displacement data can be retrieved. For the reasons given above, this
implementation of the cross-correlation function is sometimes referred to as circular
cross-correlation compared to the linear cross-correlation of Eq. (5.1).
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5.3.1.2 Calculation of the Correlation Coefficient

For a number of cases it may be useful to quantify the degree of correlation between
the two image samples. The standard cross-correlation function Eq. (5.1) will yield
different maximum correlation values for the same degree of matching because the
function is not normalized. For instance, samples with many (or brighter) particle
images will produce much higher correlation values than interrogation windows
with fewer (or weaker) particle images. This makes a comparison of the degree of
correlation between the individual interrogation windows impossible. The cross-
correlation coefficient function normalizes the cross-correlation function Eq. (5.1)
properly:

cII(x, y) = CII(x, y)√
σI(x, y)

√
σI

′(x, y)
(5.3)

where

CII(x, y) =
M∑

i=0

N∑

j=0

[I (i, j) − μI ]
[
I ′(i + x, j + y) − μI′(x, y)

]
(5.4)

σI(x, y) =
M∑

i=0

N∑

j=0

[I (i, j) − μI ]
2 (5.5)

σI
′(x, y) =

M∑

i=0

N∑

j=0

[
I ′(i, j) − μI′(x, y)

]2
. (5.6)

The value μI is the average of the template and is computed only once while
μI′(x, y) is the average of I ′ coincident with the template I at position (x, y). It has
to be computed for every position (x, y). Equation (5.3) is considerablymore difficult
to implement using an FFT-based approach and is usually computed directly in the
spatial domain. In spite of its computational complexity, the equation does permit the
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samples to be of unequal size which can be very useful in matching up small groups
of particles. Nevertheless a first order approximation to the proper normalization is
possible if the interrogation windows are of equal size and are not zero-padded:

Step 1: Sample the images at the desired locations and compute the mean and stan-
dard deviations of each.

Step 2: Subtract the mean from each of the samples.
Step 3: Compute the cross-correlation function using 2D-FFTs as displayed in

Fig. 5.10.
Step 4: Divide the cross-correlation values by the standard deviations of the original

samples. Due to this normalization the resulting values will fall in the range
−1 ≤ cII ≤ 1.

Step 5: Proceed with the correlation peak detection taking into account all artifacts
present in FFT-based cross-correlation.

5.3.2 Correlation Signal Enhancement

5.3.2.1 Image Pre-processing

The correlation signal is strongly affected by variations of the image intensity. The
correlation peak is dominated by brighter particle imageswithweaker particle images
having a reduced influence. Also the non-uniform illumination of particle image
intensity, due to light-sheet non-uniformities or pulse-to-pulse variations, as well as
irregular particle shape, out-of-plane motion, etc. introduce noise in the correlation
plane. For this reason image enhancement prior to processing the image is oftentimes
advantageous. The main goal of the applied filters is to enhance particle image
contrast and to bring particle image intensities to a similar signal level such that all
particle images have a similar contribution in the correlation function [85, 102, 108].

Among the image enhancement methods, background subtraction from the PIV
recordings reduces the effects of laser flare and other stationary image features. This
background image can either be recorded in the absence of seeding, or, if this is not
possible, through computation of an average or minimum intensity image from a
sufficiently large number of raw PIV recordings (at least 20−50). These images can
also be used to extract areas to be masked.

A filter-based approach to image enhancement is to high-pass filter the images
such that the background variations with low spatial frequency are removed leaving
the particle images unaffected. In practice this is realized by calculating a low-passed
version of the original image and subtracting it from the original. Here the filter kernel
width should be larger than the diameter of the particle images: ksmooth > dτ .

Thresholding or image binarization, possibly in combination with prior high-
pass filtering, results in images where all particles have the same intensity and thus
have equal contribution to the correlation function. This binarization, however, is
associated with an increase in the measurement uncertainty.



5.3 PIV Evaluation 159

The application of a narrow-width, low-pass filter may be suitable to remove high-
frequency noise (e.g. camera shot noise, pixel anomalies, digitization artifacts, etc.)
from the images. It also results in widening of the correlation peaks, thus allowing a
better performance of the sub-pixel peak fitting algorithm (see Sect. 6.2.2). In cases
where images are under-sampled (dτ < 2) it reduces the so-called peak-locking
effect, but also increases the measurement uncertainty.

Range clipping is another method of improving the data yield. The intensity cap-
ping technique [85], which was found to be both very effective and easy to imple-
ment, relies on setting intensities exceeding a certain threshold to the threshold value.
Although optimal threshold values may vary with the image content, it may be cal-
culated for the entire image from the grayscale median image intensity, Imedian, and
its standard deviation, σI : Iclip = Imedian + nσI . The scaling factor n is user defined
and generally positive in the range 0.5 < n < 2.

A similar approach to intensity capping is to perform dynamic histogram stretch-
ing in which the intensity range of the output image is limited by upper and lower
thresholds. These upper and lower thresholds are calculated from the image his-
tograms by excluding a certain percentage of pixel from the either the upper or lower
end of the histogram, respectively.

While the previous two methods provide contrast normalization in a global sense,
the min/max filter approach suggested by Westerweel [102] also adjusts to vari-
ations of image contrast throughout the image. The method relies on computing
envelopes of the localminimumandmaximum intensities using a given tile size. Each
pixel intensity is then stretched (normalized) using the local values of the envelopes.
In order not to affect the statistics of the image the tile size should be larger than
the particle image diameter, yet small enough to eliminate spatial variations in the
background [102]. Sizes of 7 × 7 to 15 × 15 are generally suitable.

A very robustmethod of image contrast enhancement capable of dealingwith non-
uniform image background intensity is to subtract an image based on the local mean
and local standard deviation as proposed in [74]. First a Gaussian filtered version of
the image MI (x, y) is subtracted from the original image I (x, y) and then divided
by an image of the local variance σI (x, y):

Iout(x, y) = I (x, y) − MI (x, y,σ1)

σI (x, y,σ2)
.

where σ1 and σ2 are user defined kernel sizes for the Gaussian filter operations with
typically σ1 < σ2.

Normalization by the time-average image intensity is also an effective technique
to remove stationary background with time-varying intensity. By decomposing a
given raw image sequence into its POD modes Mendez et al. [56] have shown that
the PIV particle pattern can be recovered by filtering out few of the first POD modes
and thus rejecting unwanted features such as wall-reflections, noise and non-uniform
illumination.

http://dx.doi.org/10.1007/978-3-319-68852-7_6
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When PIV time series are available, unwanted light reflections can be removed
via a high pass filter in the frequency domain [83]. A robust approach to suppress
background reflections is based on variants of local normalization method [55]. The
specific problem of near-wall measurements contaminated by surface reflections
requires dedicated approaches, including for instance the treatment of the solid object
region as discussed in [111].

When applying any of the previously described contrast enhancement methods,
it should be remembered that modifications of the image intensities may also affect
the image statistics which in turn can result in increased measurement uncertainties.
This has to be balanced against the increase in data yield. Selective application of
contrast enhancing filters in areas of low data would be the logical consequence.
Also it should be made clear that strong reflections near walls can only be alleviated
through processing as long as the image is not overexposed (saturation) in these
areas. Care should be taken to minimize these reflections while acquiring the PIV
image data.

5.3.2.2 Phase-Only Correlation

Improvement of the correlation signal may be achieved through adequate filters
applied in the spectral domain (Fig. 5.12). Since most PIV correlation implementa-
tions rely on FFT based processing, spectral filtering is easily accomplished with
very little computational overhead. A processing technique proposed by Wernet

[101] called symmetric phase only filtering (SPOF) is based on phase-only filtering
techniques which are commonly found in optical correlator systems. SPOF has been
shown to improve the signal-to-noise ratio in PIV cross-correlation. In practice these
filters also normalize the contribution of all sampled particle images, thus providing
contrast normalization. In addition the influence of wall reflections (streaks or lines)
and other undesired artifacts can be reduced. According to [85] SPOF yields more
accurate results in the presence of DC-background noise, but is not as well suited as
the intensity capping technique in reducing the displacement bias influence of bright
spots with high spatial frequencies.
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Image samplingInput
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data

Spectral
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(weighting)

Fig. 5.12 Modification of the cross-correlation processor of Fig. 5.10 to more accurately represent
the matched spatial filtering operation as proposed in [101]
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5.3.2.3 Correlation-Based Correction

Another form of improving the signal-to-noise ratio in the correlation plane (e.g. dis-
placement peak detection rate) was proposed by Hart [32]. The technique involves
the multiplication of at least two correlation planes calculated from samples located
close-by, typically offset by one quarter to half the correlation samplewidth. Provided
that the displacement gradient between the samples is not significant the multipli-
cation of the correlation planes will enhance the main signal correlation peak while
removing noise peaks that generally have a more random occurrence. Correlation
plane averaging, that is summation of the of correlation planes instead of multipli-
cation, is more robust when the number of combined correlation planes increases.
The method, however, is less effective in removing spurious correlation peaks [53].

5.3.2.4 Ensemble Correlation Techniques

While the previous method is applied within a given PIV image pair, it can also
be applied to a sequence of images. This PIV processing approach, also known as
ensemble correlation or correlation averaging, was developed in the framework of
micro-PIV applications in an effort to reduce the influence of Brownian motion that
introduces significant noise in data obtained from a single PIV recording. Rather than
obtaining displacement data for each individual image pair, the technique relies on
averaging the correlation planes obtained from a sequence of images. With increas-
ing frame counts a single correlation peak will accumulate for each correlation plane
reflecting the mean displacement of the flow [42, 54, 104]. Although computa-
tionally very efficient, the main drawback of this approach is that all information
pertaining to the unsteadiness of the flow is lost (e.g. no RMS values). Its use with
conventional (macroscopic) PIV recording has been verified by the authors [38, 39].
Among the main benefits of this method are the fast calculation of the mean flow
and the potentially high spatial resolution. Since this processing is very fast, it has
potential as a quasi-online diagnostic tool. To demonstrate the effectiveness of the
ensemble correlation technique, Meinhart et al. compared three different averag-
ing algorithms applied to a series of images acquired from a steady flow through
a microchannel [54]. The signal-to-noise ratio for measurements generated from a
single pair of images was low due to an average of only 2.5 particle images in each
16×64 pixel interrogation window. As a result velocity measurements are noisy and
approximately 20% appear to be erroneous. Three types of average are compared.

• Image averaging: a time average of the first exposure and second exposure image
series are produced that are then correlated (Fig. 5.13). This approach is very effi-
cient and effective when working with low image density (LID) recordings. A
variant of this technique consists in producing a maximum image from a given
series of recordings (image overlapping). An example is given in Fig. 5.14.
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Fig. 5.13 Schematic diagram of cross-correlation from image average

Fig. 5.14 Example of image overlapping: a one of the LID-PIV recordings; and b result of overlap-
ping 9 LID-PIV recordings. Image size: 256 × 256 pixel [100]. Copyright 2002, AIAA. Reprinted
with permission

Especially in μPIV the low image density recordings are evaluated with particle-
tracking algorithms, whereby the velocity vector is determined with only one
particle, and hence the accuracy and reliability of the technique are limited.
In addition, interpolation procedures are necessary to obtain velocity vectors
on the desired regular grid from the randomly distributed particle-tracking data
(Fig. 5.15), which brings additional uncertainties to the final results. The ensem-
ble image permits to evaluate the flow at higher resolution than that allowed by
cross-correlation analysis of the individual image pair. The underlying hypothesis
for this approach is that the flow is stationary and laminar: condition often met in
micro fluidics, but rarely applicable within macroscopic flows.
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(a) (b)

Fig. 5.15 Effect of image overlapping: a results for a single LID-PIV recording pair with a particle-
tracking algorithm; and b results for the overlapped PIV recording pair with a correlation-based
algorithm [100]. Copyright 2002, AIAA. Reprinted with permission

Fig. 5.16 Schematic description of ensemble-averaged cross-correlation

• Correlation field averaging: the correlation function from each image pair is cal-
culated and averaged along the sequence of recordings. This method is computa-
tionally more demanding than the image averaging technique. The benefit is that
it is effective both at low and high level of seeding density (Fig. 5.16).

• Velocity vector averaging: the velocity measurement is calculated for each image
pair and then averaged along the sequence.

The performance comparison based on synthetic images is illustrated in Fig. 5.17.
The fraction of valid mean velocity vectors is displayed as a function of the number
of image pairs considered for the analysis. Clearly the combination of few record-
ings is very beneficial to the yield of valid vectors. The ensemble average correlation
technique shows the fastest rise towards a totality of valid vectors. Averaging the
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Fig. 5.17 Comparison of the three ensemble interrogation methods: Fraction of valid detected
vectors (left) and the corresponding shift vector uncertainty (right)

velocity vectors gives a similar result, however with a slower convergence. Finally,
averaging the images and then calculating the correlation shows in this case a similar
trend. It shall be retained in mind that image averaging reaches an optimum and then
the number of valid vectors will decline as a result of the drop of image contrast
over long averages. The rms uncertainty of these three techniques indicates again
that cross-correlation averaging is more accurate than vector averaging, followed by
image averaging. An important advantage of correlation averaging and image aver-
aging is that the interrogation window can be reduced when the number of recording
is increased. Therefore correlation averaging and image averaging techniques offer
a higher spatial resolution compared to vector averaging, where the interrogation
window needs to contain a minimum number of pairs at each recording.

5.3.2.5 Single-Pixel Ensemble-Correlation

Following the discussion in Sect. 5.3.1 the discrete correlation can be performed
between a small template (interrogation template or window) to be searched for in
a larger template in the second exposure (search window). The limit case is that the
interrogation template is represented by a single pixel. In this case the interrogation
of a single pair of images cannot yield any reliable information as the multiplication
of the search template by a single value is a replica of itself. When the operation
is repeated for a larger number of recordings (typically 104–105), the ensemble
correlation signal will emerge with a distinct peak and an acceptable signal-to-noise
ratio.

This evaluation method was first applied byWesterweel et al. [104] for station-
ary laminar flows in micro-fluidics and by Billy et al. [9] for the analysis of peri-
odic laminar flows. Later, the approach was extended byKähler and co-workers for
the analysis of macroscopic laminar, transitional, and turbulent flows [42], and for
the analysis of compressible flows at large Mach numbers [38, 80]. Furthermore,
the technique was extended for the analysis of stereoscopic PIV images by Scholz
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Fig. 5.18 Comparison of three evaluation techniques. Top: Spatial cross-correlation analysis yields
instantaneous vector fields at high seeding concentrations by averaging the displacement of small
particle image groups within interrogation windows. Middle: Particle tracking analysis provides
instantaneous velocity information at particle image locations. This approach is best suited for
low and moderate particle image concentrations. Bottom: Ensemble correlation analysis provides
only mean flow fields and the mean intensity of the velocity fluctuations by averaging the corre-
lation planes obtained in many independent measurements. This technique works at any seeding
concentration but the higher the concentration the faster it converges

& Kähler [81]. The product of the pixel intensity and the intensity distribution
in the second frame over a search region is the instantaneous contribution to form-
ing the ensemble correlation signal. Applications of single pixel correlations both
in micro-PIV and aerodynamic flows (combined with long-range microscopy) have
demonstrated the ability tomeasure the time-averaged flowvelocity at unprecedented
spatial resolution (in the order of a micron or less). Further discussion is given in
Chap.10.

Figure5.18 summarizes the input and output expected by applying the techniques
described above. Figure5.19 illustrates schematically the properties of the correlation
signal resulting from single pair analysis, ensemble cross-correlation and single pixel
ensemble correlation. The latter requires typically two to three order of magnitude
more samples to achieve the same signal-to-noise ratio than ensemble correlation for
instance when a window of 32 × 32 pixel is adopted. The position of the maximum
in the ensemble correlation map captures only the mean velocity vector. It is possible
to extract the velocity probability density function from the analysis of the shape of
the correlation peak, if a sufficiently large number of PIV image pairs is available
[1, 3, 38, 80, 87, 106].

http://dx.doi.org/10.1007/978-3-319-68852-7_10
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Fig. 5.19 Comparison of the spatial cross-correlation of an image pair (top), the ensemble-
correlation of a sequence of image pairs with improved resolution (center), and the singe-pixel
ensemble-correlation (bottom)

The correlation function can be regarded as the convolution of the velocity proba-
bility density function (pdf) and the image auto-correlation function. De-convolving
the correlation signal from the auto-correlation function gives an estimate of the
velocity pdf and allows for the estimation of the Reynolds stresses at high spatial
resolution, when the single-pixel ensemble correlation is used.

Figure5.20 shows an example from experiments in a transonic backward-facing
step flow where single-pixel correlation is used. The very steep velocity profile is
better captured with the single-pixel analysis.
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Fig. 5.20 Comparison of mean displacement field and Reynolds shear stress distribution of a
transonic backward facing step flow computed from 10000 PIV double images: a) 16 × 16 pixel
window correlation: every 4th vector in X -direction and each vector in Y -direction is shown.
b) single-pixel ensemble correlation: every 32nd vector in X -direction and every 2nd vector in
Y -direction is shown. The correlation peaks were averaged over 6 × 3 pixel. From Scharnowski

et al. [80]

5.3.3 Evaluation of Doubly Exposed PIV Images

Although the current technology allows PIV recording in single exposure/multiple
frame mode, in some experiments multiple exposed particle images may still be
utilized. This is especially the case when photographic recording with high spa-
tial resolution or digital SLR cameras are used. In the early days of PIV, optical
techniques for extracting the displacement information from the photographs were
utilized. However, desktop slide scanners also make it possible to digitize the pho-
tographic negatives and thus enable a purely digital evaluation. Analysis of double-
exposed recordings also arises when frame separation no longer is possible for digital
cameras, for instance, for the combination of very high-speed flows with high image
magnification.

Essentially the same algorithms utilized in the digital evaluation of PIV image
pairs described before can be used with minor modifications to extract the
displacement field from multiple exposed recordings. The major difference between
the evaluation modes arises from the fact that all information is contained on a sin-
gle frame – in the trivial case a single sample is extracted from the image for the
displacement estimation (Fig. 5.21, case I). From this sample, the auto-correlation
function is computed by the same FFT method described earlier. In fact, the
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Fig. 5.21 The effect of interrogation window offset on the position of the correlation peaks using
FFT based cross-correlation on double exposed images. RD+ marks the displacement correlation
peak of interest, RP is the self-correlation peak. In this case a horizontal shift is assumed

auto-correlation can be considered as a special case of the cross-correlation where
both samples are identical. Unlike the cross-correlation function computed from dif-
ferent samples the auto-correlation function will always have a self-correlation peak
located at the origin (see also the mathematical description in Sect. 4.5). Located
symmetrically around the origin, two peaks with less than one fourth the intensity

http://dx.doi.org/10.1007/978-3-319-68852-7_4
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describe the mean displacement of the particle images in the interrogation area. The
two peaks arise as a direct consequence of the directional ambiguity in the double
(or multiple) exposed/single frame recording method.

To extract the displacement information in the auto-correlation function the peak
detection algorithm has to ignore the self-correlation peak, RP, located at the ori-
gin, and concentrate on the two displacement peaks, RD+ and RD− . If a preferen-
tial displacement direction exists, either from the nature of the flow or through the
application of displacement biasing methods (e.g. image shifting), then the general
search area for the peak detection can be predefined. Alternatively a given number
of peak locations can be saved from which the correct displacement information can
be extracted using a global histogram operator (Sect. 7.15).

The digital evaluation of multiple exposed PIV recordings can be significantly
improved by sampling the image at two positions which are offset with respect to
each other according to the mean displacement vector. This offers the advantage
of increasing the number of paired particle images while decreasing the number of
unpaired particle images. This minimization of the in-plane loss-of-pairs increases
the signal-to-noise ratio, and hence the detection of the principal displacement peak
RD+ . However, the interrogation window offset also shifts the location of the self-
correlation peak, RP, away from the origin as illustrated in Fig. 5.21 (Case II –
Case V).

The use of FFTs for the calculation of the correlation plane introduces a few
additional aliasing artifacts that have to be dealtwith.As the offset of the interrogation
window is increased, first the negative correlation peak, RD− , and then the self-
correlation peak, RP, will be aliased, that is, folded back into the correlation plane
(Fig. 5.21 Case III – Case V). In practice, detection of the two strongest correlation
peaks by the procedure described in Sect. 5.3.5.1 is generally sufficient to recover
both the positive displacement peak, RD+ , and the self-correlation, RP. The algorithm
can be designed to automatically detect the self-correlation peak because it generally
falls within a one pixel radius of the interrogation window offset vector.

5.3.4 Advanced Digital Interrogation Techniques

The transition of PIV from the analog (photographic) recording to digital imaging
along with improved computing resources prompted significant improvements of
interrogation algorithms. The various schemes can roughly be categorized into five
groups:

• single pass interrogation schemes such as presented inWillert & Gharib [107]
• multiple pass interrogation schemes with integer sampling window offset [99,
103].

• coarse-to-fine interrogation schemes (resolution pyramid [33, 86, 105]) or
(flow-)adaptive resolution schemes

http://dx.doi.org/10.1007/978-3-319-68852-7_7
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• schemes relying on the deformation of the interrogation samples according to the
local velocity gradient [76]

• super-resolution schemes and single particle tracking [7, 45, 91]

Especially the combination of the grid refining schemes in conjunction with image
deformation have recently found widespread use as they combine significantly
improved data yield with higher accuracy compared to first-order schemes (rigid
offset of the interrogation sample). The following sections give brief overview of
each of these schemes.

5.3.4.1 Multiple Pass Interrogation

The data yield in the interrogation process can be significantly increased by using
a window offset equal to the local integer displacement in a second interrogation
pass [103]. By offsetting the interrogation windows according to the mean dis-
placement, the fraction of matched particle images to unmatched particle images
is increased, thereby increasing the signal-to-noise ratio of the correlation peak
(see Sect. 6.2.4). Also, the measurement noise or uncertainty in the displacement,
ε, reduces significantly when the particle image displacement is less than half a
pixel (i.e. |d| < 0.5 pixel) where it scales proportional to the displacement [103].
The interrogation window offset can be relatively easily implemented in an existing
digital interrogation software for both single exposure/double frame PIV recordings
or multiple exposure/single frame PIV recordings described in the previous section.
The interrogation procedure could take the following form:

Step 1: Perform a standard digital interrogation with an interrogation window offset
close to the mean displacement in the data.

Step 2: Scan the data for outliers using a predefined validation criterion as described
in Sect. 7.1. Replace outlier data by interpolating from the valid neighbors.

Step 3: Use the displacement estimates to adjust the interrogation window offset
locally to the nearest integer.

Step 4: Repeat the interrogation until the integer offset vectors converge to±1 pixel.
Typically three passes are required.

The speed of this multiple pass interrogation can be increased significantly by com-
paring the new integer window offset to the previous value allowing unnecessary
correlation calculations to be skipped. The data yield can be further increased by
limiting the correlation peak search area in the last interrogation pass.

As pointed out by Wereley &Meinhart [99] a symmetric offset of the inter-
rogation samples with respect to the point of interrogation corresponds to a central
difference interrogationwhich is second-order accurate in time in contrast to a simple
forward differencing scheme that simply adds the offset to the interrogation point
(see Fig. 5.22).

http://dx.doi.org/10.1007/978-3-319-68852-7_6
http://dx.doi.org/10.1007/978-3-319-68852-7_7


5.3 PIV Evaluation 171

Fig. 5.22 Sampling window shift using a forward difference scheme (left) and central difference
scheme, right (from [76])

5.3.4.2 Grid Refining Schemes

The multiple pass interrogation algorithm can be further improved by using a hierar-
chical approach in which the sampling grid is continually refined while the interro-
gation window size is reduced simultaneously. This procedure, originally introduced
by Soria [86] and Willert [105], has the added capability of successfully utiliz-
ing interrogation window sizes smaller than the particle image displacement. This
permits the dynamic spatial range (DSR) to be increased by this procedure. This is
especially useful inPIV recordingswith both a high imagedensity and ahighdynamic
range in the displacements. In such cases standard evaluation schemes cannot use
small interrogation windows without losing the correlation signal due to the larger
displacements (one-quarter rule, [44]). Instead the offset of the interrogation win-
dow at subsequent iterations allows to circumvent the above rule and obtain good
correlation signal even for interrogation windows smaller than the particle image
displacement. However, a hierarchical grid refinement algorithm is more difficult to
implement than a standard interrogation algorithm. Such an algorithm may look as
follows:

Step 1: Start with a large interrogation sample that is known to capture the full
dynamic range of the displacements within the field of view by observing
the one-quarter rule (p. 156).

Step 2: Perform a standard interrogation using windows that are large enough to
obey the one-quarter rule.

Step 3: Scan for outliers and replace by interpolation. As the recovered displace-
ments serve as estimates for the next higher resolution level, the outlier
detection criterion should bemore stringent than that for single-step analysis
to prevent possible divergence of the new estimate from the true value [82].

Step 4: Project the estimated displacement data on to the next higher resolution
level. Use this displacement data to offset the interrogation windows with
respect to each other.
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Step 5: Increment the resolution level (e.g. halving the size of the interrogation
window) and repeat steps 1 through 4 until the actual image resolution is
reached.

Step 6: Finally perform an interrogation at the desired interrogation window size
and sampling distance (without outlier removal and smoothing). By limiting
the search area for the correlation peak the final data yield may be further
increased because spurious, potentially stronger correlation peaks can be
excluded if they fall outside of the search domain.

In the final interrogation pass the window offset vectors have generally converged to
±0.5 pixel of the measured displacement thereby guaranteeing that the PIV image
was optimally evaluated. The choice for the final interrogation window size depends
on the particle image density. Below a certain number of matched pairs in the interro-
gation area (typicallyNI < 4) the detection rate will decrease rapidly (see Chap.9).
Figure5.23 shows the displacement data of each step of the grid and interrogation
refinement.

The processing speed may be significantly increased by down-sampling the
images during the coarser interrogation passes. This can be achieved by consoli-
dating neighboring pixel by placing the sum of a block of N × N into a single pixel
(pixel binning) [105]. This allows the use of smaller interrogation samples that are
evaluated much faster. In fact, a constant size of the correlation kernel can be used
regardless of the image resolution (e.g. a 4× down-sampled image interrogated by
a 32 × 32 pixel sampling window corresponds to a 128 × 128 pixel sample at the
initial image resolution).

5.3.4.3 Image Deformation Schemes

The particle image pattern displacement is measured by cross-correlation under the
assumption that the motion of the particles image within the interrogation window
is approximately uniform. In practice this condition is often violated as most flows
of interest produce a velocity distribution with significant velocity gradients due to
shear layers and vortices. In these cases the cross-correlation peak produced by image
pairs with a different velocity becomes broader and it can split into multiple peaks
due to large velocity differences across the window (Fig. 5.24).

As a result, the measurement of velocity in presence of large velocity gradient
(e.g. in the core of a vortex, Fig. 5.23) is affected by larger uncertainty and suffers
from a higher vector rejection rate. The window deformation technique is meant
to compensate the in-plane velocity gradient and the peak broadening effect. Both
can be largely reduced when the two PIV recordings are deformed according to an
estimation of the velocity field. The technique can be implemented within the multi-
grid method [86, 105] described before (see Sect. 5.3.4.2). The main advantage with
respect to themulti-gridwindow shiftingmethod is an increased robustness and accu-
racy over shear flows such as boundary layers, vortices and turbulent flows in general.
The basic principle is illustrated in Fig. 5.25, where a continuous image deforma-

http://dx.doi.org/10.1007/978-3-319-68852-7_9
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(a) (b)

(c) (d)

Fig. 5.23 Iteration steps used in a multiple pass, multi-grid interrogation process. The gray squares
in the lower left of each data set indicate the size of the utilized interrogation window. In the first
pass the original image was downsampled 3 times using pixel binning
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Fig. 5.24 Discrete spatial correlation map in a shear flow. Interrogation with 1-step correlation.
The peak broadens and splits into several individual peaks
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(a) (b) (b’)

Fig. 5.25 Principle of the window deformation technique. Left: tracer pattern in the first exposure.
Right: tracer pattern at the second exposure (solid circles represent the tracers correlated with the
first exposure in the interrogationwindow). In grey deformedwindow according to the displacement
distribution estimated from a previous interrogation

Fig. 5.26 Graphical scheme of the image deformation technique with one multi-grid step. Non-
deformed interrogation windows as solid lines and deformed windows as dashed lines

tion progressively transforms the images towards two hypothetical recordings taken
simultaneously at time t + Δt/2.

In analogy with the discrete window shift technique, this method is referred to
as window deformation; however, the efficient implementation of the procedure is
based on the deformation of the entire PIV recordings, which is sometimes referred
to as image deformation (Fig. 5.26). The two approaches are therefore synonyms of
the same concept. The image deformation technique can be summarized as follows:
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Step 1: Standard digital interrogation with an interrogation window complying with
the one quarter rule (p. 156)

Step 2: Low-pass filtering of the velocity vector field. A filter kernel equivalent to
the window size is sufficient to smooth spurious fluctuations and suppress
fluctuations at sub-window wavelength. Moving average filters or spatial
regressionwith a 2nd order least squares regression are suitable choices [82].

Step 3: Deformation of the PIV recordings according to the filtered velocity vec-
tor field with a central difference scheme. The image resampling scheme
influences the accuracy of the procedure [5]. For typical PIV images with
particle image diameter of 2 to 3 pixel, high order schemes (cardinal inter-
polation, B-splines) yield better results than low order interpolators (bilinear
interpolation) [95, 97].

Step 4: Further interrogation passes on the deformed images with an interrogation
window reduced in size, yet containing at least 4 image pairs.

Step 5: Add the result of the correlation to the filtered velocity field.
Step 6: Scan the velocity vector field for outliers and replace these by interpolation.
Step 7: Repeat steps 2 to 6 two or three times. With each iteration the incremental

change in the displacement field will decrease.

In analogy to the standard cross-correlation function given inEq. (5.1) the equation
used for the spatial cross-correlation for deformed images reads as follows:

RII(x, y) =
K∑

i=−K

L∑

j=−L

Ĩ (i, j) Ĩ ′(i + x, j + y) . (5.7)

where Ĩ (i, j) and Ĩ ′(i, j) are the image intensities reconstructed after deformation
using the predicted deformation field Δs(x) in a central difference scheme:

Ĩ (x) = I

(
x − Δs(x)

2

)
(5.8)

Ĩ ′(x) = I ′
(
x + Δs(x)

2

)
(5.9)

The deformation field Δs(x) is a spatial distribution which generally is not uni-
form and therefore requires interpolation at each pixel in the image. Here a truncation
of theTaylor series at the first order term is commonly sufficient for the reconstruction
of the local displacement:

Δs1(x) = Δs(x0) + ∇[Δs(x0)] · (x − x0) + · · · + O(x − x0)2 (5.10)

Here x0 denotes the position of the center of the interrogation window. Since the
size of the interrogation window normally exceeds the spacing of the displacement
vectors (overlap factor 50–75%) the displacement distribution within the window is
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Fig. 5.27 Correlation map of a shear flow as in Fig. 5.24 with multi-step correlation and window
deformation. A single peak can be clearly distinguished from the correlation noise with a correlation
coefficient of 99.5% compared to 27.3% for the undeformed image

a piecewise linear function resulting in a higher order approximation of the velocity
distribution within the window. Dedicated literature on the performance of velocity
field interpolators indicates that B-splines are an optimal choice in terms of accuracy
and computational cost [4].

When steps 2–6 are repeated a number of times, the distance between particle
image pairs is minimized and Ĩ (i, j) and Ĩ ′(i, j) tend to coincide except for out-of-
plane particle motion and shot-to-shot image intensity variation. As a consequence,
the correlation function returns a peak located at the center of the correlation plane.

The procedure has the additional benefits of yielding a more symmetrical cor-
relation peak, approximately at the origin of the correlation plane, reducing uncer-
tainties due to distorted peak shape or inaccurate peak reconstruction (see Figs. 5.27
and 5.28). Another advantage is that the spatial resolution is approximately dou-
bled with respect to a rigid window interrogation [82], with the caveat of a selective
amplification of wavelengths smaller than the interrogation window (see Fig. 5.29).
The latter needs to be compensated for by low-pass filtering the intermediate
result [82] (see Fig. 5.30).

5.3.4.4 Image Interpolation for PIV

Due to the continuously varying displacement field, the intensity of the deformed
images needs to be resampled (e.g. by interpolation) at non-integer pixel locations,
which increases the computational load of the technique. Depending on the choice
of interpolator significant bias errors may be introduced as shown in Fig. 5.31. The
data was obtained from synthetic images with constant particle image displacement
using the Monte Carlo methods described in Sect. 6.2.1. Polynomial interpolation
produces a significant bias error up to one fifth of a pixel and are not particularly
suited for this purpose.

A review of the topic on the background of medical imaging along with a per-
formance comparison is given by Thévenaz et al. [95]. They suggest the use of
generalized interpolation with non-interpolating basis functions such as B-splines

http://dx.doi.org/10.1007/978-3-319-68852-7_6
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Fig. 5.28 Displacement error as a function of the particle image displacement (32 × 32 pixel
window size). � 1-step cross-correlation; • window deformation

Fig. 5.29 Sine wave test:
normalized amplitude
response as a function of the
normalized window size.
Solid line: theoretical
response (sinc); � 1-step
cross-correlation; • window
deformation with 2nd order
least squares filter; ◦ window
deformation without filtering

or shifted bi-linear interpolation in favor of more commonly used polynomial or
bandlimited sinc-based interpolation.

In contrast to many other imaging applications, a properly recorded PIV image
generally contains almost discontinuous data with significant signal strength
in the shortest wavelengths close to the sampling limit (i.e. strong intensity
gradients). Because of this the image interpolator should primarily be capable
of properly reconstructing these steep intensity gradients. A concise comparison
of various advanced image interpolators for use in PIV image deformation is
provided by Astarita & Cardone [5]. In accordance to the findings reported by
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Fig. 5.30 Block diagram of
the iterative image
deformation interrogation
method with filtered
predictor

Thévenaz et al. [95], they suggest the use of B-splines for an optimum balance
between computational cost and performance. The bias error for B-splines of third
and fifth order shown in Fig. 5.31 clearly supports this. If higher accuracy is required
then sinc-based interpolation, such as Whittaker reconstruction [79], or FFT-based
interpolation schemes [110] with a large number of points should be used. However,
processing time may increase an order of magnitude.

5.3.4.5 Iterative PIV Interrogation and Its Stability

Multi-step analysis of PIV recordings can be seen as comprising of two procedures:
(1) Multi-grid analysis where the interrogation window size is progressively

decreased. This process eliminates the one-quarter rule constraint and usually termi-
nates when the required window size (the smallest) is applied.

(2) Iterative analysis at a fixed sampling rate (grid spacing) and spatial resolution
(window size). This process further improves the accuracy of the image deformation
and enhances the spatial resolution.

In essence the iterative analysis can be described by a predictor-corrector process
governed by the following equation:
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Fig. 5.31 Bias error in
image deformation PIV
processing for three image
interpolation schemes.
Particle image diameter:
dτ = 2.0 (top), dτ = 4.0
(bottom)
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Δsk+1(x) = Δsk(x) + Δscorr(x) (5.11)

where Δsk+1 indicates the result of the evaluation at the kth iteration. The correc-
tion term Δscorr can be viewed as a residual and is obtained by interrogating the
deformed images as calculated by the central difference expression Eq. (5.8). The
procedure can be repeated several times, however two to three iterations are already
sufficient to achieve a converged result with most of the in-plane particle image
motion compensated through the image deformation.

The iterative scheme introduced above appears very logical and its simplicity
makes it straightforward to implement, which probably explains why it has been so
broadly adopted in the PIV community [21, 35, 78, 79, 99]. However, when such
iterative interrogation is performed without any spatial filtering of the velocity field,
the process produces spurious oscillations of small amplitude that grow with the
number iterations. The instability arises from the sign reversal in the sinc shape of
the response function associated to the top-hat function of the interrogation window.
For instance, taking two almost identical images except for artificial pixel noise, the
displacement field measurement after some iterations begins to oscillate at a spatial
wavelength λunst ≈ 2/3DI and yields a wavy pattern [82].
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The above result is consistent with the response function of a top-hat weighted
interrogation window being rs = sin(x/DI)/(x/DI). Therefore wavelengths in
the range with negative values of the sinc function are systematically amplified.
The iterative process requires stabilization by means of a low-pass filter applied to
the updated result (Fig. 5.30), which damps the growth of fluctuations at wavelengths
smaller than the window size. A moving average filter with a kernel size correspond-
ing to that of the interrogation window is more than sufficient to stabilize the process.

However, filtering with a second order least-squares spatial regression allows to
both maximize spatial resolution and minimize the noise. Other means of stabi-
lization are based on interrogation window weighting techniques (e.g. Gaussian or
LFC [58]). A numerical simulation using a sine-modulated shear flow shows that
the single-pass cross-correlation amplitude modulation (empty squares in Fig. 5.29)
follows closely that of a sinc function with a 10% cut-off occurring when the window
size is about one-quarter the spatial wavelength (DI/λ = 0.25). The iterative inter-
rogation (full circles in Fig. 5.29) delays the cut off at DI/λ = 0.65. This implies
that with a window size of 32 pixel the single-step cross-correlation is only capable
of accurately recovering fluctuations with a wavelength larger than 120 pixel. The
minimum wavelength reduces to 50 pixel with the iterative deformation interroga-
tion. The higher response of the iterative interrogation without filter (empty circles
in Fig. 5.29) is only hypothetical because the process is unstable and the error is
dominated by the amplified wavy fluctuations.

In conclusion the spatial resolution achieved with iterative deformation is about
twice as high than that of the single-step or window-shift procedure. It should be
retained in mind that the increase in resolution becomes only effective when the
velocity field is sampled spatially at a higher rate, that is, increasing the overlap
factor to 75% between adjacent windows instead of 50%. Otherwise, the error com-
mitted when evaluating for instance the velocity spatial derivatives is dominated by
numerical truncation due to the large distance between neighboring vectors.

5.3.4.6 Adaptive Interrogation Techniques

The iterative multi-grid interrogation may help in increasing the spatial resolution
by decreasing the final window size. However, in several cases the flow and the flow
seeding distribution are not homogeneous over the observed domain. In this case,
the optimization rules for interrogation can only be satisfied in an average sense
and local non-optimal conditions may occur such as poor correlation signal or too
low flow sampling rate. Moreover, the window filtering effect can be minimized
when the flow exhibits variations along a preferential direction. For instance, in case
of stationary interfaces an adaptive choice of the interrogation volume shape and
orientation may contribute to achieve further improvements especially when dealing
with shear layers [93] or shockwaves [94]. Themain rationale behind adaptive choice
of the interrogation window is that, maintaining its overall size, one can reduce its
length in one direction and compensate it enlarging the window in the orthogonal
direction. The parameter governing this choice can be the velocity gradient or higher
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Fig. 5.32 Examples of adaptive shape and orientation of the interrogation window. A coin like
shape is mostly useful to improve resolution in the wall-normal direction of a boundary layer. Cigar
like shape improves the resolution in the core of a vortex

spatial derivative [77], but also more simply the direction of a solid surface nearby.
Spatial adaptivity is particularly attractive for 3DPIVwhere the interrogation volume
can be shaped as flat as a coin or elongated as a cigar depending on the velocity
gradient topology [59] (Fig. 5.32).

5.3.4.7 Non-correlation-Based Interrogation Techniques

Other interrogation algorithms exist that do not rely on cross-correlation. Most work
has been devoted to image motion estimation, also referred to as optical flow, which
is a fundamental issue in low-level vision and has been the subject of substantial
research for application in robot navigation, object tracking, image coding or struc-
ture reconstruction [6, 34]. These applications are commonly confronted with the
problem of fragmented occlusion (i.e. looking through branches of a tree) or depth
discontinuities in space, which are analogous to shocks within fluid flows.

Optical flow for the analysis of PIV images was first reported by Quenot

et al. who investigated a thermally driven flow of water [67]. Further implemen-
tations of optical flow adapted to the evaluation of PIV images have been reported by
Ruhnau et al. [72, 73]. The potential of optical flow for achieving high spatial res-
olution and accurate results in high-gradient regions was demonstrated in the scope
of the “International PIV-Challenge” [88–90]. One known deficiency of established
optical flow techniques available in computer vision is their instability in the presence
of out-of-plane motion of particles that is associated with a loss of image correspon-
dence. Therefore additional constraints have to be implemented in the algorithms
to successfully apply them to PIV recordings [72, 73]. The latter can potentially
be resolved by the application of optical flow techniques to 3D experiments, which
remains to date a topic of research.

The degree of image matching can be evaluated not only by intensity multiplica-
tion as in the case of cross-correlation, but also by calculating the difference between
two patterns. The method of minimum quadratic differences (MQD) is based on
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the difference between the reference and search template. The application to PIV
has been investigated by Gui & Merzkirch [29, 30] among others. The method
performs similar to cross-correlation analysis in terms of accuracy of displacement
estimation. The potential advantage of the method is that the operation of difference
can be more easily accelerated than the multiplication with dedicated micropro-
cessors. One of the shortcomings of MQD is the higher sensitivity to variations in
the illumination between the two exposures, which needs to be accounted for with
intensity equalization.

The least-squares matching algorithm is based on MQD operations, but the func-
tion to be minimized is not defined in the physical space of spatial shift, but in that
of the coefficients of affine transformations (shift, rotation, dilation, shear) [46]. The
method is therefore also very well suited to the analysis of flows with a variety
of length scales where the deformation in between the two recordings cannot be
neglected.

Earlier work from Tokumaru & Dimotakis [96] presented the image corre-
lation velocimetry (CIV), followed by a number of optimizations by Fincham &

Delerce [21] leading to an algorithm performing iterative window refinement,
including the deformation, comparable to that based on cross-correlation.

5.3.5 Cross-Correlation Peak Detection

One of the most crucial, but not necessarily easily understood features of digital PIV
evaluation, is that the position of the correlation peak can be estimated to subpixel
accuracy. Estimation accuracies of the order of 1/10–1/20th of a pixel are realistic
for 32 × 32 pixel samples from 8-bit digital images. Simulation data such as those
presented in Sect. 6.1 can be used to quantify the achievable accuracy for a given
imaging setup.

Since the input data itself is discretized, the correlation values exist only for
integral shifts. The highest correlation value would then permit the displacement
to be determined only with an uncertainty of ±1/2 pixel. However, with the cross-
correlation function being a statistical measure of best match, the correlation values
themselves also contain useful information. For example, if an interrogation sample
contains ten particle image pairs with slightly varying shift of 2.5 pixel on average,
then from a statistical point of view, five particle image pairs will, for instance
contribute to the correlation value associated with a shift of 2 pixel, while the other
five will indicate a shift of 3 pixel. As a result, the correlation values for the 2 pixel
and 3 pixel shifts will have the same value. An average of the two shifts will yield an
estimated shift of 2.5 pixel. Although rather crude, the example illustrates that the
information hidden in the correlation values can be effectively used to estimate the
mean particle image shift within the interrogation window.

A variety of methods of estimating the location of the correlation peak have been
utilized in the past. Centroiding, which is defined as the ratio between the first order
moment and zeroth order moment, is frequently used, but requires a method of

http://dx.doi.org/10.1007/978-3-319-68852-7_6


5.3 PIV Evaluation 183

defining the region that comprises the correlation peak. Generally, this is done by
assigning a minimum threshold value separating the correlation peak signal from the
background noise. The method works best with broad correlation peaks where many
values contribute in themoment calculation. Nevertheless, separating the signal from
the background noise is not always straightforward.

A more robust method is to fit the correlation data to some function. Especially
for narrow correlation peaks, the approach of using only three adjoining values to
estimate a component of displacement has become wide-spread. The most common
of these three-point estimators are listed in Table5.1, with the Gaussian peak fit
most frequently implemented. The reasonable explanation for this is that the particle
images themselves, if properly focused, describe Airy intensity functions which are
approximated very well by a Gaussian intensity distribution (see Sect. 2.5.1). The
correlation between twoGaussian functions can be shown also to result in a Gaussian
function.

The three-point estimators typically work best for rather narrow correlation peaks
formed from particle images in the 2–3 pixel diameter range. Simulations such as
those shown in Fig. 6.12 indicate that for larger particle images the achievable mea-
surement uncertainty increases which can be explained by the fact that, while the
noise level on each correlation value stays nearly the same, the differences between
the three adjoining correlation values become too small to provide a reliable shift
estimate. In other words, the noise level becomes increasingly significant while the
differences between the neighboring correlation values decrease. In this case, a cen-
troiding approach may be more adequate since it makes use of more values around
the peak than a three-point estimator. If in turn, when the particle images become too
small (dτ < 1.5 pixel), the three-point estimators will also perform poorly, mainly
because the values adjoining the peak are hidden in noise, see Chap.6.

In the remainder we describe the use and implementation of the three-point esti-
mators, which were used for almost all the data sets presented as examples in this
book. The following procedure can be used to detect a correlation peak and obtain a
subpixel accurate displacement estimate of its location:

Step 1: Scan the correlation plane R = RII for the maximum correlation value R(i, j)

and store its integer coordinates (i, j).
Step 2: Extract the adjoining four correlation values: R(i−1, j), R(i+1, j), R(i, j−1) and

R(i, j+1).
Step 3: Use three points in each direction to apply the three point estimator, generally

a Gaussian curve. The formulas for each function are given in Table5.1.

Two alternative peak location estimators also deserve to be mentioned in this context
as they provide even higher accuracy than the previously mentioned methods. First,
the fit to a two-dimensional Gaussian, as introduced by Ronneberger et al. [70], is
capable of using more than the immediate values neighboring the correlation maxi-
mum and also recovers the aspect ratio and skew of the correlation peak. Therefore,
it is well suited in the position estimation of non-symmetric (e.g. elliptic) correlation
peaks.

http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dx.doi.org/10.1007/978-3-319-68852-7_6
http://dx.doi.org/10.1007/978-3-319-68852-7_6
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Table 5.1 Three-point estimators for determining the displacement from the correlation data at the
subpixel level

Fitting function Estimators

Peak centroid
f (x) = first order moment

zero order moment

x0 = (i − 1)R(i−1, j) + i R(i, j) + (i + 1)R(i+1, j)

R(i−1, j) + R(i, j) + R(i+1, j)

y0 = ( j − 1)R(i, j−1) + j R(i, j) + ( j + 1)R(i, j+1)

R(i, j−1) + R(i, j) + R(i, j+1)

Parabolic peak fit
f (x) = Ax2 + Bx + C

x0 = i + R(i−1, j) − R(i+1, j)

2 R(i−1, j) − 4 R(i, j) + 2 R(i+1, j)

y0 = j + R(i, j−1) − R(i, j+1)

2 R(i, j−1) − 4 R(i, j) + 2 R(i, j+1)

Gaussian peak fit

f (x) = C exp
[−(x0−x)2

k

] x0 = i + ln R(i−1, j) − ln R(i+1, j)

2 ln R(i−1, j) − 4 ln R(i, j) + 2 ln R(i+1, j)

y0 = j + ln R(i, j−1) − ln R(i, j+1)

2 ln R(i, j−1) − 4 ln R(i, j) + 2 ln R(i, j+1)

f (x, y) = I0 exp

[
−(x − x0)2

(1/8) dτ x
2 − (y − y0)2

(1/8) dτ y
2 − kxy(x − x0)(y − y0)

dτ x dτ y

]
(5.12)

The expression given in Eq. (5.12) contains a total of six coefficients that need to be
solved for: dτ x and dτ y define the correlation peak widths along x and y respectively,
while kxy describes the peak’s ellipticity. The correlation peak maximum is located
at position coordinates x0 and y0 and has maximum peak height of I0. The solution of
Eq. (5.12) can usually only be achieved by nonlinear regressionmethods, utilizing for
instance a Levenberg-Marquardt least-squares minimization algorithm [66]. If only
3 × 3 points are used the coefficients in Eq. (5.12) can also be solved for explicitly
in a least squares sense [57].

The second estimator is based on signal reconstruction theory and is often referred
to as Whittaker or cardinal reconstruction [49, 69]. The underlying function is a
superposition of shifted sinc functions whose zeroes coincide with the sample points.
Values between the sample points (i.e. correlation values) are formed from the sum
of the sinc functions. Since the reconstructed function is continuous, the position of
the peak value between the sample points has to be determined iteratively using for
instance Brent’s method [66]. In principle all correlation values of the correlation
plane could be used for the estimation, but in practice it suffices to perform one-
dimensional fits on the row and column intersecting the maximum correlation value.
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5.3.5.1 Multiple Peak Detection

To detect a given number of peaks, n, within the same correlation plane, a different
search algorithm is necessary which sorts out only the highest peaks. In this case it is
necessary to extract local maxima based on neighborhood analysis. This procedure
is especially useful for correlation data obtained from single frame/multiple exposed
PIV recordings.Also,multiple peak information is useful in caseswhere the strongest
peak is associated with an outlier vector. An easily implemented recipe based on
looking at the adjoining five or nine (3 × 3) correlation values is given here:

Step 1: Allocate a list to store the pixel coordinates and values of the n highest
correlation peaks.

Step 2: Scan through the correlation plane and look for values which define a local
maximum based on the local neighborhood, that is, the adjoining 4 or 8
correlation values.

Step 3: If a detected maximum can be placed into the list, reshuffle the list accord-
ingly, such that the detected peaks are sorted in the order of intensity. Con-
tinue with Step 2 until the scan through the correlation plane has been
completed.

Step 4: Apply the desired three-point peak estimators of Table5.1 for each of the
detected n highest correlation peaks, thereby providing n displacement esti-
mates.

5.3.5.2 Displacement Peak Estimation in FFT-Based Correlation Data

As already described in Sect. 5.3.1.1 the assumption of periodicity of both the data
samples and resulting correlation plane brings in a variety of artifacts that need to be
dealt with properly.

The most important of these is that the correlation plane, due to the method of
calculation, does not contain unbiased correlation values, and results in the displace-
ment to be biased to lower magnitudes (i.e. bias error, p. 156). This displacement bias
can be determined easily by convolving the sampling weighting functions, generally
unity for the size of the interrogation windows, with each other. For example, the
circular cross-correlation between two equal sized uniformly weighted interrogation
windows results in a triangular weighting distribution in the correlation plane. This
is illustrated in Fig. 5.33 for the one-dimensional case.

The central correlation value will always have unity weight. For a shift value of
N/2 only half the interrogation windows’ data actually contribute to the correla-
tion value such that it carries only a weight of 1/2. When a three-point estimator is
applied to the data, the correlation value closer to the origin is weighted more than
the value further out and hence the magnitude of the estimated displacement will
be too small. The solution to this problem is very straightforward: before applying
the three-point estimator, the correlation values RII have to be adjusted by divid-
ing out the corresponding weighting factors. The weight factors can be obtained by
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Fig. 5.33 Effective correlation value weighting in FFT-based ‘circular’ cross-correlation calcula-
tion: a for interrogation windows of equal size, and b for interrogation windows of unequal size
(using zero-padding on signal f )

convolving the image sampling function with itself – generally a unity weight, rect-
angular function – as illustrated in Fig. 5.33a. In the case where the two interrogation
windows are of unequal size a convolution between these two sampling functions
will yield a weighting function with unity weighting near the center (Fig. 5.33b).
The extension of the method to nonuniform interrogation windows is of course also
possible.

On a related note it should be mentioned that many FFT implementations result
in the output data to be shuffled. Often the DC-component is found at index (0) with
increasing frequencies up to index (N/2−1). The next index, (N/2), is actually both
the highest positive frequency and highest negative frequency. The following indices
represent the negative frequencies in descending order such that index (N −1) is the
lowest negative frequency component. By periodicity, the DC component reappears
at index (N ). In order to achieve a frequency spectrum with the DC component in
the middle, the entire data set has to be rotated by (N/2) indices. As illustrated in
Fig. 5.34 two-dimensional FFT-data has to be unfolded in a corresponding manner.

For correlation planes calculated by means of a two-dimensional FFT, the zero-
shift value (i.e. origin) would initially appear in the lower left corner which would
make a similar unfolding of the resulting (periodic) correlation data necessary. With-
out unfolding, negative displacement peaks will actually appear on the opposite side.
However, a careful implementation of the peak finding algorithm allows proper peak
detection and shift estimation without having to unscramble to the correlation plane
first.
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Fig. 5.34 Spatially folded output from a two-dimensional FFT routine (a) requires unfolding to
the place the origin back at the center of the correlation plane (b)

5.3.6 Interrogation Techniques for PIV Time-Series

The availability of high-speed PIV hardware (see Sect. 3.1.5) makes it possible to
record several subsequent images with short time separation such that one can ana-
lyze the motion of the tracers over more than just two recordings. The interrogation
of time-series takes advantage of two fundamental aspects: first, the time between
exposures can locally varied, such to avoid the case of too small or too large displace-
ment [31]; secondly, the availability of more time samples enables a time-accurate
analysis that takes into account the time-varying behavior of the particles veloc-
ity [50]. Some techniques that have exploited these advantages are briefly described
below.

Multi-frame cross-correlation: The time separation between images for cross
correlation can be varied at choice for instance obtaining an almost constant dis-
placement even for flows with large velocity variations, as outlined in Fig. 5.35. By
this technique, the time separation between frames can be chosen freely, such that the
particle image displacement remains within a favorable range (typically between 5
and 10 pixel) [31]. As a result, also regions at low velocity are represented with large
enoughdisplacement and the overall dynamic range of the technique is increased. The
separation between frames needs to obey also additional constraints, most notably
out-of-plane motion and in-plane velocity gradient [31].

Sliding Average cross-correlation: When multiple frames are used for cross-
correlation the random error can be reduced if the correlation maps are combined
(see Fig. 5.36). If constant time separation is applied, the method refers to sliding
average correlation.Averaging several correlationmaps has a beneficial effect similar
to the correlation based correction method [32] or the ensemble correlation [75] with
a significant increase of signal-to-noise ratio and a reduction of the random error
component. A simple criterion to select the maximum number of frames is that the
fluid motion during the overall time does not exceed the length of the interrogation
window, otherwise spatio-temporal averaging effects will become significant.

Pyramid correlation algorithm: The beneficial aspects of multi-frame analysis
and correlation averaging are combined in the pyramid correlation algorithm [84].

http://dx.doi.org/10.1007/978-3-319-68852-7_3
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Fig. 5.35 Single-pair cross-correlation withmulti-frame analysis. The particle image displacement
is maintained constant varying the time separation Δt between frames. Velocity dynamic range is
increased

Fig. 5.36 Sliding average cross-correlation. The correlation map from successive pairs at fixed
time separation Δt is averaged. Signal-to-noise ratio is increased

In this case, cross-correlation is evaluated between all possible pairs within a chosen
group of subsequent frames. First, the correlation maps obtained at fixed time sep-
aration are averaged. Subsequently, the combination of correlation maps obtained
at different heights of the pyramid (i.e. with different time separation) requires a
rescaling (homothetic transformation) before being averaged again. As a result, the
method offers an increased signal-to-noise ratio along with a higher dynamic range.

The above methods can be implemented making use of the image deformation
technique after a first evaluation step is made to estimate the in-plane displacement
and deformation field.

The fluid trajectory correlation (FTC) technique [50] is based on multi-frame
analysis. The technique takes a short sequence of recordings. Cross-correlation is
applied from a given frame (typically in the middle of the series) to the other frames.
With an iterative procedure (predictor-corrector) the path of the fluid element cor-
responding to the tracers inside the window, is built with cross-correlation. This
algorithm offers the advantage of a high velocity dynamic range, based on the longer
time of the sequence. Since FTC is based on aLagrangian cross-correlation approach,
it allows a longer time kernel compared to the above techniques, based on a Eulerian
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Fig. 5.37 Fluid trajectory correlation. The velocity along a finite interval of fluid path is estimated
by cross correlation among the (time) center window and the preceding and successive recordings.
The high-dynamic range results from the long kernel used and the lower truncation errors due to
high-order trajectory modeling

(local) analysis scheme. As a result, the measurement precision error scales as N−3/2

where N is the number of considered frames (Fig. 5.37).
A further improvement on this approach is given by the fluid trajectory ensemble

evaluation (FTEE) [37] which realizes the objectives of FTC with a more robust
ensemble cross-correlation based on the pyramid scheme.

5.4 Particle Tracking Velocimetry

The spatial resolution in PIV evaluation can be even further increased by eventually
tracking the individual particle images, a procedure referred to as super-resolution
PIV by Keane et al. [44] who applied the technique to double-exposure images.
A similar procedure was also implemented for image pairs by Cowen & Moni-

smith [18] for the study of a flat plate turbulent boundary layer.
The working principle of PTV can be briefly by the following operations:

1. Detectionof particle images fromeach recording.This is usually doneby eliminat-
ing background intensity and analyzing the images in search of a local maximum.

2. Forming a vector of particle positions at each of the two time instants with sub-
pixel accuracy. The same procedure as discussed above for the correlation peak
fit is usually followed.

3. Pairing particle images corresponding to the same physical tracer. Here the most
common criterion for a simple analysis is that the image pair with closest distance
corresponds to the correct pair.

Although the above approach works on a pair of images it becomes generally
much more reliable when working with image sequences, because the probability of
spurious pairing over a sequence becomes much smaller than that for a single pair
of images. PTV schemes applied to single image pairs can only rely on additional
information and constraints such as the time regularity of particle image intensity.

Predictor-corrector schemes where a-priori knowledge of the velocity field is
imposed to match particle images have been applied in numerous versions and they
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can be used to make the technique more robust. The latter are often based on the
availability of more robust PIV analysis for the large scale motions. While many
implementations rely on detection and position estimation of particle images prior
to matching, other schemes prefer to use cross-correlation of small samples (typ.
8 × 8 pixel) centered on the detected individual particle image. The existence of a
matched pair is confirmed by applying the procedure in reverse by starting from the
second particle image. The main advantage of the correlation- based approach is the
increased robustness in presence of overlapping images, and thus more suited for
high particle image density data.

The PTV analysis offers a number of advantages. First, the velocity information
is obtained with higher spatial localization as a velocity vector pertains to a single
particle image, which is significantly smaller than the interrogation window used
for cross-correlation. The measurements are therefore not affected by bias errors
due to spatial averaging [39]. Consequently, the technique is well suited to analyze
flows with strong velocity gradient, such as for instance turbulent boundary layers.
Second, PTV is less prone to bias errors in the case of inhomogeneous seeding
distributions. This is important for near wall flow measurements for instance, as
the seeding concentration drops towards the wall due to the Saffman effect (see
Sect. 2.1.3).

Finally, the spatial resolution ofmean velocity distribution can be virtually achieve
sub-pixel level. This is made possible by determining the particle location with sub-
pixel precision. This holds true until the resolution becomes comparable to the parti-
cle image diameter. The final resolution of the measurement is ultimately determined
by the diameter of the tracer particle and therefore flow structures smaller than the
diameter cannot be resolved. However, the latter limit is only reached for high mag-
nification imaging in microfluidics or by using a long-range microscope.

A final interesting feature of the PTV technique is that it can be applied for
measurements at low seeding concentration, thereby reducing the contamination of
the flow facilities due to excessive seeding. On the other hand, the analysis of particle
images with PTV technique is notably less robust than that based on cross correlation
due to the possibility of spurious pairing between particle images.

5.4.1 Particle Image Detection and Position Estimation

Generally, the particle tracking technique is well suited for accurate flow field mea-
surements at any magnification, provided the seeding concentration is sufficiently
low for a reliable particle image matching between subsequent frames. At high seed-
ing concentrations two major sources of errors can occur. First, the likelihood of
matching non-corresponding particle images increases. This problem can be solved
by using sophisticated particle tracking approaches or by evaluating time resolved
data. However, both strategies require sufficiently smooth flow variations in space
or time, such that spatial homogeneity or temporal smoothness assumptions can
be applied locally. Second, the random error increases, as the likelihood of overlap-

http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Fig. 5.38 Ratio of the
number of overlapping
particle images No versus the
total number of particle
images Np for different
particle image distances L
and particle image
concentrations Nppp in
particles per pixel (from
Cierpka et al. [16])

ping particle images arises with increasing particle image densities. This is caused by
larger uncertainties in the particle image location determination, since themodel used
for the sub-pixel position estimation, normally a Gaussian intensity distribution, is
not appropriate in case of overlapping particle image patterns [17]. Furthermore, the
correct identification of two slightly overlapping particle images becomes increas-
ingly difficult with increasing overlap between particle images. Finally, even if the
positions of both overlapping particle images can be determined, the correct particle
track identification becomes ambiguous, yielding larger uncertainties. Maas [51]
derived an expression connecting the number of individual particle images NP with
the number of overlapping particle images N0 for circular particle images that are
randomly distributed on a sensor with size A.

N0 = (NP − 1) + A

Acrit
·
(
exp

−(NP − 1)Acrit

A
− 1

)
(5.13)

Acrit is the critical area in which a particle image starts to overlap with the boundaries
of another particle image. The boundaries of the particle images are defined to be
at the radial location where the intensity has decreased to e−2 of the peak intensity
value. Thus, the critical area is Acrit = πD2, since particle images share the same
boundary if the centers have a distance of D. If a critical particle image overlap of
50% corresponding to L = D/2 is assumed, the critical area reduces to Acrit = πL2,
with L being the distance of particle image centers that can be separated. Figure5.38
illustrates the ratio of overlapping particle images as a function of L for different
particle image densities Nppp.
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Fig. 5.39 Left, RMS-uncertainty and ratio of valid vectors to total vectors and detected particles
to the number of generated particles for increasing particle image density (D = 5 pixel). Right:
random error of the estimated displacement using PTV and single pixel ensemble-correlation (from
Kähler et al. [40])

For particle image diameters of 2.5 pixel, this results in a fraction of about 20%
overlapping particle images. At a diameter of 5 pixel, the overlap ratio would reach
80% for comparison. Compared to PIV processing, the particle image density can be
reduced by a factor of 6–10 to get almost the same number of vectors. In this case,
only 5% of the particle images overlap at a diameter of 2.5 pixel and 0.005 ppp. One
can either accept these 5% as a loss of information by detecting and rejecting them
or one can use special algorithms like the one of Lei et al. [48] that showed a reliable
position determination for particle images that overlap up to 50% (see Cierpka et
al. [16] for details).

5.4.2 Particle Pairing and Displacement Estimation

The probability of correct particle pairing R12 (Fig. 5.39-left, right axis) decreases
rapidly with the particle image density, whereas, the RMS uncertainty (left axis)
achieves a stable value beyond an image density Ap/Ai = 0.4 [40]. The uncertainty
of the displacement measurement for two different particle image detection methods
is compared to single pixel ensemble correlation [40] showing that for high-quality
imaging conditions, the uncertainty of the particle tracking is rather low and little
dependent upon the particle image diameter as long as D > 2pixel.

5.4.3 Spatial Resolution

One of the commonly adopted tests for spatial resolution is the step-response.
Figure5.40(left) shows that strong flow gradients can be nicely resolved using parti-
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Fig. 5.40 Left, Response to a step-like displacement profile for different digital particle image
sizes computed with PTV algorithms. Right, Step response width of the estimated displacement
with respect to the digital particle image diameter (from Kähler et al. [40])

cle tracking even in case of large particle images, which are typical in microfluidics.
Although the raising uncertainty with increasing particle image diameter is visible,
bias errors due to spatial averaging do not exist, unlike for PIVmethods. The right plot
illustrates that correct measurements can be obtained over a large range of particle
image diameters. In the case of single pixel ensemble-correlation the spatial resolu-
tion is limited by the size of the particle image and in case of spatial cross-correlation
analysis by the size of the interrogation window.

It is evident that the precise determination of the particle image location is an
important aspect of all PTV techniques. To achieve sub-pixel accuracy the dis-
crete particle image distribution is typically approximated by a continuous Gaussian
fit function, where the maximum denotes the particle image center precisely. This
approach is well suited for macroscopic imaging. However, in microscopic domains
with large magnifications different models might be more suitable [71]. A compari-
son of different center determination methods indicated that a Gaussian fit provides
the best trade-off between accuracy and processing time. For a signal to noise ratio of
SNR = 10, the center determination yielded an uncertainty of about 0.05pixel [15].
Peak locking is largely avoidedwhen the particle image diameter is larger than 2 pixel
(see Sect. 6.3 for further details).

5.4.4 Performance of Particle Tracking

Once the positions of the particle images are determined, the challenge of identifying
the correct partners in subsequent frames has to be solved. The most straightforward
method to match corresponding particle images is a nearest neighbor PTV algo-
rithm [52]. This algorithm is suited for very low particle image densities, since the
particle displacements must be smaller than the inner distance between neighboring

http://dx.doi.org/10.1007/978-3-319-68852-7_6
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particles.More elaborate approaches allow increasing theparticle imagedensities and
in turn the information density. These methods comprise artificial neural networks
or relaxation methods that minimize a local or global cost function [65]. Alterna-
tively, Okamoto et al. [61] presented a spring force model, where particle pairs
were identified by searching for the smallest spring force calculated over particles in
a certain neighborhood. Probabilistic approaches that take the motion of neighboring
particles into account show a very high vector yield at larger particle image densities,
however at the expense of spatial resolution as the motion of neighboring particles
must be correlated. Another method to improve the detection of corresponding par-
ticle pairs is the use of a predictor for the displacement. A predictor can significantly
decrease the search area in the second frame and thus improve the match probability
of particles. In general, such predictors can be based on theoretically known velocity
distributions or experimentally obtained PIV evaluations [13, 18, 45, 92]. Brevis
et al. [11] combined a PIV predictor with a relaxation PTV algorithm to further
enhance the performance. However, in comparison with PIV, the gain in resolution is
onlyminor and does not justify the effort inmany cases. A fully PTV-based algorithm
was presented by Ohmi & Li [60], where a case sensitive search radius in the second
frame is used to identify possibly matching particles. This is done for all particles
detected reliably in the first frame. For each possiblematch, the algorithm updates the
probabilities of similar neighbor vectors iteratively. The threshold for the common
motion of the neighboring particles is another parameter that needs to be specified.
To address this drawback, Fuchs et al. [24] introduced a robust and user-friendly
tracking algorithm, where only the displacement limits need to be specified, while
all other parameters do not require any adjustment.

For the identification of the correct displacement of a certain particle, the his-
tograms of all possible displacements of the particle of interest and its neighbors
lying within the specified displacement range are analyzed. The resulting displace-
ment to the subsequent frame showing the lowest deviation from themaximumvalues
of the histogram in each spatial direction is considered to be the most probable dis-
placement for the particle of interest. The algorithm is computationally efficient,
since it does not need to iteratively update probabilities.

Moreover, this non-iterative tracking method (NIT) is capable of yielding reliable
tracking results for large particle image densities. Thus, the method is assessed by
means of the analysis of the first image pair of the synthetic data set 301 (ppp = 0.06),
provided byOkamoto et al. [62]. Figure5.41 gives an overview of the displacement
field of the using the NIT method and clearly only few outliers are yielded, even in
regionswhere the displacements are significantly larger than the distance between the
particles. A closer look on the tracking performance is given Table5.2, comparing
a nearest neighbor (NN) algorithm, the NIT algorithm, and the iterative tracking
(IT) algorithm of Ohmi & Li [60]. The nearest neighbor algorithm fails to provide
reliable tracking results at this high particle image density, as it can only identify 868
out of 4042 actual tracks. Furthermore, the number of invalid and not detected tracks
is large. Both, the IT and the NIT algorithm, show a good tracking performance
with a large number of valid vectors (3846 and 3940, respectively) and only a low
number of invalid and not detected tracks. Thus, the NIT algorithm comes close to
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Fig. 5.41 Displacement field of the first image pair of the synthetic data set 301, provided by
Okamoto et al. [62]. Using the non-iterative algorithm introduced by Fuchs et al. [24], the dis-
placements can be determined reliably, even in regions where the displacements are significantly
larger than distance between the particles (from Fuchs et al. [24])

Table 5.2 Tracking performance for the analysis of the first frame of the synthetic data set 301
(Okamoto et al. [62]). Comparison among nearest neighbor (NN), non-iterative (NIT) and iterative
(IT) (Ohmi & Li [60])

Tracks: 4042 NN NIT IT

Valid 868 3846 3940

Invalid 1840 91 50

Not detected 3174 196 102

Fig. 5.42 Schematic of the
working principle of a
four-frame method. The
circles indicate the search
area for the corresponding
frames (from Cierpka

et al. [16])

the IT algorithm in terms of performance, while offering the advantage being less
user dependent, which is an important feature for new and inexperienced users.
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5.4.5 Multi-frame Particle Tracking

The accuracy and the robustness of double-frame methods are limited by the fact
that only two recordings are available. Approaches to further enhance the precision
in estimating the flow velocity are based on multi-pulse or multi-frame techniques,
which rely upon the temporal smoothness of the particle trajectory and regularity of
the image signal.Multi-pulse ormulti-frame PTV techniques improve the probability
for correct particle matching by tracking particles over more than two successive
frames [16]. Furthermore, trajectory curvature can be accounted for considering
curved particle pathfitting the particle image positions (seeFig. 5.42). The sameholds
for tangential acceleration along the particle trajectory. The accurate determination
of the local acceleration of the flow is important for unsteady flows and for pressure
estimation from the velocity field (see Sect. 7.6.4).

In a multi-frame algorithm the displacement between the first two particle images
can be reliably obtained making the time interval between frame one and two small
enough (for instance 4–8 pixel). The estimated velocity vector is used as predictor to
point to frame three and similarly towards frame four. The approach can be extended
to more frames when the hardware allows recording longer sequences. The large
observation time interval and thus large displacement yield a high dynamic velocity
range.
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Chapter 6
PIV Uncertainty and Measurement Accuracy

6.1 Common PIV Measurement Error Contributions

The overall measurement error in PIV is a combination of a variety of aspects extend-
ing from the set-up and recording process all the way to the methods of evaluation.
Therefore, errors are introduced in a variety of ways.

Errors due to installation and alignment must first be considered. For instance, if
the light sheet plane is not properly aligned with respect to the desired flow direc-
tion, the projection of the velocity vector in the measurement plane is obtained and
not the flow components of interest. Furthermore, if a significant flow component
perpendicular to the light sheet exists, large perspective errors will be present whose
magnitude rises with increasing distance from the optical axes of the lens, as illus-
trated in Fig. 6.1. These errors can be reduced by decreasing the observation angle
α, which can be done by increasing the working distance d0 or reducing the field
of view by selecting a lens with longer focal length or cropping the PIV images. To
fully compensate for this error, stereoscopic recording approaches are required as
outlined in Sect. 8.1.

Also the calibration procedure frequently contributes an error if the measurement
plane does not perfectly coincide with the plane selected for the calibration. Besides
mechanical misalignment (parallel offset in Z direction or tilt between planes around
the X andY axis), this can easily happen if the calibration conditions are not identical
with themeasurement conditions. For instance, if thewind-tunnel is switched on after
the calibration, the reduced static pressure in the test sectionmay deform thewindows
of the facility slightly and this may alter the light sheet position. The same holds if
the pressure and thus the density in the facility changes during the runtime causing
the light sheet to refract at the air glass interface. These errors are minimized if the
light has an incidence of 90◦ through the wind tunnel window. Furthermore, mirrors
installed in the flow to direct the light sheet to the desired location might slightly
change their orientation when the flow is turned on, which alters the propagation

An overview of the Digital Content to this chapter can be found at [DC6.1].
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Fig. 6.1 Illustration of the perspective error for a constant out-of-plane particle displacement
(ΔZ �= 0) and zero in-plane shift (ΔX = ΔY = 0). A camera with the optical axis in
−Z direction will observe a particle image shift in x and y direction even if only motion in Z
direction is present. The particle displacement is biased and the magnitude and direction depends
on the observation angle α with respect to the optical axis

direction of the light sheet. In addition, it may be that the calibration target is not
accurately manufactured leading to a wrong scaling factor for the conversion of
pixel to meter. Another source of calibration error can occur if the light sheet is
relatively thick and the observation distance short. In this case, the magnification
can vary significantly across the light sheet thickness and the determination of the
flow velocity becomes erroneous. This has to be considered in particular if high
magnification measurements are performed with low observation distance.

Second, errors caused by the system components need to be considered. For
example, if the pulse delay Δt of the light source deviates from the selected number
on the control panel. This is in particular problematic if the pulse delay is in the
nanosecond range because the time delay and the timing errors may have the same
order of magnitude. Sometimes different cable lengths used to trigger the system
components or changing the firing order of the laser oscillators may already cause
a variation of the pulse separation if both oscillators of a double pulse laser are
not perfectly identical. Using a fast diode to monitor the exact pulse delay with
an oscilloscope is recommended for PIV measurements at large Mach numbers or
largemagnifications inmicrofluidics to detect and correct these timing errors. Optical
elements between the particles and the sensor such as glass windows, filters or beam-
splitter cubes may cause optical aberrations that affect the error of the peak detection
if the particle images are not Gaussian like anymore. Image distortions can also be
introduced by the imaging optics if the field of view is large and the observation
distance small (non-Gaussian imaging conditions), see Fig. 6.2.

Image distortions on the other hand, as indicated in Fig. 6.3, may cause a slight
direction error between the measured and real flow direction but also the magnitude
might be incorrectly determined if the magnification factor varies across the image.
Also, cameras affect the measurement error due to noise or hot (always maximum
intensity value) and cold (always zero intensity value) pixel or if the light pulse is too
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Fig. 6.2 Optical aberrations and out-of-focus imaging leads to non-Gaussian particle image distri-
butions which do not resemble the assumption of the Gaussian peak-fit function for the sub-pixel
displacement estimation. The upper left image shows the ideal imaging conditions (focused particle
images without strong optical aberrations). The lower left image illustrates out-of-focus particle
images and the right column reveals the effect of astigmatic aberrations superimposed on the focused
and unfocused particle images

close to the frame transfer of the camera. In this case, a crosstalk can appear meaning
that the images of the first frame are also visible on the second. Finally, if the collected
data is compressed to reduce the needed storage capacity, this may contribute to an
information loss that can affect the uncertainty of the image evaluation.

Third, errors due to the flow itself have to be considered. In particular, large flow
gradients or strong velocity fluctuations in turbulent flows can cause measurement
errors due to the particle slip but also density gradients due to shocks or strong
vibrations can result in measurement errors that need to be considered. Furthermore,
variations of the Reynolds andMach number or the temperature, viscosity or density
of the fluid during the experiment runtime may cause measurement errors. Finally,
errors introduced by the evaluation techniques need to be considered. These specific
errors will be analyzed in more detail in the following sections.

Reducing the error in an experiment requires training and experience but also
prudence, preciseness and persistence of the user. It is always important but also
worth to invest time to optimize experiments and measurement set-ups in order to
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Fig. 6.3 Schematic of image distortions caused by non-Gaussian imaging. Left: barrel distortions.
Center: pincushion distortions. Right: perspective distortion due to oblique viewing. The former
two are typical if large digital sensors are combined with low quality lenses

5 % outliers1 % outliers 20 % outliers

Fig. 6.4 Examples of vector fields with different amounts of invalid measurements

ensure that the desired flow information is captured in the recordings in the best
possible way. This is of primary importance as no evaluation software will be able
to recover the desired information if the information is not collected and stored in
the recordings in a proper manner.

6.1.1 Measurement Error Due to Invalid Measurements

In the early days of PIV, the particle image recordings suffered from a low signal-to-
noise ratio because of the lowoutput energy of available lasers and the poor sensitivity
of the recording media. The combination of inhomogeneous seeding distributions
with strong model reflections or background patterns frequently resulted in large
amounts of invalid vectors, as illustrated in Fig. 6.4 for different fractions of outliers.

Due to the outlier problem, the attention of the researchers was mainly directed
towards the problem of invalid vector detection and removal [19, 21, 52]. The clas-
sical graph shown in Fig. 6.5 indicates the probability of valid measurements in
dependency on the number of particle images within the interrogation window N I,
the in-plane loss of pairs FI and the out-of-plane loss of pairs FO. FI and FO become
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Fig. 6.5 Vector detection probability as a function of the product of number of particle imagesNI,
in-plane loss of pairs FI and out-of-plane loss of pairs FO. The solid line represents the probability
for having at least a given number of particle images in the interrogation spot (see also Fig. 4 in
Keane & Adrian [21])

zero per definition if the particle image displacement becomes larger than the inter-
rogation window dimensions or the light sheet thickness according to:

FI =
(
1 − |Δx |

DI

) (
1 − |Δy|

DI

)

FO =
(
1 − |Δz|

Δz0

)

The simulated results illustrate that the effective number of particle images N within
the interrogation window, given by the product of the three factors,

N = NI · FI · FO (6.1)

should be greater than or equal to 5 on average, to limit the amount of spurious mea-
surements to a few percent. This makes their detection, elimination and replacement
rather simple and reliable as discussed in Sect. 7.1 in detail.

If the effective number of particle images decreases, the valid detection probability
decreases and more spurious vectors will appear. As a result, the detection and
rejection of the outliers becomes more difficult. Moreover, the spurious vectors will
contribute to the error of the velocity measurement if they are not properly filtered
out and may even influence the interpretation of the results. Furthermore, if state-
of-the-art iterative multi-grid interrogation algorithms are used and the outliers are
not correctly detected and removed at early iterations (on the coarser grid), they will
cause erroneous velocity evaluations in relatively large clusters of vectors (on the

http://dx.doi.org/10.1007/978-3-319-68852-7_7
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finer grid). On the other hand, if valid vectors are rejected beside the invalid ones, the
velocity measurement statistics might even be biased. For this reason the rejection
of outliers without rejection of valid vectors is a very important procedure that needs
to be done with care, see Sect. 7.1 for details.

6.1.2 Relative Uncertainty, Dynamic Velocity Range and
Dynamic Spatial Range

Lower outlier probability can often be achieved by reducing the time interval between
the illuminations, increasing the size of the interrogationwindows or raising the seed-
ing concentration according to Chap.5. However, these adjustments may raise the
measurement uncertainty of valid measurements as well. For instance, if the time
interval between two illuminations is reduced, the dynamic range of the velocity
measurement, defined in Eq. (6.2), decreases resulting in a larger relative measure-
ment uncertainty, as σΔx/Δx becomes larger. The numerator denotes the precision
in determining the location of the correlation peak maximum and thus the precision
in estimating the displacement of the particle image ensemble within an interroga-
tion window. In case of σΔX = 0.05 pixel, which can be achieved from carefully
aligned experiments [18, 47], a relative uncertainty of 1% requires a particle image
displacement of at least 5 pixel. As σΔx is often larger than 0.05 pixel, a Δx of
10 pixel is frequently recommended in the literature. However, for precise measure-
ments displacements up to 50 pixel and more are sometimes required. Consequently,
the desired displacement depends on the specific scientific question that is intended
to answer by means of PIV. In some experiments it might be difficult to achieve the
desired error due to other constrains which will be outlined in the following sections.
However, it is always important to maximize the dynamic velocity range DVR given
by [1]

DVR = Δxmax

σΔx
= Umax

σU
. (6.2)

On the other hand, if the size of the interrogation window is increased, the range
of scales that can be resolved decreases as the smallest flow scales that can be
resolved are determined by the size of the interrogation window. The range of scales
or dynamic spatial range DSR is given by [1]

DSR = xmax

DI
(6.3)

with xmax being the sensor size in pixel and DI the size of the interrogation window.
If the sensor measures 2560 pixel in length and the interrogation window 16 pixel
the DSR is 160 and 250 for a sensor with 4000 pixel. This corresponds to a 250mm
long tape measure with a millimeter scale. This is a relatively small number for a

http://dx.doi.org/10.1007/978-3-319-68852-7_7
http://dx.doi.org/10.1007/978-3-319-68852-7_5
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measurement technique that highlights the significance of large digital sensor sizes
and high resolution image analysis methods. On the other hand, it has to be kept in
mind that the power of PIV is its capability to providemulti-point data at thousands of
points simultaneously and non-intrusive. To compensate for the loss of information
on the small scales it might be an option to raise the magnification of the imaging
system along with the seeding concentration, as

Up = Δx

M0 Δt
(6.4)

holds. In this case, the uncertainty can be decreased but on the cost of a reduced
field of view. However, as the field of view determines the size of the largest flow
scales that can be measured, this is not an option in many experiments. Therefore,
it is obvious that a certain number of spurious vectors should be accepted to reduce
the measurement uncertainty and to raise the range of scales that can be resolved.
As long as the outliers appear randomly (no clusters of spurious vectors) they can
be easily detected and rejected, so that the remaining vectors can be considered as
valid vectors with a certain measurement error. The correct detection and removal
of clusters of invalid vectors is still under investigation (see for instance [24]).

Today, powerful lasers, sensitive digital cameras and sophisticated image analy-
sis and outlier detection techniques are available but also well-established methods
to generate homogeneous seeding concentrations and to avoid model reflections as
well as background patterns have been developed. Thanks to these achievements, the
quality of PIV measurements has greatly improved since the first implementation of
PIV and instead of invalid vector treatment the quantification of the uncertainty of
valid vectors became of major interest in recent years. Fortunately, the measurement
uncertainty will still continue to decrease due to the rise in power and quality of the
technical components involved (laser, digital cameras, computer power). However,
performing measurements with low uncertainty is still not a simple task as the uncer-
tainty depends on many parameters which cannot be optimized independently. In
the following sections the most important impact factors affecting the uncertainty of
the measurement will be outlined. A fundamental knowledge about the main sensi-
tivities is important to optimize real experiments but also to ensure that the quality
of the data is sufficient to answer the desired fluid mechanical question or to vali-
date numerical flow simulations or to prove theoretical model assumptions such as
turbulence models.

6.1.3 Measurement Error

Every real measurement is subject to a finite measurement error. Thus any measured
value can be decomposed into a true but unknown value and the measurement error
δX which is as well unknown for each single measurement:
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Xmeasured = X true + δX (6.5)

Therefore, the value of both quantities can only be approximated and characterized in
a statistical sense from a large number of independent measurements. Measurement
errors are typically divided into two types: systematic errors and random errors.
Systematic errors, also called bias errors, can be caused by incorrect calibration or
incorrect operation of the measurement system, as already discussed at the beginning
of this chapter. Systematic errors are typically constant and predictable if known.
Thus, they can be compensated in principle if identified correctly. The magnitude of
the systematic error ε of a measurement determines the accuracy.1

The random error of ameasurement is characterized by its non-predictable nature.
Random errors can change in magnitude and sign for each single measurement. They
have a zero mean value and are usually described by their standard deviation σ:

σx =
√√√√ 1

n − 1

n∑
i=1

(xi − 〈x〉)2 (6.6)

The parameter xi and 〈x〉 denote the individual measurements and the correspond-
ing mean value, n is the number of samples and i the control variable. The standard
deviation of the random error of a measurement determines the precision. Figure6.6
illustrates the effect of random and bias errors on the distribution of two-dimensional
measurements. It is important to realize that measurements can be precise (low ran-
dom error) but inaccurate (large bias error) at the same time.

To determine systematic errors experimentally an independent measurement with
higher accuracy is needed. In order to determine the standard deviation of the random
error according to Eq. (6.6), a measurement must be repeated many times to ensure
that the measured standard deviation converges towards its true value determined
by the possible values of δX in Eq. (6.5). Therefore, the repeatability and stability
of an experiment must be well balanced with the uncertainty of the measurement
techniques applied.

It is important to note, that knowledge about the standard deviation of the random
error is not sufficient to determine the actual error in a statistical sense and thus,
the true value that can be estimated. This becomes evident when the experiment is
repeated many times and the average value for the mean and standard deviation of
all independent experiments are compared. To take this so called standard error into
account, which results from the random nature of the mean and standard deviation
as a consequence of the specific random sample (i.e. a non-random mean can only
be calculated from an infinite number of samples) considered for the calculation of
the quantities, the standard deviation is used to set a confidence interval around the
measured value in which the true value can be expected with a certain probability.

1Sometimes the term accuracy is also used to describe the actual closeness of the measurement to
the true value. In this work accuracy is used to quantify only the systematic deviation between the
measured value and the true value. An alternative term is the trueness.
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Fig. 6.6 Ensembles of two-dimensional measurement values for two levels of accuracy and pre-
cision. The scatter of the measurement points is due to random errors characterized by σ while the
mean offset to the true value is the bias error ε

To make probability statements, the probability density function of the measurement
distribution must be known. If the random error follows a Gaussian distribution,
which is usually a good approximation in practice, the interval of ±1σ, ±2σ or
±3σ around the measured mean value contains the true value with a probability of
68.2, 95.4 or 99.7%, respectively. It is important to mention the confidence interval
selected whenever an uncertainty is reported. If not stated differently, values for the
uncertainty are given with a confidence interval of ±1σ in this chapter, as sketched
in Fig. 6.6.

6.1.4 Error Propagation

The quantification of uncertainties is of paramount importance if more complex
quantities are derived from the PIV data sets as outlined in Chap.7. Typical examples
are Reynolds stresses or spatial correlations of the velocity fluctuations in case of
turbulent flows or the wall-shear stress to characterize the friction or the vorticity in

http://dx.doi.org/10.1007/978-3-319-68852-7_7
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Fig. 6.7 Characteristic vortex distribution in the space launcher models wake for LES simulation
(top), for an experimental PIV velocity field (bottom) and for artificially coarse LES matching the
PIV resolution (middle) [40]

order to detect flow regions of significant shear or the vorticity or λ2 criterion for the
detection of vortices. In these cases error propagation methods need to be applied.
To illustrate the significance Fig. 6.7 (top) shows the vortices detected in the solution
of a Large Eddy Simulation (LES) behind a backward facing step by using the swirl
criteria given by:

swirl = max

{
0;

(
∂U

∂X
+ ∂V

∂Y

)2

− 4

(
∂U

∂X

∂V

∂Y
− ∂U

∂Y

∂V

∂X

)}
· sign

(
∂V

∂X
− ∂U

∂Y

)

The spatial resolution and precision of the LES simulation cannot be reached by
means of PIV and in effect the measurement results are spatially low pass filtered due
to the size of the interrogationwindow as shown in the bottom image. If the simulated
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Fig. 6.8 Evolution of themean value for the streamwise velocity (top left) and the other streamwise
higher-order moments for three different wall-normal positions in a separated shear layer in a
periodic hill flow [17]

results are filtered with a window corresponding to the size of the interrogation
window, the results in the center image are obtained. These results (Fig. 6.7, middle)
have comparable spatial resolution with the lower image but without superimposed
measurement uncertainty due to the PIV evaluation approach. The comparison of the
results indicates that the estimation of the correct flow information requires a high
spatial resolution (small window size) and low measurement uncertainty (precise
shift detection) at the same time to resolve the turbulent flow features correctly.

To obtain accurate and precise values of average flow quantities it is not only
important to have a high spatial resolution and a low measurement error. In addition
it is important to acquire enough independent velocity fields until convergence of the
flow quantities is reached. Figure6.8 shows the convergence of various quantities
measured in a water channel with streamwise periodic hills [17]. It is evident that the
convergence depends on the specific quantity but also on the flow state. In separated
flow regions (dashed lines), which is of transient nature in this experiment, the con-
vergence is very slow compared to flow regions with a uniform flow direction (solid
lines).
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Fig. 6.9 Typical cross-correlation functions with high signal (left) and reduced signal due to out-
of-plane motion (middle) and image noise (right)

6.2 PIV Measurement Error Estimation

Many parameters, including particle image size, intensity and density, turbulent
fluctuations, velocity gradients, noise level and interrogation window size, affect
the uncertainty. In the last years, different methods were developed to quantify the
uncertainty of PIV velocity fields [2, 5, 16, 26, 41–43, 49, 54, 58, 59]. Two promis-
ing strategies have emerged: The first one is based on identifying all parameters that
influence the measurement uncertainty and determining their effect on the overall
uncertainty [49, 58]. This requires that all relevant parameters and sensitivities are
known. The second approach reduces the parameter space by analyzing the cor-
relation functions only. This is motivated by the fact that the correlation signal is
a result of all parameters that contribute to the measurement uncertainty [2, 54].
Figure6.9 illustrates the sensitivity of the correlation signal on the out-of-plane par-
ticlemotion (center) and the image noise (right). Both approaches have demonstrated
that error estimation for PIV is possible in principle. However, these methods must
be individually calibrated for each evaluation software and the sensitivity for each
parameter must be checked carefully which makes the uncertainty quantification a
quite complex task.

The random and systematic errors in digital PIV evaluation can only be assessed if
the displacement data is known. For instance, PIV recordings obtained from a static
(quiescent) flow were used in determining the measurement uncertainty in the cross-
correlation [55–57]. Although this approach is likely to provide the most realistic
estimate for the measurement uncertainty, it only permits a limited study of how
specific parameters, such as particle image diameter and background noise, influence
themeasurement precision. Furthermore, the results are often not transferable to other
experimental configurations using different components. A second approach uses
particles embedded in a transparent block mounted on a high precision translation
stage in order to generate well known particle displacements [31]. This concept is
also realistic in view of the technical components involved but the transparent acrylic
block causes optical aberrations which raise the uncertainty of the measurements.
Furthermore, particle parameter variations are limited due to the fact that they are
embedded in the block.

Another approach to assessing the measurement uncertainty in PIV evaluation is
based on numerical simulation which is a well accepted approach taken by a number
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of researchers since the early days of PIV [2, 5, 6, 15, 16, 19–22, 26, 38, 39,
41, 43, 44, 49, 51, 54, 55, 58, 59]. By varying only a single parameter at a time,
artificial particle image recordings of known content can be generated, evaluated and
compared with the known result. Random positioning of particle images and a high
number of simulations (O[1000]) per choice of parameters are crucial in providing
reliable measurement precision estimates. The predictions of these Monte Carlo
simulations can then be compared with theory or used to understand the effect of
individual parameters on the PIV result in order to optimize the measurement setup.

Theuncertainty estimationbasedon synthetic images offers threemain advantages
according to [15]: first, it gives full control of all parameters considered for the
simulation (as opposed to experiments where many uncertainties exist such as local
density, temperature, viscosity, flow velocity, particle properties, illumination power
and pulse-to-pulse stability, local energy density in the light sheet, imaging optics,
recording medium, and bias effects due to data transfer that are unknown or cannot
be precisely controlled as it can be done with simulations). Second, the variation of
single parameters is possible (which is often difficult to do in experiments because
of the mutual dependence of the parameters like light intensity and signal-to-noise
ratio, optical magnification and lens aberrations). Third, the range of the parameters
can be increased beyond the experimentally accessible range (higher shear rates and
turbulence levels, higher particle concentrations, etc.).

The major drawback of the synthetic image approach is that not all physical
effects can be simulated properly because of a lack of physical knowledge and the
fact that each experimental setup is unique. Besides, the assumed flows used to
shift the particle images are often too simplistic (small range of scales, no out-of-
plane motion, weak velocity gradients, only shift in one direction, no Brownian
motion, etc.). Thus, the idealized assumptions and approximations that are used in
simulations underestimate the true value of the uncertainty achievable in experiments.
Sometimes this deviation can easily reach an order of magnitude if the idealized
synthetic situation does not represent the real experiments. To keep the deviations
small, the important physical effects must be considered, while the higher-order
effects, which are below the resolution limit of the techniques, can be neglected. As
this requires an a priori knowledge, experiments are always necessary to prove the
main predictions and sensitivities of the simulations and to identify the differences
of the simulation relative to the experiment.

In the following sections the methodology for Monte Carlo simulation in the
assessment of the measurement uncertainty of PIV will be explained. A discussion
about realistic synthetic PIV images is followed by a study of the sensitivity of
the most important parameters on the uncertainty of the shift vector representing
the displacement of the particle image ensemble (within the interrogation window)
during the time interval Δt by the action of the flow. A solid understanding of the
cause and sensitivities of the uncertainties is the key to optimize PIV setups and to
perform reliable measurements.
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6.2.1 Synthetic Particle Image Generation

The core of the Monte Carlo based measurement error analysis in digital PIV eval-
uation lies in the generation of appropriate particle image recordings. The particle
image generator has to fulfil the requirement of providing artificial particle images
with known characteristics: diameter, shape, spatial density and image depth, among
others. In the majority of the simulations presented here, the individual particle
images are described by a Gaussian intensity profile

I (x, y) = I0 exp

[−(x − x0)2 − (y − y0)2

(1/8) d2
τ

]
(6.7)

where the center of the particle image is located at (x0, y0) with a peak intensity
of I0. This is a reasonable approximation as long as the particles are in focus. For
out-of-focus particles, as shown in the lower left of Fig. 6.2, this approximation does
not hold. The particle image diameter, dτ , is defined by the e−2 intensity value of
the Gaussian normal distribution which by definition contains 95% of the scattered
light. When the particle image diameter is reduced to zero, the particle images will
be represented as delta functions. The factor I0 is a function of the particle’s position,
Z , within the light sheet, see Fig. 6.10. In order to account for a three-dimensional
particle image distribution, the intensity of the particle images must be adapted to
their Z -position according to the laser light-sheet intensity profile centered at Z = 0:

I0(Z) = q exp

[
− 1√

2π

∣∣∣∣ 2Z
2

ΔZ2
0

∣∣∣∣
s]

(6.8)

where q denotes the efficiencywithwhich the particles scatter the incident light,ΔZ0

is the thickness of the light sheet at which the intensity drops to (−1/
√
2π) ≈ 0.67

of the maximum intensity and s is a shape factor. For s = 2 the intensity profile is
Gaussian, and for larger values it becomes closer to a top-hat profile, as sketched in

Fig. 6.10 Three-
dimensional volume
containing a light sheet and
particles used in the
generation of artificial
particle images
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Fig. 6.11 Laser intensity
profile according to Eq. (6.8)
for different shape factors s
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Fig. 6.11. Further on, it is assumed that the particle diameter is much smaller than
the light sheet thickness, ΔZ0.

To generate a particle image, a random number generator specifies the parti-
cle’s position (X1,Y1, Z1) within a three-dimensional slab containing the light sheet
(Fig. 6.10). The peak intensity I0(Z1) is determined using Eq. (6.8). This value is then
substituted into Eq. (6.7) for the calculation of the light captured by each pixel. Here
the integration of Eq. (6.7) across each pixel can be greatly simplified by computing
the product of the error functions (closed form integral of the Gaussian function)
along both X and Y . To generate a displacement, a generic flow is often simulated
by means of analytical (laminar) or numerical (turbulent) solutions of the conser-
vation equations of fluid mechanics to move the particle location to a new position
(X2,Y2, Z2) for which a new particle image intensity distribution is calculated.More
particles are added until a desired particle image density Nppp is reached (ppp stands
for particle images per pixel). The image is then quantized to the desired image depth
(i.e. bits per pixel) and noise is added in some cases to simulate the sensor’s shot
noise for instance.

The next sections illustrate the effect of various important parameters on the
random and bias error of the displacement measurements. The aim here is not to
predict the measurement uncertainty or bias error for a specific set of parameters.
Rather, the behavior of these errors with respect to the variation of a given parameter
will clearly illustrate the sensitivity of uncertainties on individual parameters. This in
turn will allow for the design and optimization of real experiments with minimized
uncertainty.

If not stated differently each data point in the following simulations is based on
100 synthetic image pairs 512 × 512 pixel in size, each with a randomly chosen
constant particle image displacement between −1 and +1 pixel independently for
Δx and Δy. The maximum particle image intensity was set to 1000 counts for a
particle image centered at a full pixel location. The default laser light sheet pro-
file is the top-hat (s = 10, 000). The particle image density was set to 1/64 ppp.
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A homogeneous background noise with a mean intensity and a standard deviation of
50 counts and 10 counts, respectively, was simulated.

The displacement vector estimation is based on a multiple-pass cross-correlation
approach including iterative image deformation and Gaussian window-weighting
if not stated differently, see Chap. 5 for details. These state-of-the-art evaluation
techniques lead to the lowest errors which are of interest here. The uncertainty
of the shift vector is estimated from the standard deviation of the displacement’s
x-component, given by Eq. (6.6).

6.2.2 Optimization of Particle Image Diameter

Figure6.12 displays the variation of the random error as a function of the parti-
cle image diameter for digital PIV evaluation using a three-point Gaussian peak
approximation. Three important consequences follow from this figure. First, the
uncertainty decreases with increasing interrogation window size for a fixed Nppp no
matter which evaluation approach is applied. This is because the larger the number of
particle images considered for the particle image displacement estimation the better
the statistical convergence and the lower the effect of correlation noise in case of
homogeneous displacements. Consequently, the seeding concentration, light sheet
thickness and spatial resolutionmust bewell selected to obtain accuratemeasurement
results. This goes along with the requirements for avoiding spurious measurements
according to Fig. 6.4. Second, it is important to realize that all graphs have aminimum

0 1 2 3 4 5 6 7 8 9 10
Particle image diameter in pixel

10-3
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100
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162 pixel window, single-pass
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642 pixel window, multi-pass

Fig. 6.12 Measurement uncertainty (random error) in digital cross-correlation PIV evaluation with
respect to varying particle image diameters. The evaluationwas performed for different interrogation
window sizes using single-pass evaluation and multiple-pass evaluation with Gaussian window
weighting and iterative image deformation based on bi-cubic intensity interpolation, respectively

http://dx.doi.org/10.1007/978-3-319-68852-7_5
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and this implies an optimal particle image diameter for digital evaluation. Third, the
optimal particle image diameter depends on the evaluation technique applied. For
single-pass PIV evaluation this diameter is around 2pixel and results in an uncer-
tainty of 0.022 pixel for the selected simulation parameters and for the evaluation
with a standard PIV software using an interrogation window size of 322 pixel, for
instance. For multi-pass evaluation with iterative image deformation and Gaussian
window weighting the uncertainty decreases to values as low as 0.003pixel for the
same window size. Furthermore, the optimum particle image diameter is shifted
to larger values and covers a broader range, i.e. from 3 to 6pixel. Based on these
results it is obvious that state-of-the-art multi-pass evaluation techniques are supe-
rior in terms of measurement uncertainty compared to (fast) single-pass approaches.
Advantageous is also the flatminimumwhich lowers the sensitivity of the uncertainty
on the particle image diameter. However, it must be taken into account that the low
uncertainty value following from the synthetic investigation can never be reached
in any real experiment. The values are about an order of magnitude below realistic
values according to the results obtained in the framework of the PIV-Challenge [18,
45–47]. However, the sensitivity of the uncertainty on the evaluation approach is
covered correctly by this synthetic analysis.

For large particle image diameters the uncertainty raises as the variation of the
particle image intensity around the maximum decreases and this makes the estima-
tion of the location with the 3-point peak-fit more inaccurate. Peak-fitting routines
with larger number of points would be able to compensate for this effect but on the
cost of larger computational times [32]. This is important for microfluidic flow mea-
surements because the particle image diameter raises with increasing magnification,
see Chap.10. The increasing uncertainty with decreasing particle image diameter
on the other hand is due to the fact that the image is not properly sampled by the
discrete pixel of the sensor and thus the 3-point peak-fit is not able to give good esti-
mates of the true displacement. Small particle images are typical if the observation
distance is large and the magnification of the imaging system is small as typical for
aerodynamic investigations in large wind tunnels. In this case it might be an option
to maximize the laser power and to slightly defocus the particle images in order to
reach the optimal particle image size range according to Fig. 6.12.

6.2.3 Peak Locking

Figure6.12only shows the randompart of the error of the estimateddisplacement vec-
tor averaged over particle image displacements between −1 ≤ Δx ≤ 1. A detailed
analysis of the uncertainty with respect to the particle image displacement shows
that the uncertainty is significantly lower for integral values and reaches a maximum
in between the same. This effect is illustrated in the top part of Fig. 6.13 for both
bi-linear and bi-cubic image interpolation techniques.

Besides the random error discussed above, a systematic error occurs for small
particle images: the continuous intensity distribution of very small particle images

http://dx.doi.org/10.1007/978-3-319-68852-7_10
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Fig. 6.13 Random error (top) and bias error (bottom) as function of the particle image displacement
and the particle image diameter for bi-linear (left) and bi-cubic (right) intensity interpolation during
image deformation. For the bias error the absolute value is color coded and the sign is indicated by
“+” and “−”, respectively

is insufficiently sampled by the discretized digital camera sensor. Thus, if the low
intensities of the pixel next to the one containing the maximum intensity of one
particle image are in the order of the image noise level, the sub-pixel position is lost
and cannot be reconstructed.

As a result of the discretization, the displacements tend to be biased towards
integral values, as illustrated in Fig. 6.13, bottom; again for two image interpolation
methods. While bi-linear interpolation (bottom left in the figure) results in a notice-
able systematic deviation for a broad range of particle image sizes, the bi-cubic
intensity interpolation limits this effect to very small particle images (bottom right
in Fig. 6.13). However, for particle image diameters in the order of one pixel or less
the bias error is still significant. Furthermore, the bi-cubic reconstruction results in a
more complex pattern of the bias error for small particle images, as shown in Fig. 6.13
as well as in Fig. 6.14. It is important to note that the magnitude of the peak locking
effect is very sensitive on the image interpolation approach, see [11]. However, in
comparison to the casewithout image deformation a strong improvement takes place.
This is because the manipulation of the image by means of image deformation tech-
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Fig. 6.14 Bias error due to “peak locking” for different particle image diameters

niques allows the maximum of the correlation peak to shift towards the correlation
plane center. This leads to a symmetric correlation peak whosemaximum can be esti-
mated best by using the symmetric Gaussian fit function. This also explains why the
random error is significantly lower in Fig. 6.12 for the multiple-pass evaluation with
image deformation. The presence of this “peak-locking” or “pixel-locking” effect2

can be detected by plotting a displacement histogram [9] such as given in Fig. 6.15,
left. Such a distorted histogram can serve as a good indicator that the systematic
errors (due to too small particle images) are larger than the random noise in the
displacement estimates. However, a smooth histogram can also be present when the
random noise is larger than the systematic error, so care must be taken with regard
to misinterpreting the histogram data. If a PIV measurement can be repeated with
different time delays and the data is converted intom/s all histograms should collapse
if no peak-locking is present. In reality, significant differences can be observed as
illustrated by Nerger et al. [27] or Overmars et al. [30] and others [3, 4, 7, 33].
Pixel-locking can be also detected in vector fields if the relative variation of the mea-
sured velocities is small and dominant vortical structures are present in the flow field.
In this case the circular nature of vortices becomes more and more rectangular due to
the peak-locking effect, as illustrated in Fig. 6.16. With increasing DVR (Eq. (6.2))
the influence of peak-locking on the data reduces.

In some cases the particle images are below one pixel but peak-locking is not
visible by visual inspection of the histogram, individual vortices or average velocity
profiles. In this case it is likely that the random noise of other error sources is too
large to observe peak-locking.

To avoid significant bias errors due to peak locking it is important to have a particle
image diameter of at least two pixel. Smaller sizes usually appear in the case of low

2The term peak-locking or pixel-locking is a frequently used term to describe a displacement bias
error that has a periodic pattern on pixel intervals. Mostly it is caused by particle images that are
too small.
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Fig. 6.15 Histograms of the estimated displacement for a particle image diameter of 1 pixel illus-
trating the “peak locking” associated with insufficient particle image size (left) and for a particle
image size of 3 pixel (right). Histogram bin-width of 0.05 pixel

Fig. 6.16 The effect of pixel locking on vector field and stream lines of a synthetic Lamb-Oseen
vortex for two particle image diameters. The maximum displacement is only 0.5 pixel
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Fig. 6.17 Sample PIV images with increasing particle image diameters

optical magnification or for camera sensors with large pixel spacing, which is typical
for some high-speed cameras. To increase the particle image size again, one could
use a diffusor plate in front of the camera sensor [25] or slightly defocus the objective.
The diffuser plate typically consists of two thin bi-refringent plates (e.g. calcite) with
their dispersion direction rotated 90 deg with respect to each other. A dispersion of
0.5–1pixel is generally sufficient to blur the single-pixel sized particle images to the
optimal size of 2–3 pixel. Another approach is to close the lens aperture. However,
when starting to close the aperture the particle image at first decreases due to the
reduced spherical lens aberrations and only when the aperture is significantly closed
does the particle image begin to increase due to diffraction.With both approaches the
light intensity accumulated on the image sensor decreases, the visible effect in the
image plane is usually opposite to the theoretical one unless the decay of intensity is
compensated by raising the laser intensity. Since increasing the laser beam intensity
is often not possible, decreasing the aperture size or introducing a diffusor plate in
order to increase the particle image size is not always viable.

Based on this analysis it can be concluded that for particle images between 3 and
6 pixel in diameter the lowest uncertainty is achieved if iterative multi-pass evalua-
tion procedures with 3-point peak-estimators are applied. However, with increasing
particle image diameter, overlapping particle images become more likely. This pro-
motes a deviation of the correlation peak from the Gaussian shape and makes the
displacement estimation more uncertain as the Gaussian model does not match any-
more to the correlation function. To avoid this effect the inner particle distance must
be raised and this in turn requires the seeding density to be lowered. To maintain
the number of particle images, the interrogation windows must be enlarged. There-
fore, smaller particle images are preferred in terms of spatial resolution. Thus, the
optimum particle image diameter which results in the best resolution and the low-
est measurement error is around 3 pixel. Figure6.17 shows example images with
different particle image sizes.



224 6 PIV Uncertainty and Measurement Accuracy

10-3 10-2 10-1
10-4

10-3

10-2

10-1

100

162 pixel window
322 pixel window
642 pixel window

Fig. 6.18 Measurement uncertainty as a function of the particle image density for various interro-
gation window sizes

6.2.4 Optimization of Particle Image Density

The particle images are the information carriers within a PIV image. The probabil-
ity of detecting a valid displacement is sufficiently high if the effective number of
particle images reaches 5 for single exposure/double frame PIV according to Fig. 6.5.
The number of image pairs captured in an interrogation window itself depends
mainly on three factors, namely, the overall particle image density, Nppp, the amount
of in-plane displacement and the amount of out-of-plane displacement. Keane &
Adrian [19–21] have defined these three quantities as the effective particle image
pair density within the interrogation window, N , a factor expressing the in-plane
loss-of-pairs, FI and a factor expressing the out-of-plane loss-of-pairs, FO. When
in-plane or out-of-plane loss-of-pairs is not present the latter two are unity. On the
other hand, the larger the loss of information the more these factors approach zero.
The product of the three quantities NIFIFO expresses the mean effective number of
particle image pairs in the interrogation window.Multi-pass evaluation with iterative
image deformation compensate the in-plane loss of pairs, so that FI → 1.

If the effective number of particle images is further increased, the shift vector
uncertainty can be reduced significantly, which can be explained by the simple fact
that more particle image pairs increase the signal strength of the correlation peak
with respect to correlation noise (recall that a white background noise with a standard
deviation of 1% of the particle maximum image intensity was simulated).

NI can be controlled by the particle image density as well as by the interroga-
tion window size. For a fixed seeding concentration the spatial resolution and the
uncertainty are nearly proportional, as illustrated in Fig. 6.18. At Nppp = 0.01, for
example, the uncertainty is appr. 0.002 pixel for an interrogation window size of
642 pixel and increases to 0.004 and 0.008 for 322 pixel and 162 pixel windows,
respectively (Fig. 6.19).
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Fig. 6.19 Examples of synthetic PIV images (322 pixel) with constant particle image diameter
D = 3 pixel and varying particle image density (top) and the corresponding correlation functions
(bottom)

6.2.5 Effect of Background Noise

Figure6.20 illustrates the increase of measurement uncertainty due to background
noise caused by multiple scattered photons in densely seeded flows or by electron
generation in digital sensors according to Sect. 2.6. In the following simulations,
normal-distributed (white) noise at a specified fraction of the particle image maxi-
mum intensity I0 was linearly added to each pixel. Moreover, the noise for a given
pixel was completely uncorrelated with its neighbors or with its counterpart on a
different image. However, these features are not always the case for actual image
sensors. Figure6.20 shows that a small noise level already has a strong effect on
the shift vector uncertainty. Furthermore, it is interesting to note that without any
image noise the curves from different particle image densities tend to collapse on a
single uncertainty value, while with image noise added, the particle image density
strongly affects the uncertainty. Consequently, noise minimization is important not
only because of how image noise affects the shift vector uncertainty but also how
it results in a loss-of-correlation. The magnitude of the loss-of-correlation depends
on the noise level itself and the signal level [DC6.2]. A beneficial definition of the
signal level of a PIV image is the intensity standard deviation of the noise-free image
σA. Consequently, the signal-to-noise ratio SNR can be defined as [39]:

SNR = σA

σn
= Io

2σn

√
Nppp ·

(π

4
D2 − 1

)
(6.9)

Thus, PIV images with higher particle image density also have a higher signal level.
Often the ratio of maximum particle image intensity and noise level standard devi-

http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dc.pivbook.org/imagenoise
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Fig. 6.20 Measurement uncertainty as a function of white background noise for various particle
image densities

Fig. 6.21 Examples of synthetic PIV images with varying background noise level (top) and the
corresponding correlation functions (bottom)

ation I0/σn is used, but it is not a very useful quantity to characterize the SNR in
cross-correlation based PIV because it does not include the effect of particle image
density. Due to the loss-of-correlation caused by the image noise the effective number
of particle images N within a correlation window depends on the productNIFIFOFσ,
where Fσ is the loss-of-correlation due to image noise [39]. Example images with
different noise levels are shown in Fig. 6.21 together with the correlation functions
to illustrate this effect.
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Fig. 6.22 Measurement uncertainty as a function of particle image displacement

6.2.6 Effect of Particle Image Shift

The particle image shift depends on the flow velocity, the optical magnification and
the time delay between the laser pulses. Generally, a large shift is desired in order
to obtain a small relative uncertainty and a large dynamic velocity range according
to Eq. (6.2). In the case of single-pass evaluation, the maximum shift is ultimately
limited by the window size and in order to ensure a sufficiently high probability in
detecting a valid vector. The so called one-quarter rule [20] is a common guideline,
which states that the maximum displacement of the particle images should be equal
to or less than one quarter of the interrogation window extend in the direction of the
particle image shift. With larger displacements the uncertainty increases for single
pass interrogation without window shifting, as shown in Fig. 6.22.

In the case of multi-pass evaluation, the one-quarter-rule still applies but only
for the first pass. Thereafter, the window size can be reduced iteratively to the limit
given by the particle image density (N > 5) and FI will be always equal to one no
matter how large the in-plane particle image displacement is (the largest displacement
is limited by the sensor size of course). In principle particle image displacements
which are even larger than the final window size can be measured as demonstrated in
Fig. 6.22 for the 162 pixel evaluation. This even holds true if in-plane flow gradients
exist because they can be compensated completely by using image deformation
techniques [8, 29, 34, 35, 48] (see also Chap.5). However, due to out-of-plane
loss-of-pairs very large particle image displacement can be hardly achieved in many
experiments. Figure6.22 also shows that due to the image shifting technique the
uncertainty becomes independent of the particle image displacement if no gradients
and no out-of-plane motions are present. The effect of gradients and out-of-plane
motion on the uncertainty is discussed in the next sections.

http://dx.doi.org/10.1007/978-3-319-68852-7_5
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Fig. 6.23 Measurement uncertainty as a function of out-of-plane motion

6.2.7 Effect of Out-of-Plane Motion

Frequently, the PIV method is applied to investigate highly three-dimensional flows,
in some cases even with the mean flow normal to the light sheet. Examples of these
may be the study of wing-tip vortices or other structures aligned with the flow. In
this arrangement, the out-of-plane loss of pairs is significant such that the correlation
peak signal strength diminishes. As a result, the possibility of valid peak detection
reduces and the uncertainty increases. In the case of non top-hat light sheet profiles
the intensity of the particle images changes with their location in the light sheet and
this can affect the uncertainty of the measurement as well [28]. Figure6.23 shows
the effect of out-of-plane motion on the uncertainty of the estimated shift vector
for different light-sheet shapes. A top-hat profile is more sensitive to out-of-plane
motion than a Gaussian, because particles that leave or enter the light sheet cause a
sudden vanishing or appearing of the particle images those cannot be paired.

On the other hand, in the case of a smoothly varying light sheet intensity, like a
Gaussian bell curve, the question of the actual light sheet thickness arises, because at
low intensity the light scattered by the particles might not be sufficient to produce a
signal of sufficient strength in the recording or it has a negligible contribution to the
correlation signal. As the effective light sheet thickness determines the measurement
volume over which the displacement is averaged in the out-of-plane direction and
also partly for the in-plane direction in the case of stereoscopic measurements, its
quantification is important [DC6.3].

Three methods exist to compensate for the loss-of-pairs due to out-of-plane
motion. First, the pulse delay Δt between the recordings can be reduced which has
the side effect of reducing the dynamic velocity range in the measurement accord-
ing to Eq. (6.2). Second, the light sheet thickness can be increased to accommodate
the out-of-plane motion for a given pulse delay such that less than one-quarter of
the particles get lost in the out-of-plane direction between the two laser pulses (the

http://dc.pivbook.org/different_light_sheets
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one-quarter rule also applies in out-of-plane direction). However, this is often not
feasible because the energy density of the light sheet is reduced proportionally to
the increased thickness and thus particle image signals will also decrease. This also
increases the measurement volume in out-of-plane direction over which the velocity
is averaged. Third, themeanout-of-planeflowcomponent can be accommodatedwith
a parallel offset of the light sheets between the illumination pulses in the direction
of the flow [13]. This method works best when the mean out-of-plane flow compo-
nent is nearly constant across the field of view. The best results can be achieved by
combining all three of these approaches. Just as with the in-plane loss-of-pairs, the
general guideline is to keep the out-of-plane loss-of-pairs small enough to still ensure
the presence of a minimum number of particle image pairs within the interrogation
window (typically N > 5) [36].

6.2.8 Effect of Displacement Gradients

PIV estimates the mean particle image displacement averaged over the interrogation
window and weighted by the particle image intensities. Ideally all particle images
within a window experience the same displacement. However, this is often not the
case in real experiments. One common example is a boundary layer flow, sketched in
Fig. 6.24: between the near-wall region and the outer region the mean velocity profile
is strongly curved and the instantaneous velocity profiles may even show inflectional
points. Consequently, the velocity changes within the interrogation window. For a
constant in-plane gradient the deviations from the mean displacement cancel out and
the mean displacement is estimated without a bias error in case of a homogeneous
particle image distribution. Furthermore, multi-pass evaluation with iterative image
deformation ensures that the correlation function is not stretched in flow direction.
This leads to a constant shift vector uncertainty over a large range of in-plane gra-
dients, as shown in Fig. 6.25. However, in the case of the strongly curved velocity
profile, the gradient is not constant. The average shift of the particle images within
a window is for a boundary layer flow generally higher than the one at the window’s
center, were the vector is located. As a result the velocity is generally overestimated
for this kind of velocity profile.

Furthermore, for non-constant in-plane gradients the image deformation does not
fully compensate for the different displacements within the interrogation window.
This may result in stretched correlation peaks and increased uncertainty. This effect
is also observed if out-of-plane flow gradients are present, like in case of wall-parallel
measurement planes in a boundary layer flow.Here, the out-of-plane gradients cannot
be compensated by image deformation because the individual particle images within
the interrogation window experience different displacements depending on their out-
of-plane position within the light-sheet. Figure6.26 shows that the broadening of the
correlation peak due to out-of-plane gradients significantly affects the measurement
uncertainty. To reduce errors associated with out-of-plane gradients it is necessary
to reduce the light sheet thickness. However, this will also reduce the particle image
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Fig. 6.24 Overestimated
velocity in the near-wall
region of a boundary
layer [15]
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Fig. 6.25 Measurement uncertainty as a function of in-plane gradients for a particle image diameter
of D = 3.5 pixel
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Fig. 6.26 Measurement uncertainty as a function of out-of-plane gradients for a particle image
diameter of D = 3.5 pixel
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density and needs to be compensated by increasing the interrogation window size
or the seeding concentration. If this is not possible, because of gradient effects for
instance or limitations of the seeding generators, particle tracking methods and/or
volumetric measurements could help [15, 16]. To reduce errors associated with in-
plane gradients the spatial resolution must be high enough to ensure nearly constant
velocity within the interrogation windows.

6.2.9 Effect of Streamline Curvature

Another important point to consider, is that particles are usually assumed to follow a
straight line between the two illuminations. However, in the case of strong gradients
alternative paths, as shown in Fig. 6.27, are certainly possible. The first-order velocity
vector is located at the start position of the particle group investigated (at time t). It
can be seen from Fig. 6.28 that the orientation of this vector is biased in the case of
a curved streamline.

With symmetric image deformation the shift vector is re-located to a position half
way between the start point and the end point of a straight line. This corresponds to the
velocity at said location at the timebetween the recordings (t+Δt/2)with an accuracy
of second order [50]. Thus, the flow direction is corrected for the case of a curved
streamline. However, the shift vector magnitude is still slightly underestimated as
the real path of the particle ensemble is longer than the assumed straight line.

The effects of streamline curvature can be compensated efficiently by applying
multi-frame techniques, as discussed in Sect. 5.3.6. For highly resolved vector fields,
where the distance of neighboring shift vectors is smaller than their length, the most
likely path with constant curvature can be estimated from the first or the second
order shift vector field and its gradient field, as discussed in [37] in detail. The
condition regarding the shift vector density is for instance often fulfilled in the case of
single-pixel ensemble correlation (Sect. 5.3.2.5). Figure6.29 illustrates the estimated
shift vector field of a Lamb-Oseen vortex for first-order and second-order accuracy
as well as for curvature corrected vectors. A comparison of the simulated and the

Fig. 6.27 Estimated path
and other possible paths
between two particle
locations [15]
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Fig. 6.28 Particle path
estimated from the position
of the particle image at time
t and t + Δt [37]
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Fig. 6.29 Averaged curvature-corrected shift vector field along with vectors of first and second
order accuracy (left) and estimated circumferential velocity component of a simulated Lamb-Oseen
vortex (right) [37]

estimated circumferential velocity, right in the figure, shows that the bias error of the
second order accurate vectors is negligible as long as the streamline radius is large
compared to the vector length.

In order to avoid strong bias errors due to curved streamlines it is important to
use a sufficiently high magnification to resolve this kind of gradient. Whereas the
resolution in flow direction is determined by the time separation between the two
PIV images.

6.3 Optimization of PIV Uncertainty

The quality of a PIVmeasurement is determined by the relative error of the estimated
velocity, that is, the ratio of the measurement error and the absolute value of the
measured particle shift. For a given magnification the particle shift is adjusted by
the pulse delay between the successive light pulses. Besides technical limitations,
some general effects have to be considered. According to the principle of PIV the
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measured velocity is determined by the ratio of two components of the measured
particle displacement between successive light pulses ΔX and ΔY respectively, and
the pulse separation timeΔt . Since the particle displacement –which is considered to
be a functionofΔt in the following– is determinedby theparticle imagedisplacement
with Δx(Δt) = ΔX (Δt)/M and Δy(Δt) = ΔY (Δt)/M respectively, and the
measured image displacements contain certain errors, δx , we can define the following
equation for the locally measured velocity:

U = Δx(Δt)

MΔt
+ δx

MΔt
(6.10)

Since the particle image displacement for a given recording configuration reduces
linearly with the pulse separation time, the first term of the above equation stays
constant for vanishing pulse separations:

lim
Δt→0

Δx(Δt)

MΔt
= U (6.11)

In contrast to that, the random part of the error contained in the measured image
displacement will not be reduced below a certain limit by a reduction of the pulse
separation. Therefore, the second term of Eq. (6.10) – which states that the mea-
surement error is weighted with 1/Δt – increases rapidly with decreasing pulse
separation:

lim
Δt→0

|δx |
MΔt

= ∞ (6.12)

From these considerations it can be seen that the uncertainty of PIV measurements
can be reduced by increasing the separation time between the exposures at least
within certain limits. On the one hand, Fig. 6.22 shows that the absolute uncertainty
is rather independent of the particle image displacement for multi-pass evaluations
and without any gradients or loss-of-pairs. On the other hand, the loss-of-pairs due
to out-of-plane motion as well as the correlation peak broadening, in the case of
gradients, increases the uncertainty in estimating the particle image shift [36]. Thus,
one fraction of the uncertainty is constant and one is increasing with increasing Δt
(or Δx). The total relative uncertainty is a combination of these two types and has a
global minimum at a finite Δx for any non-zero out-of-plane motion or gradients.

In Fig. 6.30 the two aspects of the choice of Δt on the quality of the PIV results
are shown: the dashed line represents the effect of the weighting of the constant
part of the random error with Δt , the dotted line represents the influence of the
increasing uncertainty due to loss-of-pairs and correlation peak broadening. The
optimum Δx could therefore be found by determining the minimum of a relative
uncertainty function, which is represented by the solid line.

However, the shape of curves has been chosen arbitrarily, since a general value for
the uncertainty of ameasurement is difficult to define.When using digital equipment,
which allows immediate feedback during the measurement, the optimum can be
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found interactively by slowly increasing the pulse separation until the number of
obvious outliers within the vector map increases. However, the number of valid
data points is only one measure of the measurement quality, and cannot be used to
completely evaluate the quality of the obtained data.

Figure6.31 illustrates on the left side a simple PIV setup for which Δt could be
optimized. The flow downstream of a nozzle was evaluated in a slightly tilted plane
to investigate the effect of out-of-plane motion. On the right side of the figure the
relative uncertainty, computed from the ratio of the shift vectors standard deviation
and the mean displacement, shows a clear minimum of around 0.3% between 20 and
40 pixel shifts [38].

It is important to note, that the investigated flow is homogeneouswithin the field of
view. For a flowfieldwith spatial varying velocities and gradients, an optimumΔt can
only be found locally in general. According to our experience it is advisable to apply
a quick-look evaluation during recording for the optimization of the experimental
parameters, and also to store the original recordings in order to be able to optimize
the evaluation after the experiment.
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Fig. 6.31 Experimental example for an optimized displacement in the case of strong out-of-plane
motion [38]
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6.4 Multi-camera Systems

So far the analysis of classical two component planar PIVmeasurements was consid-
ered. However, to account for the perspective error outlined in Fig. 6.1 and in order
to measure all three velocity components in a plane or even in a volume, two or more
PIV cameras are required as discussed in Chaps. 8 and 9 in detail. In this case, the
uncertainty of the reconstructed velocity field depends on the quality of all camera
images. Therefore, all the statementsmade in the foregoing sections also apply for the
analysis of stereoscopic images. However, as the results from two independent mea-
surements are combined all errors become larger apart from the perspective error
shown in Fig. 6.1. Furthermore, there are several additional errors that need to be
considered for stereoscopic or multi-camera imaging. For the reconstruction of the
out-of-plane component in the case of a stereoscopic setup, as sketched in Fig. 8.2
in Sect. 8.1, the in-plane displacements of both cameras are considered. If the uncer-
tainty and the observation angle for both stereo cameras is σΔX and α, respectively,
the uncertainty of the out-of-plane component is given by [23]:

σΔZ = σΔX

tanα
(6.13)

Thus, the uncertainty increases with decreasing observation angle as illustrated in
Fig. 6.32. For α = 45◦ the uncertainty ratio becomes unity. For smaller observation
angles the uncertainty of the third component becomes significantly larger than those
of the in plane components. On the other hand, the larger the angle is the worse
the in-plane resolution becomes. Additionally, the perspective error, discussed at the
beginning of this chapter and in Chap.2, increases withα. Often an observation angle
of α = 45◦ is selected (90◦ opening angle between both camera views) to ensure
that the uncertainty is equal for all components. However, in some experiments not
all components are equally relevant and therefore other observation angles might
be more appropriate depending on the applications. It is recommended to use an
opening angle between the cameras of 30 to 60◦.

Aside from the proper opening angle between the observation cameras it is impor-
tant that the flow informationmeasured independently withmultiple cameras is com-
bined in a proper manner to avoid systematic errors. The main problem is the proper
correspondence of information from each camera. This implies that the image points
from all cameras must be precisely related to the corresponding object points to
avoid the combination of velocity vectors from different flow regions so that the
derived third velocity component is absent of perspective errors. It is evident that
a mismatch between corresponding points leads to significant measurement errors
in case of complex flows even if the mismatch is only a fraction of the interroga-
tion window size, as indicated in Fig. 6.33. The correspondence problem is solved
by means of a careful calibration. However, it is already mentioned that calibra-
tion errors can be easily introduced if the light sheet is slightly displaced during
the experiment compared to the calibration conditions [10, 12, 53]. In this case the
mismatch between corresponding points leads to significant errors as indicated in

http://dx.doi.org/10.1007/978-3-319-68852-7_8
http://dx.doi.org/10.1007/978-3-319-68852-7_9
http://dx.doi.org/10.1007/978-3-319-68852-7_8
http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Fig. 6.32 Uncertainty of the
out-of-plane shift component
normalized with the
uncertainty of the in-plane
component with respect to
the observation angle for a
stereo PIV setup
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Fig. 6.33 Induced out-of-plane flow components (line plots) caused by misalignment between two
cameras in a stereo configuration (reproduced from [10, 11]). The interrogation window size was
32 by 32 pixel and the mismatch 16 pixel
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Table 6.1 Range of
out-of-plane errors in a stereo
configuration due to
inter-camera misalignment
(reproduced from [10, 11])
The size of the interrogation
window is 32 by 32 pixel

In-plane shift [pixel] Out-of-plane error [pixel]

Δx = 8 Δy = 0 −0.520 ≤ δΔZ ≤ 0.482

Δx = 16 Δy = 0 −0.688 ≤ δΔZ ≤ 0.705

Δx = 32 Δy = 0 −1.049 ≤ δΔZ ≤ 1.109

Δx = 8 Δy = 8 −0.576 ≤ δΔZ ≤ 1.147

Δx = 16 Δy = 16 −0.824 ≤ δΔZ ≤ 1.526

Δx = 32 Δy = 32 −1.120 ≤ δΔZ ≤ 2.076

Δx = 0 Δy = 8 −0.486 ≤ δΔZ ≤ 1.076

Δx = 0 Δy = 16 −0.602 ≤ δΔZ ≤ 1.611

Δx = 0 Δy = 32 −0.969 ≤ δΔZ ≤ 2.049

Fig. 6.33 for a simple vertical flow without any out-of-plane motion. The upper right
part in Fig. 6.33 shows the velocity field. For perfect conditions the out-of-plane
component would be zero everywhere in the field. A small mismatch between the
vector fields acquired with two independent cameras in a stereoscopic configuration
introduces a systematic non-zero out-of-plane velocity component as indicated in the
other three sub-figures of Fig. 6.33. The upper left one shows a mismatch with a pure
x-component and the lower right the error due to a pure y displacement. The lower
left sample image shows a combined shift in x- and y-direction. In the case of a 2D
laminar flow it would be immediately clear by inspecting the out-of-plane velocity
component that the out-of-plane motion is not physical. However, for turbulent flows
with many superimposed vortices of different size, orientation and strength it would
be impossible to detect the systematic errors by visual inspection. In the case of a
statistical analysis of the measurements the error can be recognized, in particular,
if a comparison with independent measurements takes place. Table6.1 summarizes
a range of the systematic out-of-plane error for different in-plane shifts. It can be
observed that a mismatch of a fraction of the interrogation window size can already
cause errors which are much larger than all errors discussed in the previous sections.
The relative error can easily reach 20% and more, which is not acceptable in real
experiments. Furthermore, it must be noted that also the in-plane components are
biased due to this error according to the stereoscopic equations.

To compensate this error it is recommended to use the calibration image to deform
the measured images so that the perspective distortion vanishes. Next a correlation
can be performed between the left and right images recorded at the same time. As
the particle image field should be almost identical the displacement field should be
zero if the mismatch between the images is zero and the correspondence perfect.
However, if any misalignment is present, the correlation between deformed images
taken at the same instant of timewill result in a displacement fieldwhich indicates the
disparity between the independent measurements with a stereoscopic system. Now
the information of the disparity map can be used to shift both fields with respect
to each other such that the disparity vanishes after another cross-correlation. This
approach was first applied in [14] and is further discussed in Sect. 8.1.4. As the

http://dx.doi.org/10.1007/978-3-319-68852-7_8
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disparity map yields only information about the relative shift it is not known if only
one or both camera views are affected. Therefore, this compensation of the mismatch
results in velocity measurements with lower error but the position of the vector in
physical space becomes more uncertain as long as the absolute direction of the shift
is not known. However, the position error is usually not as significant as long as the
flow gradients are weak (see e.g. [16]).
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Chapter 7
Post-processing of PIV Data

The recording and evaluation of PIV images has been described in the previous two
chapters. Investigations employing the PIV technique usually result in a great number
of images which must be further processed. If looking for statistical quantities the
recordeddata can easily amount to somegigabytes,which canbehandledwith today’s
computer hardware. The amount of data has always been increasing and even more
data per investigation are to be expected in future. Thus, it is quite obvious that a fast,
reliable and fully automatic post-processing of the PIV data is essential. Moreover,
with the need to inspect large amount of data, extracting essential features of interest
need to be based on objective and criteria and well established procedures.

In principle, post-processing of PIV data is characterized by the following steps:

Validation of the raw data. After automatic evaluation of the PIV recordings, a
certain number of obviously incorrectly determined velocity vectors (outliers) can
usually be found by visual inspection of the raw data. In order to detect these incorrect
data, the raw flow field data have to be validated. For this purpose, special algorithms
have to be developed, which must work automatically.

Replacement of incorrect data. For most post-processing algorithms (e.g. calcu-
lation of vector operators) it is required to have complete data fields on a Cartesian
mesh as often the case for numerically obtained data. Such algorithms will not work
if data gaps are present in the experimental set. Thus, the gaps need to be filled
with an estimated value of the velocity. Criteria for a consistent and accurate vector
replacement in the experimental data must be developed.

Data reduction. It is quite difficult to inspect several hundred or thousands veloc-
ity vector maps and to describe their fluid mechanical features. The task becomes
even harder when dealing with three-dimensional data sets. Simple techniques like

An overview of the Digital Content to this chapter can be found at [DC7.1].
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averaging (in order to extract the information about the mean flow and its fluctua-
tions) are straightforward. However, when dealing with conditional sampling (e.g.
phase averaging, in order to distinguish between periodic and non-periodic parts of
the flow fluctuations) are of less straightforward formulation. Vector field operators
(e.g. vorticity, divergence in order to detect structures in the flow) are also considered
under the common denominator of data reduction. Furthermore, the evaluation of the
structures dominating the dynamical behavior of unsteady flows requires the simpli-
fication of information by decomposition into modes. Proper orthogonal decompo-
sition (POD, also known as principal component analysis, PCA) and dynamic mode
decomposition (DMD) are the most followed approaches for the above purpose.

Data assimilation. In many cases, PIV experiments are conducted in flow regimes
where the governing equations that relate to fundamental flow properties are known.
A typical example is the principle of mass conservation, which translates into the
divergence-free condition for the velocity in incompressible flows. Another example
is the momentum equation, or its formulation in terms of vorticity dynamic equation.
PIV data can be post-processed such to locally force it to obey these governing laws.
Data assimilation of PIV data has fulfilled several purposes, from noise reduction,
to the enhancement of spatial and temporal resolution. Potentially, this approach can
also be used to fill measurement gaps or to extrapolate data from the measurement
domain outwards.

Data display and animation. A number of software packages – commercial as well
as in-house developed ones – are available for the graphical presentation of the PIV
field data. It is also very important to support the easier understanding of a human
observer of the main features of the flow field. This can be done by contour plotting,
surface rendering, color coding, etc. Animation of the PIV data is very useful for
better and more intuitive understanding of time series of PIV recordings or 3D data.

In the following sections those steps of post-processing with special requirements
due to the PIV technique will be explained in greater detail.

7.1 Data Validation

The following describes some of the issues and methods relating to the validation
of displacement data obtained in the PIV processing chain. Essentially all of today’s
PIV processing software perform data validation by default using a set of built-
in robust schemes with default values that oftentimes lead to acceptable results.
Robust data validation is also essential for the convergence of many of the advanced,
multiple-pass, multi-scale PIV processing algorithms with the exact validation set-
tings oftentimes buried deep inside the software algorithm.

In the following example the validation filters have been purposely turned off to
demonstrate the nature of erroneous PIV data. Figure 7.1 shows the instantaneous
turbulent flow field inside a channel of width 76 mm in a plane about 6 mm from
the wall. The flow is from left to right and a mean convection velocity of 3 m/s has
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Fig. 7.1 Velocity vector map (raw data) of instantaneous flow field near the side wall of a square
channel (H = 76mm, U∞ = 3.5m/s, τ = 300µs, m = 26.1pixel/mm); a constant convection
velocity of U = 3.0m/s is subtracted

been subtracted in order to enhance details of the fluctuating flow field. Meandering
structures, typically occurring in near-wall turbulent boundary layer are observed.
Meanwhile “stray” or “spurious” vectors are also present throughout the measure-
ment domain that do not match the surrounding areas. One such area, indicated by
the rectangle, is enlarged in Fig. 7.2 for better visibility. When subjected to statistical
evaluation, the velocity fluctuations due to physical flow process will be erroneously
mixed with those given by the stray vectors. It is therefore of uppermost importance
that the latter vectors are removed and replaced before further steps in the analysis
are made.

Typical features of incorrect velocity vectors, some of which can be observed in
Fig. 7.2, are that:

• their magnitude and direction differ considerably from their surrounding neigh-
bors,

• in many cases they appear as isolated spurious vectors,
• they may also appear clustered in groups, sometimes pointing toward the same
direction,

• they very often appear at the edges of the data field (near the surface of the model,
at the edges of drop-out areas, at the edges of the illuminated area, in regions of
increased out-of-plane motion or where a strong gradient is present).

From this description it can be concluded that it is most likely that during the eval-
uation procedure a correlation peak was detected which is due to noise or artifacts
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Fig. 7.2 Detail of Fig. 7.1 highlighting an area with increased number of erroneous vectors

(model surface, out-of-plane motion, noise of different sources, etc.) and not due to
the correlation of properly matched image pairs. These questionable or spurious data
points are frequently defined as outliers. In general an outlier may be defined as an
observation (data point) which is very different from the rest of the data based on
some measure.

Human perception is very efficient in detecting these outliers. For a small number
of PIV recordings with few vectors, these erroneous velocity vectors may be treated
interactively. This is no longer viable as both the number of vectors per data and
the number of recordings increases. To illustrate: the data shown in Fig. 7.1 is one of
1000 recordings containing about 37,000 vectors each ofwhich about 1%are outliers.
However, for the further processing of the flow field data it is absolutely necessary
to detect and exclude all such erroneous data. Clearly all subsequent operations, for
instance involving differential operators and integration, applied to non-validated
vector data would propagate these errors and could thus mask data of good quality,
possibly even leading to misinterpretation of the data. This would affect differential
operations for the estimation of the vorticity or divergence field or the calculation
of differences between numerical and experimental flow field data. In contrast to
this, the application of operations utilizing averaging processes over a great number
of data, (e.g. mean value, variance, turbulence intensity, etc.) are less affected by a
few incorrect data values, in part also because the erroneous data is often normally
distributed such that it’s contribution cancels out in the statistics to a certain degree.
It follows that all PIV data should generally be checked for erroneous data. Because
of the great amount of data this can only be performed by means of an automatic
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algorithm. Based on this a guiding principle for handling questionable data should
be:

• The algorithm must ensure with a high level of confidence (99% or higher) that
no questionable data are included in the final PIV data set.

• Any questionable data should be rejected, if the validation algorithm is inconclu-
sive regarding the validity of the data.

As a consequence of the application of the validation algorithm, the number of
PIV data obtained from a given recording will be reduced by a small percentage
depending on the quality of the PIV recording and the type of flow to be investigated.
Replacement of the detected outliers by means of interpolation or extrapolation
should only be performed after completion of the data validation algorithm. It should
be emphasized again that this procedure prevents information arising from incorrect
data from being spread into areas with data of good quality. For the same reason no
smoothing of the data should be carried out on data that has not been validated.

The challenge in data validation is to provide algorithms that strike a good balance
betweenover-detection, that is the removal of valid data, andunder-detection inwhich
toomany spurious vectors are accepted. The literature on this subject provides a large
variety of validation algorithms for which a complete review is beyond the scope of
this book. However, to date no general validation solution can be offered that will
work for all PIV applications. Nonetheless, some degree of generalized validation is
possible through the use of the normalized median filter proposed by Westerweel

Fig. 7.3 Validated and interpolated velocity vector map of instantaneous flow field near the side
wall of a square channel; a constant convection velocity of U = 3.0m/s is subtracted
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Fig. 7.4 Detail of validated data set indicated through rectangle in Fig. 7.3

&Scarano [47] (see p. 250). Variable threshold approaches determine the detection
threshold from filtered versions of the non-validated data set [17, 31]. Other valida-
tion approaches make use of a larger number of recordings to decompose a flow into
its principal modes, for instance through proper value decomposition (POD), and use
this information to detect outliers [11, 20]. Nowadays most PIV processing software
use several validation algorithms in combination such that the overall detection rate
is maximized. After completion of the validation procedure and interpolation of the
gaps the previously noisy data set should appear as in Figs. 7.3 and 7.4.

Prior to describing a selection of validation algorithms some definitions are given
in in the following. The instantaneous velocity vector field (U, V ) has been sampled
(“interrogated”) at positions which form a regular grid in the flow field. In our case
the grid, a part of which is shown in Fig. 7.5, consists of I × J grid points in the X and
Y directions with constant distance ΔXstep,ΔYstep between neighboring grid points
in both directions. The two-dimensional velocity vector at the position i, j (i =

Fig. 7.5 Sketch of data grid
with notation of vectors
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1 . . . I, j = 1 . . . J ) is denoted U2D(i, j). In the following discussion the relation
between the central velocity vectorU2D(i, j) and one of its nearest neighborsU2D(n)

is considered. The nearest neighbors are labeled by n, (n = 1, . . . , N ). Usually, N
is chosen to be eight. The distance d between the central velocity vector U2D(i, j)
and its nearest neighbors U2D(n) is either ΔXstep,ΔYstep or (ΔX2

step + ΔY 2
step)

0.5,
depending on its position on the grid. Themagnitude of the vector difference between
the central velocity vectorU2D(i, j) andU2D(n) is |Udiff,n| = |U2D(n)−U2D(i, j)|.

7.1.1 Vector Difference Test

The gradient filter or vector difference filter computes the magnitude of the vector
difference of a particular vector in question U2D(i, j) to each of its four or eight
neighbors U2D(n):

|Udiff,n| = |U2D(n) − U2D(i, j)| < εthresh with εthresh > 0 . (7.1)

The basic idea is to count the number of instances for which the validation crite-
rion |Udiff,n| < εthresh is violated. A displacement vector can then be classified as
questionable when it is ‘conflicting’ with at least half its neighbors. The test can be
modified by applying it not only to themagnitude but also to theU and V components
of the vector, or by utilizing a larger number of neighbors for comparison.

7.1.2 Median Test

PIV data validation by means of median filtering has been proposed by West-
erweel [45]. While median filtering is frequently utilized in image processing to
remove spurious noise, it may also by used for the efficient treatment of spurious
velocity vectors. Median filtering simply speaking means that all neighboring veloc-
ity vectors U2D(n) are sorted linearly either with respect to the magnitude of the
velocity vector, or their U and V components. The central value in this order (i.e.
either the fourth or fifth of eight neighbors) is the median value. The velocity vector
under inspection U2D(i, j) is considered valid if

|U2D(med) − U2D(i, j)| < εthresh .

7.1.3 Normalized Median Test

A slight modification of the median test results in a very powerful validation scheme
for spurious velocity vectors. Westerweel & Scarano [47] demonstrated that a
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normalization of the standardmedian test given in Eq. (7.1.2) yields a rather universal
probability density function for the residual such that a single threshold value can
be applied to effectively detect spurious vectors. The normalization requires that the
residual ri , defined as: ri = |U i −Umed| is first determined for each surrounding vec-
tor {U i |i = 1, . . . , 8}. Next the median of these eight residuals, rmed, is determined
and used to normalize the standard median test as follows:

|U2D(med) − U2D(i, j)|
rmed + ε0

< εthresh

The additional term ε0 is required to account for remaining fluctuations obtained
from correlation analysis of otherwise quiescent or homogeneous flow. In practice
this value should be set around 0.1–0.2 pixel, corresponding to the mean noise level
of PIV data [46] (see also Sect. 6.1).

The efficiency of the normalized median test was demonstrated byWesterweel
& Scarano [47] by applying it to a number of PIV experiments covering a wide
range of Reynolds numbers. The probability density functions of both the standard
and normalized median for these experiments is shown in Fig. 7.6. Integration of
the histograms of the residual for the normalized median indicated that the 90-
percentile occurs for rmed ≈ 2. Thismeant that in all experiments investigated a single

Fig. 7.6 Histograms of the
residuals using the
conventional median (a) and
the normalized median (b)
for a wide variety of
experimental data as
presented by Westerweel
& Scarano [47]
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detection threshold labeled the largest 10% of residuals. The detection efficiency is
less stringent for thresholds rmed > 2 and vice versa.

The universality of this detection scheme makes it especially well suited for iter-
ative PIV interrogation schemes such as those presented in Sect. 5.3.4.2 and should
be very suited for self-optimizing PIV algorithms. The method can be also extended
for use with non-gridded data (e.g PTV data) using the distance of the neighboring
points as a weighting factor [5].

7.1.4 Z-Score Test

Also known as Chauvenet’s criterion, this validation filter operates globally and
under the assumption that the data in normally distributed [34]. Given a set of N
measurements u1, . . . , uN , the corresponding mean value μU and standard deviation
σU , the data may be normalized with

Zi = ui − μU

σU
(7.2)

with the mean μZ ≡ 0. This normalization now lends itself for a validation based
on the deviation of the value Zi from zero in terms of the number of normal stan-
dard deviations. Choosing a threshold value Z thresh a value ui may be considered
questionable if it does not satisfy the condition

| Zi |< Z thresh (7.3)

In practice the threshold will have a value in the range of Z thresh = 3 . . . 5. For
normal distributed data the likelihood of values beyond a threshold Z thresh = 3 is
less than 0.3% such that, in principle, spurious vectors are very likely to be detected.
For flow field data the test can be applied for each of the velocity components.
However, due to the assumption that the data is normally distributed the performance
of this filter depends on the nature of the flow field. For example, its application in
homogenous turbulence is more suited than in a flow field containing regions of
both uniform flow and turbulence (e.g. jet in cross-flow). Its suitability becomes
increasingly questionable as the probability density function of the velocity departs
from a normal distribution, as illustrated in the following example.

7.1.5 Global Histogram Operator

While the flow field shown in Fig. 7.1 has a certain degree of uniformity throughout
the field of view, this is not necessarily always the case. Consider for instance the
flow field shown in Fig. 7.7 for the transonic flow above a NACA0012 airfoil at a

http://dx.doi.org/10.1007/978-3-319-68852-7_5
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Fig. 7.7 Velocity vector map (raw data) of instantaneous flow field (U −U , V ) above NACA 0012
airfoil (Ma = 0.75, α = 5◦, lc = 20cm, τ = 4µs, U = 344m/s)

Fig. 7.8 Location of
correlation peaks in the
correlation plane. Rectangles
indicate areas of plausible
data, area (I) Ma < 1, (II)
Ma > 1

10

15

50

Pi
xe

l y

5

0

-5
40 60 70

Pixel x

I

II

free streamMach number Ma = 0.75. The supersonic flow regime above the leading
edge of the airfoil and the terminating shock with its strong velocity gradient can
clearly be detected. Due to the velocity discontinuity across the shock some of the
neighborhood-based validation filters may reject true measurement data in this area.

The data shown in Fig. 7.7 can also be presented in the form of two-dimensional
histogram or joint probability distribution (PDF). In Fig. 7.8 each dot represents a
single velocity vector or, equivalently, the position of the correlation peak in the
correlation plane. Two separated areas of accumulated correlation peaks (velocity
vectors) can be detected, one circular region (I) and a second region (II) with greater
scattering of the peak’s locations (i.e. of the velocity vectors). The area marked (I) is
due to the subsonic part of the flow field, whereas the area (II) is due to the supersonic
part of the flow field just above the leading edge of the airfoil. These areas could
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be enclosed with suitable rectangular boxes or other enclosing areas such that all
displacement peaks (velocity vectors) lying outside these regions will be marked
and rejected. Most outliers due to noise in the correlation plane can be rejected by
application of this simple algorithm.

Figure 7.8 also demonstrates that theremay be situationswith two ormore areas in
the correlation (or velocity) plane, where the peaks (or velocity vectors) accumulate,
that is, the velocity data generally does not have a normal distribution. In the present
case this is due to discontinuities in the flow field (i.e. shocks are embedded in the
flow field). Summarizing, one can say that the global histogram operator employs
physical arguments (upper and lower limit of possible flow velocities) to remove
all data, which physically cannot exist in the flow field. Moreover, the inspection of
the global velocity histogram gives useful information about the quality of the PIV
evaluation (number of incorrect data due to noise, dynamic range of the flow field,
maximum utilization of the optimal range for PIV evaluation by selecting the proper
time delay between the light pulses for illumination, etc.).

7.1.6 Other Validation Filters

While fluid mechanical information can be used for validation, it is commonly only
used indirectly by assuming that the investigatedflowmust observe a certain degree of
continuity or coherency through the application of neighborhood operators. Another
forms of data validation are possible through the use of redundant information that
is available from time resolved, multi-frame PIV data [10] or from additional view
points such as in stereo-PIV (see p. 289).

The following describes a fewmore validationmethods which are of lesser impor-
tance for various reasons. Their performance in comparison to the previous methods
is outlined in Table 7.1.

Dynamic Mean Value Operator

Many of the neighborhood based PIV validation schemes in the literature make use
of mean value or difference tests by comparing each velocity vector individually with
its immediate neighbors as described for the gradient filter on p. 249. However, the
application of these tests has shown some problems if discontinuities (i.e. shocks)
are present in the flow field. By incorporating the local variance the algorithm locally
varies the threshold level ε for validation can thus deal with flowswith strong velocity
gradients.
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Table 7.1 Various validation filters - outlier detection efficiency, number of required parameters
and potential for self-optimization

Validation
filter

Application No. of params. Detection
efficiency

Automated
optimization

Reference

Magnitude Global 1 Poor Simple –

Range Global 2–4 Medium Simple p. 252

Difference Local 1 High Possible p. 249

Median Local 1 High Possible p. 249

Normalized
median

Local 1 High Simple p. 250

Z-score Global 1 Medium Simple p. 250

Dynamic
mean

Local 2 Medium Difficult p. 253

Minimum
correlation

Global 1 Poor Possible p. 254

Correlation
peak ratio

Global 1 Poor Difficult p. 254

Correlation
SNR

Global 1 Poor Simple p. 254

3C residualsa Global 1 High Simple p. 289
aOnly for reconstructed stereo PIV data

The local mean vector μU is calculated from the N = 8 closest neighbors:

μU (i, j) = 1

N

N∑

n=1

U2D(n) . (7.4)

The averaged magnitude or variance σ2
U of the vector difference between the average

vector μU and its 8 neighbors is also calculated:

σ2
U (i, j) = 1

N

N∑

n=1

(
μU (i, j) − U2D(n)

)2
. (7.5)

The criterion for data validation is:

|μU (i, j) − U2D(i, j)| < εthresh (7.6)

εthresh = C1 + C2 σU (i, j) (7.7)

with C1,C2 = constants which have to be determined once for a given experiment
and can then be utilized for the whole series of PIV recordings.
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Minimum Correlation Filter

As mentioned earlier, a low correlation coefficient is indicative of a strong loss a
particle match and may have a variety of causes. Thus, a validation filter may be very
helpful in detecting problematic areas in the field of view. However it is of lesser
importance for the actual validation of PIV data, as low correlation values do not
necessarily point to invalid displacement readings.

Peak Height Ratio Filter

In this case the correlation peak representative of the displacement reading is com-
pared to the first noise peak in the correlation map. A low ratio of the peak heights
may point to an inadequately seeded area and a higher likelihood that the measured
displacement is questionable. In terms of validation it is less effective because mis-
matched areas may have high correlation coefficients especially when seeding levels
are low.

Signal-to-Noise Filter

Here the signal-to-noise ratio in the correlation plane – defined as the quotient of
correlation peak height with respect to the mean correlation level – is used to validate
the data. However its use is questionable because mismatched particle images or
stationary background features can also produce high levels of correlation.

POD-Based Validation

The use of proper orthogonal decomposition for the purpose of PIV data validation
is based on the assumption that spurious vectors are not correlated with specific
flow features. Therefore, their occurrence is mostly random. Once the dataset is
decomposed in orthogonalmodes, the highest in rank represent the dominant physical
fluctuations of velocity. The energy in the lowest rankmodes is mostly representative
of random errors and spurious vectors. Decomposing the data set with POD and
performing a low order reconstruction (based for instance on 95% of the total energy)
is a robust technique to eliminate erroneous vectors and at the same time replacing
them with a realistic estimate. The latter shall be solely regarded as an empirical
criterion for reference. If the reconstruction is truncated too early, the result will
underestimate the flow fluctuations. Conversely, including too many modes (late
truncation) will not be effective in removing the spurious vectors. Recent studies
have focused on determining a universal criterion for truncating the reconstruction
such that the reliability (lowest number of outliers) [11] or the accuracy (lowest level
of random error) [21] of the result is maximized.

7.1.7 Implementation of Data Validation Algorithms

Since there is no unique validation filter suitable for all applications, the common
approach has been to apply a combination of several different filters in succession. By
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adjusting the validation parameters individually for each filter, high data validation
rates can be achieved even if the individual filters are not operating at their optimum.
This strategy is especially attractive when processing larger data sets.

A successful validation procedure should be to collect asmuch a priori information
about the flow field to be investigated as possible and to express this knowledge in
the form of fluid mechanical or image processing operators. The first simple fluid
mechanical operators were already introduced in the 1990s [4] and are nowadays
quite far developed (see e.g. [3]).

7.2 Replacement Schemes

After having validated all PIV data it is possible to fill in missing data using, for
instance, bilinear interpolation. According toWesterweel [45] the probability that
there is another spurious vector in the direct neighborhood of a spurious vector
is given by a binominal distribution. For instance, if the data contains 5% spurious
vectors,more than80%of the data canbe recoveredby a straight bilinear interpolation
from the four valid neighboring vectors (incidentally, the bilinear interpolation also
fulfills continuity). The remaining missing data can be estimated by using some sort
of weighted average of the surrounding data, such as the adaptive Gaussian window
technique proposed by Agüi & Jiménez [1].

Some post-processing methods also require smoothing of the data. The reason is
that the experimental data is affected by noise in contrast to numerical data. A simple
convolution of the data with a 2 × 2, 3 × 3 or larger smoothing kernel (with equal
weights) is generally sufficient for this purpose. By choosing the kernel size to have
spatial dimensions smaller than the effective interrogation window size, additional
lowpass filtering of the velocity field can be minimized. Median filtering is another
effective means for spurious noise reduction.

High-quality PIV data typically exhibits less than 1% of spurious vectors under
regular conditions and less than 5% in rather challenging experimental situations.
Replacement schemes should therefore not be used thoughtlessly if the amount of
spurious vectors is (locally) larger than that.

The low order reconstruction based on POD is an approach that simultaneously
replaces spurious vectors and reduces the random errors. In principle, a single param-
eter needs to be chose, which is the fraction of cumulative energy where truncating
themodes used for reconstruction. In this respect, PODoffers a rather simple solution
to the problem of data validation and vector replacement.

7.3 Data Assimilation Techniques

There is an increased interest in connecting the growing capabilities of computer
simulations to enhance measurement data and vice-versa. The techniques that aim
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at performing these operations are considered under the category of data assimila-
tion. The number of research articles in this area is growing, as data assimilation
can be used in multiple directions, from stabilizing [32] to conditioning computer
simulations towards a preferred solution [33].

7.3.1 Error Minimization

The discussion herein is limited to the simpler case of incompressible flows, where
mass conservation is written in differential form as

∂U

∂X
+ ∂V

∂Y
+ ∂W

∂Z
= 0 (7.8)

PIV data from planar measurements cannot be easily treated with this
equation because the out-of-plane term ∂W

∂Z cannot be accounted for. Instead, for
three-dimensional data issued for instance by scanning PIV, holographic or tomo-
graphic PIV, imposing Eq. (7.8) can be used to reduce the amount of measurement
noise [25].

7.3.2 Enhancing Temporal Resolution

Based on Eq. (7.9) in PIV data the time-advancing term can be estimated from the
other terms on the right hand side. This approach leads to time advancing a PIV
instantaneous velocity and vorticity field solely based on the existing data set. The
main use of this approach is to estimate the temporal behavior of the flow even
by measurements that do not capture the time scales at a rate dictated by Nyquist
criterion. This technique is referred to as time-supersampling and it has shown the
ability to reconstruct the velocity time history and spectrum from undersampled

Fig. 7.9 Instantaneous velocity field at the trailing edge of a NACA0012 airfoil. The black circle
indicates the point where the velocity time history is evaluated
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Fig. 7.10 Time history of vertical velocity component. Original measurements at 20 kHz (solid
black line), samples extracted at 833Hz (dots), super-sampled from 833Hz to 20 kHz (solid red),
linear interpolation of samples at 833Hz (dashed blue) (A colored version of this figure can be
found at [DC7.2].)

Fig. 7.11 Amplitude
spectrum of vertical velocity
fluctuations. Comparison
between reference data at
20 kHz (black), subsampled
at 1.67 kHz (blue) and
super-sampled by advection
(red). Nyquist limit for the
subsampled data indicated in
dashed blue line (A colored
version of this figure can be
found at [DC7.2].)

data [27]. The use of a simpler model such as local advection of velocity has proven
useful for planar data where the full vorticity equation cannot be measured [23]. The
velocity at a delayed time instant can be estimated from the velocity field with the
assumption of frozen transport:

V (X, t + Δt) ≈ V (X − VconvΔt, t). (7.9)

In the wake of an airfoil immersed in a stream at 14m/s the velocity time history
as well as its frequency spectrum, requiring a time resolution of 20 kHz according
to Nyquist criterion, have been reconstructed from measurements at a sampling rate
below 1 kHz (see Figs. 7.9, 7.10 and 7.11).

For three-dimensional data, the use of the vorticity equation has been proven of
more general validity as it can reconstruct the time history and spectrum also for
free shear flows with separation, where the frozen turbulence hypothesis does not
hold [27].

http://dc.pivbook.org/time_history_velocity
http://dc.pivbook.org/time_history_velocity
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7.3.3 Enhancing Spatial Resolution

The recent increase of interest in 3D PIV by means of Lagrangian particle tracking
(e.g. Shake-The-Box [24]) has signaled the need to increase the spatial density of
the velocity vectors for these intrinsically sparse measurements. Data assimilation
techniques have proven a better ability than interpolators to “fill the empty space”
between particle tracers. The most followed approach is that of minimizing a cost
function obtained from the difference between the measured data and that obtained
from a computer simulation.

A simple approach minimizes only the difference of the measured velocity,
whereas, more constraints can be imposed if also the fluid acceleration [28] or the
whole particle trajectory are known. Finding the optimum of the cost function in a
computationally efficient manner makes use of adjoint techniques as demonstrated
in recent works [26, 33].

7.4 Vector Field Operators

In many fluid mechanical applications the velocity information by itself is of sec-
ondary interest in the physical description, which is principally due to the lack of
simultaneous pressure and density field measurements. In general the pressure, den-
sity and velocity fields are required to completely recover all terms in the Navier–
Stokes equation:

ρ
DU
Dt

= −∇ p + μ∇2U + F (7.10)

where F represents the contribution of the body forces such as gravity. Efforts to
obtain some of these field quantities in addition to the velocity field is subject of
current research, which is partially realized by the application of several methods in
parallel or through volume capturing methods such as tomographic PIV. Clearly, the
task of obtaining all of these field quantities simultaneously is a remaining challenge.
By itself, the planar velocity field obtained by PIV can already be used to estimate
other fluidmechanically relevant quantities bymeans of differentiation or integration
which will be outlined in the following.

Of the differential quantities the vorticity field is of special interest because this
quantity, unlike the velocity, is independent of the frame of reference. In particular,
if it is resolved temporally, the vorticity field can be much more useful in the study of
flow phenomena than the velocity field by itself, especially in highly vortical flows
such as turbulent boundary layers, wake vortices and complex vortical flows. For
incompressible flows (∇ · U = 0)1 the Navier–Stokes equation can actually be
rewritten in terms of the vorticity, that is the vorticity equation:

1Incompressibility is a fairly stringent condition for Eq. (7.11). However, the pressure term vanishes
and Eq. (7.11) holds, if ∇ρ ‖ ∇ p, that is the fluid is barotropic.
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∂ω

∂t
+ U · ∇ω = ω · ∇U + ν∇2ω (7.11)

which expresses the rate of change of vorticity of a fluid element (for simplicity,
F = 0). Although the pressure term has been eliminated from this expression, the
estimation of the last term, ∇2ω, is difficult from actual PIV data. Because of its
frequent use in fluid mechanical descriptions, the estimation of vorticity from PIV
data will serve as an example for the available differentiation schemes given in the
following sections.

Integral quantities can also be obtained from the velocity field. The instantaneous
velocity field obtained by PIV can also be integrated yielding either single values
through path integrals or another field quantity such as the stream function. Analo-
gous to the vorticity field, the circulation which is obtained through path integration
is also of special interest in the study of vortex dynamics, mainly because it is also
independent of the reference frame. Other PIV applications may require the calcula-
tion of mass flow rates in a control volume type of analysis. A crucial condition for
the application of integral analysis is that the field of view allows for an appropriate
choice of the integration path. The later sections of this chapter will be devoted to
the aspects of integration.

7.5 Estimation of Differential Quantities

Before addressing the actual calculation schemes available for the differentiation of
the velocity field data, it should be determinedwhich terms can actually be calculated
from the planar velocity field. Standard PIV data provide only the two components2

of the three-dimensional vector field while more advanced PIV methods like stereo-
scopic PIV provide three-component velocity data. Unless several light sheet planes
are recorded simultaneously, the classical 2C PIV implementation method can only
provide a single plane of velocity data thereby excluding all possibilities of calcu-
lating gradients normal to the light sheet. In order to see which differential terms
actually can be calculated, the full velocity gradient tensor or deformation tensor,
dU/dX , will be given first:

dU
dX

=

⎡

⎢⎢⎣

∂U
∂X

∂V
∂X

∂W
∂X

∂U
∂Y

∂V
∂Y

∂W
∂Y

∂U
∂Z

∂V
∂Z

∂W
∂Z

⎤

⎥⎥⎦ (7.12)

This deformation tensor can be decomposed into a symmetric part and an antisym-
metric part:

2We ignore the fact that standard PIV only yields a two-dimensional projection of the three-
dimensional vector.
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dU
dX

=

⎡

⎢⎢⎣

∂U
∂X

1
2

(
∂V
∂X + ∂U

∂Y

)
1
2

(
∂W
∂X + ∂U

∂Z

)

1
2

(
∂U
∂Y + ∂V

∂X

)
∂V
∂Y

1
2

(
∂W
∂Y + ∂V

∂Z

)

1
2

(
∂U
∂Z + ∂W

∂X

)
1
2

(
∂V
∂Z + ∂W

∂Y

)
∂W
∂Z

⎤

⎥⎥⎦

+

⎡

⎢⎢⎣

0 1
2

(
∂V
∂X − ∂U

∂Y

)
1
2

(
∂W
∂X − ∂U

∂Z

)

1
2

(
∂U
∂Y − ∂V

∂X

)
0 1

2

(
∂W
∂Y − ∂V

∂Z

)

1
2

(
∂U
∂Z − ∂W

∂X

)
1
2

(
∂V
∂Z − ∂W

∂Y

)
0

⎤

⎥⎥⎦ (7.13)

A substitution of the strain and vorticity components yields:

dU
dX

=

⎡

⎢⎢⎣

εXX
1
2εXY

1
2εXZ

1
2εY X εYY

1
2εY Z

1
2εZ X

1
2εZY εZ Z

⎤

⎥⎥⎦ +

⎡

⎢⎢⎣

0 1
2ωZ − 1

2ωX

− 1
2ωZ 0 1

2ωY

− 1
2ωX

1
2ωY 0

⎤

⎥⎥⎦ (7.14)

Thus the symmetric tensor represents the strain tensorwith the elongational strains on
the diagonal and the shearing strains on the off-diagonal, whereas the antisymmetric
part contains only the vorticity components.

Given that conventional two-component PIV provides only theU and V velocity
components and that this data can only be differentiated in the X and Y directions,
only a few terms of the deformation tensor, dU/dX , can be estimated with PIV:

ωZ = ∂V

∂X
− ∂U

∂Y
(7.15)

εXY = ∂U

∂Y
+ ∂V

∂X
(7.16)

η = εXX + εYY = ∂U

∂X
+ ∂V

∂Y
(7.17)

Therefore, only the vorticity component normal to the light sheet can be determined,
alongwith the in-plane shearing and extensional strains. In this regard it is interesting
to note that the additional availability of the third velocity component,W , by stereo-
scopic PIV methods, does not yield any additional strains or vorticity components.

Assuming incompressibility, that is,∇·U = 0, the sumof the in-plane extensional
strains in Eq. (7.17) can be used to estimate the out-of-plane strain εZ Z :

εZ Z = ∂W

∂Z
= −∂U

∂X
− ∂V

∂Y
= −η (7.18)

However it should be kept in mind that the quantity η only indicates the presence of
out-of-plane flow; it does not recover the out-of-plane velocity, W , which should be
retrieved directly using stereo PIV for instance.
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The multiplane stereo PIV technique (p. 560) can be used to estimate the full
vorticity vector. The technique provides three-component velocity data at typically
two slightly Z -displaced parallel planes, from which the out-of-plane differentials
∂Ui
∂Z can be estimated through central differences.

7.5.1 Standard Differentiation Schemes

Since PIV provides the velocity vector field sampled on a two-dimensional, evenly
spaced grid, finite differencing has to be employed in the estimation of the spatial
derivatives of the velocity gradient tensor, dU/dX . Moreover, each of the velocity
data, Ui , is disturbed by noise, that is, a measurement uncertainty, εU . Although the
error analysis used for the estimation of the uncertainty in the differentials assumes
the measurement uncertainty of each quantity to be decoupled from its neighbors,
this is not always the case. For instance, if the PIV image is oversampled, that
is the interrogation interval (sample points) is smaller than the interrogation area
dimensions (ΔX < ΔX0 and/or ΔY < ΔY0), the recovered velocity estimates
are not independent because the neighboring interrogation areas partly sample the
same particles. At low image densities, this problem worsens especially in regions
of high displacement gradients (see also Fig. 6.25). For simplicity the differentiation
schemes described in the next section assume the measurement uncertainties to be
independent of their neighbors.

Table 7.2 First order differential operators for data spaced at uniform ΔX intervals along the
X -axis

Operator Implementation Accuracy Uncertainty

Forward difference

(
d f

dx

)

i+1/2
≈ fi+1 − fi

ΔX
O(ΔX ) ≈1.41

εU

ΔX

Backward difference

(
d f

dx

)

i−1/2
≈ fi − fi−1

ΔX
O(ΔX ) ≈1.41

εU

ΔX

Central difference

(
d f

dx

)

i
≈ fi+1 − fi−1

2ΔX
O(ΔX2) ≈0.7

εU

ΔX

Richardson extrapol.

(
d f

dx

)

i
≈

fi−2 − 8 fi−1 + 8 fi+1 − fi+2

12ΔX

O(ΔX3) ≈0.95
εU

ΔX

Least squares

(
d f

dx

)

i
≈

2 fi+2 + fi+1 − fi−1 − 2 fi−2

10ΔX

O(ΔX2) ≈1.0
εU

ΔX

http://dx.doi.org/10.1007/978-3-319-68852-7_6
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Forward differences Center differences

Least-squares approachRichardson extrapolation

ωz, min s-1= -33.0ωz, max s-1= 33.7 ωz, max s-1 ωz, min s-1

ωz, max s-1 ωz, min s-1 ωz, max s-1 ωz, min s-1

= 27.8 = -28.1

= -31.0= 30.9 = 20.5 = -20.9

Fig. 7.12 Vorticity field estimates obtained from twice-oversampled PIV data, e.g. the interrogation
windowoverlap is 50%.The vortex pair is known to be laminar and thus should have smooth vorticity
contours

Table 7.2 lists a number of finite difference schemes to obtain estimates for the
first derivative, d f /dx , of a function f (x) sampled at discrete locations fi = f (xi ).
The “accuracy” in this table reflects the truncation error associated with derivation
of each operator by means of Taylor series expansion. The actual uncertainty in
the differential estimate due to the uncertainty in the velocity estimates εU can be
obtained using standard error propagation methods assuming the individual data to
be independent of each other.

The difference between theRichardson extrapolation scheme and the least squares
approach is that the former is designed to minimize the truncation error while the
latter attempts to reduce the effect of the random errors, that is, the measurement
uncertainty, εU . The least squares approach therefore seems to be the most suitable
method for PIV data. In particular, for oversampled velocity data where neighboring
data are no longer uncorrelated, the Richardson extrapolation scheme along with
the less sophisticated finite difference schemes will perform poorly with respect
to the least-squares approach. On the other hand, the least-squares approach has a
tendency to smooth the estimate of the differential because the outer data fi±2 are
more weighted than the inner data fi±1.

The effect of oversampling on the estimation of the differential quantities is
demonstrated in Fig. 7.12 for vorticity fields computed from the same velocity data
at different mesh spacings. Since the data is taken from a laminar vortex pair, the vor-
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Forward differences Center differences

Least-squares approachRichardson extrapolation

ωz, max s-1 ωz, min s-1

ωz, max s-1 ωz, min s-1 ωz, max s-1 ωz, min s-1

ωz, max s-1 ωz, min s-1 = 41.5

= -38.3= 45.1 = 32.8 = -30.7

= -41.1= 50.9 = -35.7

Fig. 7.13 Vorticity field estimates obtained from four times oversampled PIV data, e.g. the inter-
rogation window overlap is 75%

ticity contours are expected to be smooth (data from [48]). For a 50% interrogation
window overlap all schemes produce reasonable results since neighboring data are
only weakly correlated. The estimate obtained from the forward difference scheme
is the most noisy because the data entering in the formula are correlated (by 50%
overlap) which is not the case for the center difference scheme.

By increasing the interrogationwindow overlap, such as in Fig. 7.13, much noisier
vorticity fields are obtained which has two related causes: first the grid spacing,
ΔX,ΔY , is reduced by a factor of two while the measurement uncertainty for the
velocity, εU , stays the same. As a result the vorticity measurement uncertainty is
doubled. Secondly, all or part of the data used in the differentiation scheme will be
correlated because of the increased overlap. For instance velocity gradient induced
bias errors will be similar in neighboring points which in turn results in a biased
estimate of the vorticity. Thus, the estimation of differential quantities from the
velocity field has to be optimized with respect to the grid spacing. A coarser grid not
only yields less noisy estimates of the gradient quantity, but also results in a reduced
spatial resolution.

The noise performance and frequency response of these as well as more advanced
differentiation schemes have been investigated in further detail by Foucaut &
Stanislas [7], Fouras & Soria [8] and Etebari & Vlachos [6]. In the following
section, some alternative differentiation schemes are introduced.
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7.5.2 Alternative Differentiation Schemes

The finite differencing formulae given in Table 7.2 have been derived for functions of
one variable, that is, they are applied in one dimension at a time. Almost by definition,
the velocity data obtained by PIV is provided on a two-dimensional grid which also
holds for the differential quantities obtained from it. As a consequence, the use of
one-dimensional finite difference schemes for the estimation of the two-dimensional
differential field quantities seems inadequate. Using the estimation of the out-of-
plane vorticity component, ωZ , as an example several alternative approaches to the
problem of differential estimation will be given.

By definition the vorticity is related to the circulation by Stokes theorem

Γ =
∮

U · dl =
∫

(∇ × U) · dS =
∫

ω · dS (7.19)

where l describes the path of integration around a surface S. The vorticity for a fluid
element is found by reducing the surface S, and with it the path l , to zero:

n̂ · ω = n̂ · ∇ × U = lim
S→0

1

S

∮
U · dl (7.20)

where the unit vector n̂ is normal to the surface S. Stokes theorem can also be applied
to the (X,Y )-gridded PIV velocity data:

(ωZ )i, j = 1

A
Γi, j = 1

A

∮

l(X,Y )

(U, V ) · dl (7.21)

where (ωZ )i, j reflects the average vorticity within in the enclosed area. In practice
Eq. (7.21) is implemented by choosing a small rectangular contour (Fig. 7.14, for
instance two mesh points wide and two mesh points high) around which the circu-
lation is calculated using a standard integration scheme such as the trapezoidal rule.
The local circulation is then divided by the enclosed area to arrive at an average
vorticity in this area. The following formula provides a vorticity estimate at point

Fig. 7.14 Contour for the
circulation calculation used
in the estimation of the
vorticity at point (i, j)

i i+1i-1

j-1

j

j+1

X

Y
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50% Overlap 75% Overlap

ωz, max s-1 ωz, min s-1ωz, max s-1 ωz, min s-1 = 39.0= -26.6= 26.7 = -35.3

Fig. 7.15 Vorticity field estimates obtained from PIV velocity fields by the circulation method:
(left) the velocity field is twice oversampled, (right) four times oversampled. The contours of this
laminar vortex pair are known to be smooth such that the non-uniformities are due to measurement
noise

(i, j) based on a circulation estimate around the neighboring eight points:

(ωZ )i, j =̂ Γi, j

4ΔXΔY
(7.22)

with

Γi, j = 1

2
ΔX (Ui−1, j−1 + 2Ui, j−1 +Ui+1, j−1)

+ 1

2
ΔY (Vi+1, j−1 + 2Vi+1, j + Vi+1, j+1)

− 1

2
ΔX (Ui+1, j+1 + 2Ui, j+1 +Ui−1, j+1) (7.23)

− 1

2
ΔY (Vi−1, j+1 + 2Vi−1, j + Vi−1, j−1) .

Vorticity fields estimated by this expression are shown in Fig. 7.15. When compared
to Figs. 7.12 and 7.13, this differentiation scheme clearly performs better, especially
in the four-times oversampled data. The principle reason for this is that more data
enter in each vorticity estimate. A closer inspection of Eq. (7.22) reveals that the
expression is equivalent to applying the central difference scheme (Table 7.2) to
a smoothed (3 × 3 kernel) velocity field [44]. While the vorticity estimation by
one-dimensional finite differences (Table 7.2) requires only 4–8 velocity data values
this expression utilizes 12 data values. The uncertainty in the vorticity estimate,
assuming uncorrelated velocity data, then reduces to εω ≈ 0.61εU/ΔX compared
to εω ≈ εU/ΔX for center differences or εω ≈ 1.34εU/ΔX for the Richardson
extrapolation method. Further effects due to data oversampling are not as significant
as with some of the simpler one-dimensional differentiation schemes because no
differences of directly adjoining data are used.

A similar approach may be used in the estimation of the shear strain and the
out-of-plane strain.
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(εxy)i, j =
(

∂U

∂Y
+ ∂V

∂X

)

i, j

=̂ − Ui−1, j−1 + 2Ui, j−1 +Ui+1, j−1

8ΔY

+ Ui+1, j+1 + 2Ui, j+1 +Ui−1, j+1

8ΔY

− Vi−1, j+1 + 2Vi−1, j + Vi−1, j−1

8ΔX

+ Vi+1, j−1 + 2Vi+1, j + Vi+1, j+1

8ΔX
(7.24)

−(εzz)i, j =
(

∂U

∂X
+ ∂V

∂Y

)

i, j

=̂Vi−1, j−1 + 2Vi, j−1 + Vi+1, j−1

8ΔY

− Vi+1, j+1 + 2Vi, j+1 + Vi−1, j+1

8ΔY

+ Ui+1, j−1 + 2Ui+1, j +Ui+1, j+1

8ΔX

− Ui−1, j+1 + 2Ui−1, j +Ui−1, j−1

8ΔX
(7.25)

For the out-of-plane or normal strain an analogy to the vorticity/circulation relation
can be given: in place of the circulation the net flow across the boundaries of the
contour is calculated. However, no such analogy exists for the shear strain, εXY .
Figure 7.16 graphically illustrates the three differential estimation schemes described
in this section.

Aside from the above mentioned techniques for differential estimation in PIV
velocity data, the literature has suggested alternative methods. Earlier it was noted
that the estimation uncertainty, εΔ, for the same differentiation scheme is directly
proportional to the grid spacing (ΔX,ΔY ), that is, εΔ ≈ εU/ΔX . Once the interro-
gation window overlap exceeds 50%, the velocity data entering in the differentiation
are increasingly correlated (i.e. biased) and cause the differential estimates to be
biased. For these reasons Lourenço & Krothapalli [15] suggested the use of an
adaptive scheme for the computation of vorticity. Themethod is based on Richardson
extrapolation and is aimed at minimizing the total error in the vorticity estimate by
combining vorticity estimates at several different grid spacings. Even better results
can be obtained by also including a least squares second order polynomial approxima-
tion in the differentiation scheme. The extension of this principally one-dimensional
approach to differential estimation would certainly also be possible.

The task of differential estimation from velocity field data can also be studied
from a two-dimensional signal processing point of view as suggested by Nogueira
et al. [17]. Linear filter theory is used to derive and optimize a variety of one- and
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Fig. 7.16 Implementation of the threemajor differential quantities obtainable with planar PIV data.
The deformation of the fluid element is given on top while the bottom shows the path of integration
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ωz, max s-1 ωz, min s-1ωz, max s-1 ωz, min s-1 = 39.2= -27.2= 27.8 = -34.2

Fig. 7.17 Vorticity field estimates obtained fromPIVvelocity fields using a linear, two-dimensional
filter: (left) the velocity field is twice-oversampled, (right) four times oversampled

two-dimensional differentiating filters whose performance is tested on noisy PIV
data. Vorticity estimates from one such filter (f) are shown in Fig. 7.17. Compared
to the circulation method Eq. (7.22) this differential filter is more susceptible to the
side-effects of oversampling described before because it is designed to perform well
at higher spatial frequencies.
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7.5.3 Uncertainties and Errors in Differential Estimation

As already noted in the previous section a variety of factors enter in the uncertainty
of a differential estimate.

Uncertainty in velocity: Each PIV velocity estimate Ui, j is associated with a mea-
surement uncertainty εU whose magnitude depends on a wide variety of aspects such
as interrogationwindow size, particle image density, displacement gradients, etc. (see
Sect. 6.1). Since differential estimates from the velocity data require the computation
of local differences on neighboring data the noise increases inversely proportional
to the local difference, Ub − Ua , as the spacing between the data ΔX = |Xa − Xb|
is reduced. That is, the estimation uncertainty in the differential, εΔ, scales with
εU/ΔX .

Oversampled velocity data: It is common practice to oversample a PIV recording
during interrogation at least twice in order to bring out small-scale features in the
flow. Because of this oversampling, neighboring velocity data are estimated partially
from the same particle images and therefore are correlated with each other. Because
of this, neighboring data are likely to be biased to a similar degree, especially in
regions containing high velocity gradients and/or low seeding densities. This local-
ized velocity bias then causes the differential estimate to be biased as well. The
oversampling effects can be observed very well by comparing Figs. 7.12 and 7.13.

The effect of oversampling is partially reduced through application of advanced
processing schemes such as iterative image deformation techniques as introduced in
Sect. 5.3.4.3. To illustrate this the vortex pair data shown in the previous section was
processed by an image deforming algorithm at 75% overlap and differentiated using
the circulation approach (Eq. (7.22)). In spite of the high oversampling the contours
in Fig. 7.18 are smooth as expected from the laminar flow. In part this is a direct result
of the smoothing applied during the intermediate processing steps of the processing
algorithm.Nonetheless, the advanced processing algorithms are capable of providing
nearly bias-free data where the choice of subsequent differentiation scheme is less
critical.

Fig. 7.18 Vorticity estimate
calculated from 75%
overlapped PIV data using
Eq. (7.22). Compared to the
earlier examples an iterative
image deformation PIV
algorithm was first used to
calculate the velocity data

ωz, max= 29.4 s-1 ωz, min= -29.0 s-1

http://dx.doi.org/10.1007/978-3-319-68852-7_6
http://dx.doi.org/10.1007/978-3-319-68852-7_5
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Fig. 7.19 Effect of spatial resolution on vorticity estimation

Interrogation window size: The size of the interrogation window in the object plane
(ΔX0×ΔY0) defines the spatial resolution in the recovered velocity data. The spatial
resolution in the velocity field in turn limits the obtainable spatial resolution of the
differential estimate. Depending on the utilized differentiation scheme the spatial
resolution will be reduced to some degree due to smoothing effects. The effect of the
interrogation window size on both the velocity as well as vorticity estimate is given
in Fig. 7.19.

Curvature effects: The standardPIVmethod is only afirst order approximation to the
true particle image displacement. Since it generally relies on only two illumination
pulses, effects due to acceleration and curvature are lost. In regions of rotating flow
this straight line approximation underestimates the actual particle image displace-
ment and thereby the local velocity. Differential estimates will then have a tendency
to be biased to lower magnitudes as well. By reducing the illumination pulse delay,
Δt , this effect can be reduced at the cost of increased noise in the differential estimate
due to the velocity measurement uncertainty, εU , itself.
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As pointed out byWereley&Meinhart [43] the symmetric offset of the interro-
gation windows during iterative processing provides second order accurate displace-
ment estimates and thus reduces the effects of curvature because the displacement
vector is attached to the midpoint between the offset samples.

7.6 Estimation of Integral Quantities

7.6.1 Path Integrals – Circulation

By definition, the vorticity integrated over an area A equals the circulation, Γ . Using
Stokes theorem (Eq. (7.19)) this operation reduces to a line integral of the dot product
between the local velocity vector, U , and the incremental path element vector dX
where the integration path is defined by the boundary, C , of the enclosed area A:

Γ =
∫

A
ω dA (7.26)

=
∮

C
U · dX (7.27)

For two-component velocity data constrained to the XY plane with U = (U, V ), the
above equation reduces to:

Γ =
∫ ∫

A(X,Y )

ωZ dX dY (7.28)

=
∮

C(X,Y )

U(X,Y) · dX (7.29)

=
∮

C(X,Y )

U dX + V dY (7.30)

Given the path of integration, the evaluation of Eq. (7.30) is straightforward using
integration schemes such as the trapezoidal approximation or Simpson’s rule. To
determine the circulation of clearly defined, nearly round vortical structures, a circu-
lar integration path centered at the position of maximum vorticity is generally suffi-
cient. By plotting the circulationwith respect to integration path radius, an asymptotic
convergence towards the value of the structure’s circulation can be observed (pro-
vided no other vortices are included by the integration contour). This convergence
coincides with a decay of vorticity away from the vortex core.

For more complex vortical structures the assignment of a reasonable integration
path is not very simple. For vortical structures, the ideal integration path would be
defined by a dividing stream line which separates it from other vortical structures.
However, the computation of the required stream function from the unsteady velocity
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Fig. 7.20 The contours of the vorticity field are used as integration paths for the circulation whose
magnitude is given above the individual vortices (data courtesy of Schröder [30])

data is nontrivial and often nonunique (see Sect. 7.6.3). Since the circulation actually
is an area-integral of vorticity, an integration along a constant-vorticity contour near
zero will evaluate to a value close to the vortex’s actual circulation. This approach
was chosen, for instance, in the evaluation of the Karman vortex street data shown in
Fig. 7.20. Although this approach is very robust, the difficulty often lies in retrieving
the desired closed contour from the vorticity data. Once the contour is available, a
bi-linear interpolation of the velocity on to the contour is sufficient for the evaluation
of Eq. (7.30).

7.6.2 Path Integrals – Mass Flow

In some applications the rate mass or volume across a control surface, CS, is of
interest and is expressed as a surface integral:



7.6 Estimation of Integral Quantities 273

Ṁ = dm

dt
=

∫ ∫

CS
ρ(U · n̂) dS (7.31)

For two-dimensional data constrained to the XY plane, the surface reduces to a path
integral similar to Eq. (7.30):

Ṁ XY = dmXY

dt
=

∮

C
ρ(U dY − V dX) (7.32)

Theunits of ṀXY aremassflowper unit depth and ifρ ≡ 1 thenEq. (7.32) represents a
volume flow rate per unit depth.With regard to its numerical implementation, similar
integration schemes as for the estimation of the circulation (Sect. 7.6.1) can be used.

In cases where three-dimensional velocity data is available in a plane, the actual
mass (or volume) flow rate across this surface or portions thereof can be determined
using an area integral:

Ṁ =
∫ ∫

A(X,Y )

W dX dY (7.33)

whereW is the velocity component normal to the light sheet. In this case the approx-
imation of the integral is more complicated than for the previously described line
integrals.

7.6.3 Area Integrals

The following integration schemes are based on the assumption that the integrand,
that is, the flow field, is two-dimensional as well as incompressible. Further on,
assuming the flow to be irrotational, potential theory relates the velocity field, U =
(U (X,Y ), V (X,Y )), to the stream function, Ψ , and potential function, Φ:

U = ∂Ψ

∂Y
= ∂Φ

∂X
(7.34)

V = −∂Ψ

∂X
= ∂Φ

∂Y
(7.35)

which can be integrated over the domain (i.e. XY plane) to:

Ψ =
∫

Y
U dY −

∫

X
V dX (7.36)

Φ =
∫

X
U dX +

∫

Y
V dY (7.37)

Although these purely kinematic conditions will work reasonably well for the flows
studied with PIV, the inherent problem is that, depending on the chosen frame of



274 7 Post-processing of PIV Data

Fig. 7.21 Two-dimensional stream function computed from vortex pair velocity data in a
laboratory-fixed reference frame (left) and in a reference frame moving 20mm/s upward with
the vortex pair (right)

reference, non-unique solutions to Ψ and Φ are obtained. This is due to the fact that
Eqs. (7.36) and (7.37) are a simplification of the Poisson equation:

∇2Ψ = −ωZ (7.38)

to a Laplace equation, ∇2Ψ = 0 using the condition of irrotationality (i.e. ωZ =
0). The integration of Eq. (7.38) is rather difficult because the integrand can only
be approximated from the velocity field data (see Sect. 7.5). Further, the boundary
conditions along the edges of the field of view need to be defined prior to integrating
Eq. (7.38).

Figure 7.21 shows the result of integrating Eq. (7.36) on an actual flow, a vor-
tex pair, which can be assumed to be nearly two-dimensional, but not irrotational.
Depending on the choice of the reference frame two entirely different results are
obtained. For instance, if the vortex propagation speed is subtracted, the bounding
streamline of theKelvin oval, that is, the body of fluidmovingwith the vortex pair, can
be approximated. This is not the case for streamlines computed in a laboratory-fixed
reference frame (Fig. 7.21 left).

Since Eqs. (7.36) and (7.37) are path-independent integrals, the numerical inte-
gration of the velocity field can be freely chosen. In this case an integration scheme
as presented by Imaichi & Ohmi [12] is used. The trapezoid approximation is used
to integrate between two neighboring points. To start the integration a starting point,
P0, is chosen, preferably near the middle of the velocity field since errors in the indi-
vidual velocity data are propagated through integration. As illustrated in Fig. 7.22
there are two principal integration methods: a column-major integration or a row-
major integration. In the first case, the integration proceeds in opposite horizontal
directions away from the starting point, P0, producing new values of the integral for
each node on the horizontal. These new estimates are then used as initial values for
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Fig. 7.22 Integration routes
used to integrate
two-dimensional stream and
potential functions as well as
pressure. Two paths of
integration follow either the
dashed or solid arrows (after
[12])

oP

Y

X

the integration in opposite directions along the vertical columns, producing estimates
of the integral throughout the domain. A second estimate of the integral can then be
obtained by reversing the order of the integration scheme, that is, by starting the
integration off in opposite directions along the vertical line containing the starting
point. The two results are then arithmetically averaged together.

Since the described integration scheme tends to propagate disturbances due to
noisy or erroneous data “down-stream” of its occurrence, more sophisticated inte-
gration schemes, such as a multigrid approach, could be used. In this case the integral
is first computed on highly smoothed and subsampled versions of the flow field and
successively updated as the sampling mesh is refined.

7.6.4 Pressure and Forces from PIV Data

The feasibility of obtaining the flow pressure from PIV (or particle tracking) velocity
data has been demonstrated abundantly over the recent years, notably for low speed
conditions. This method provides an appealing approach to measure the flow field
pressure in a non-intrusive way. Knowledge of the pressure and the way it acts in
the flow field is of fundamental importance in several fluid-dynamic areas, such as
aerodynamics, aero-acoustics, cavitation problems and fluid-structure interactions.
Early applications of this method can be found in [2, 9, 12], while a recent overview
has been provided in [37]. Its basic operating principle is that, in absence of body
forces, the Navier-Stokes momentum equation relates the local pressure gradient to
the flow acceleration and the viscous stress term (see also the application example
in Sect. 15.3).

General Formulation for Unsteady Pressure Fluctuations

For incompressible flow (with constant density ρ and viscosity μ) the pressure gra-
dient can be directly evaluated from the measured velocity field U:

http://dx.doi.org/10.1007/978-3-319-68852-7_15
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∇ p = −ρ
DU
Dt

+ μ∇2U = −ρ

(
∂U
∂t

+ (U · ∇)U
)

+ μ∇2U (7.39)

Note that although the viscous term can also be evaluated and maintained in this
formulation for completeness, several studies (e.g. [37, 39]) have confirmed that its
contribution to the pressure computation is negligible in the majority of cases, which
justifies that it is commonly omitted from the analysis. Hence, the pressure gradient
is dominated by the flow material acceleration term.

The nature of the flow configuration under consideration dictates the type of PIV
data required for the method implementation: planar PIV data may be sufficient for
a nearly two-dimensional laminar flow, but volumetric velocity data are required
for turbulent flows, notably three-dimensional. Similarly, if instantaneous pressure
is to be determined in case of an unsteady flow, the flow material acceleration term
in Eq. (7.39) involves the evaluation of the temporal development of the flow field,
whichwould require high-speed (time-resolved) PIVmeasurements to be performed.

The first step in the pressure determination is to obtain by measurement the veloc-
ity field as a function of time. From this data the flow acceleration is subsequently
derived, following a Lagrangian reconstruction of imaginary fluid trajectories for
structured PIV data [14]. Alternatively, actual particle trajectories are obtained from
PTV data [18]. The latter have demonstrated the potential of increased accuracy in
the determination of the material derivative with corresponding improvement of the
pressure determination [40].

With the velocity and acceleration fields obtained, the pressure gradient is com-
puted from the momentum Eq. (7.39). Upon spatial integration with appropriate
boundary conditions, this then delivers the pressure field itself. The integration
step [36] is performed solving a Poisson equation, obtained after taking the diver-
gence of Eq. (7.39):

∇2 p = ∇ · (∇ p) = −ρ∇ · (U · ∇U) (7.40)

Note that in the final expression both the time derivative term and the viscous
term have disappeared, as a consequence of ∇ · U = 0, in view of the incompress-
ible flow assumption. Boundary conditions to be imposed on the integration domain
boundaries are usually of mixed type: Dirichlet where pressure values can be pre-
scribed (like the undisturbed pressure or calculated with Bernoulli’s equation), and
Neumann conditions elsewhere, taken from the local pressure gradient ∇ p, as given
by Eq. (7.39).
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Time Averaged Pressure

As stated previously, in the case of unsteady flow the evaluation of the flow accel-
eration involves the temporal development of the velocity change as reflected in
Eq. (7.39). As an alternative, that is in situations where time-resolved PIV mea-
surements are not feasible, the time-mean pressure gradient can be obtained from
Reynolds averaging of Eq. (7.39) [38, 39]:

∇ p = −ρ(U · ∇)U − ρ∇ · (U′U′) + μ∇2U (7.41)

Here the averaged properties are indicated by an overbar. As all terms on the
right-hand side of Eq. (7.41) can be obtained from statistically averaged PIV data,
the time-mean pressure can thus be estimated through appropriate integration. The
Poisson equation, Eq. (7.40) may be adapted in a similar fashion [9]:

∇2 p = −ρ∇ · (U · ∇)U − ρ∇ · (U′U′) + μ∇2U (7.42)

The pressure determination from PIV data has also been considered for compressible
flow conditions by van Oudheusden [39, 41] and its viability has been demon-
strated in application to a two-dimensional Ma = 2 flow around a symmetric airfoil
and to a shock-wave boundary-layer interaction at Ma = 1.7 [41].

Forces from PIV

Extending the exploitation of pressure determination from PIV, an integral formula-
tion can be used to determine the loads on a body in the fluid by means of a control
volume approach [16, 22, 35, 38]. This involves the acceleration inside the control
volume and the momentum flux and pressure on the control-volume outer contour
Fig. 7.23. Using this approach Kurtulus et al. determined the unsteady forces on
a square cylinder along with the surrounding pressure fields from time-resolved 2C
PIV obtained with a high speed PIV system operated at 1kHz [13]. Noca et al. [16]
proposed alternative formulations of the control-volume approach of force estimation

Fig. 7.23 Control-volume
approach for determining
integral forces from two
dimensional flow (after [16,
38])
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Fig. 7.24 Time averaged velocity field around a NACA airfoil, with indication of control volume
and wake integration region (drag line) (reprinted from [38])

Fig. 7.25 Comparison of PIV and pressure measurements for the lift and drag of the airfoil
(reprinted from [38])

from PIV data, in which the explicit dependence on the pressure had been eliminated
and the integration is expressed in terms of the velocity and vorticity.

The previously described pressure and force estimation methods mostly assume
two-dimensionality of the flow, as depicted in Fig. 7.23, to facilitate the implemen-
tation of the method, provided that such is justified by the geometry [35, 38].

The application to aerodynamic forcemeasurement on an airfoil indicates that PIV
based load determination is equivalent tomeasurements performedwith conventional
pressure based instrumentation (static pressure taps and Pitotwake rake) as illustrated
in Fig. 7.24 with comparative results shown in Fig. 7.25.

The extension to fully three-dimensional problems is currently underway with
applications attempted in the low-speed regime (see for instance Application
Sect. 14.4). The further incorporation of time- and volume resolved velocity data,
facilitated by recent advances in PIV hardware and processing algorithms, grants
the perspective for applications beyond aerodynamics, towards aero-elasticity and
aero-acoustics [19].

http://dx.doi.org/10.1007/978-3-319-68852-7_14
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7.7 Vortex Detection

The velocity field obtained by PIV frequently is an intermediate result in the inves-
tigation of complex flow phenomena. Further postprocessing is required to extract
important fluidmechanical properties. For validation of numerical tools and for aero-
dynamic studies in particular, a precise knowledge of the vortical flow is desired,
which is exemplified by a number of applications provided in the later portion of this
book. The following is intended to briefly outline the potential of PIV in the analysis
of vortical flows.

Though there seems to be a common understanding about what a vortex looks like,
it is mostly defined by empirical arguments or may be very subjective. In general,
vortices are created due to conservation of angular momentum and not necessarily
assume an easily detectible circular shape, especially if several vortices interact with
each other. A vortex may be characterized by its location, circulation, core radius,
drift velocity, peak vorticity, maximum circumferential velocity, for instance.

The velocity field generally has a tendency to hide vortices in the presence of
convective flow. Streamlines, if computable (see Sect. 7.6.3), give a fairly good indi-
cation of vortical structures in the flow field as outlined in Fig. 7.26. Alternatively
the vorticity field obtained from the gradient tensor already indicate the presence of
vortices regardless of the frame of reference. As a finite difference from noisy data
the vorticity field tends to be very noisy especially for the determination of the vortex
centers. The squared vorticity field or enstrophy further enhances the visibility of the
vortices but is equally susceptible to noise. A more rigorous analysis of the avail-
able vortex characterization methods is given byVollmers [42] as well as Schram
et al. [29]. Among the available methods the rather useful λ2-operator shall be briefly
described here.

Fig. 7.26 Behavior of autonomous ordinary differential equations of two degrees of freedom in dif-
ferent regions dependent on trace and determinant of the velocity gradient tensor given in Eq. (7.43)
(after Vollmers [42])
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Following Vollmers [42] vortices appear in Fig. 7.26 for non-real eigenvalues
of the gradient tensor

G = dU
dX

=
[

∂U
∂X

∂V
∂X

∂U
∂Y

∂V
∂Y

]
(7.43)

Thediscriminantλ2 of non-real eigenvalues of the velocity tensorG separates vortices
from other patterns. It is obtained from

λ2 = (trace G)2 − 4 det(G) (7.44)

=
(

∂U

∂X
+ ∂V

∂Y

)2

− 4

(
∂U

∂X
· ∂V

∂Y
− ∂U

∂Y
· ∂V

∂X

)
(7.45)

Regionswith negative values ofλ2 indicate vortices.Unlike vorticity the discriminant
λ2 generally does not identify boundary layers and shear layers as vortices. This
makes it very useful for the position estimation of vortices but unfortunately does
not provide information on direction of rotation. This information can be obtained
by analyzing the surrounding velocity field.

As the expression Eq. (7.44) is restricted to two-dimensional interpretations of the
flow, false detection may result for strongly three-dimensional flows. If the full 3C
gradient tensor is available, the expression is readily extensible for three-dimensional
vortex detection.

References

1. Agüí, J.C., Jiménez, J.: On the performance of particle tracking. J. Fluid Mech. 185, 447–
468 (1987). DOI 10.1017/S0022112087003252. URL http://journals.cambridge.org/article_
S0022112087003252

2. Baur, T., Köngeter, J.: PIVwith high temporal resolution for the determination of local pressure
reductions from coherent turbulent phenomena. In: Third International Workshop on Particle
Image Velocimetry, Santa Barbara (USA) (1999)

3. de Kat, R., van Oudheusden, B.W.: Instantaneous planar pressure determination from PIV in
turbulent flow. Exp. Fluids 52(5), 1089–1106 (2012). DOI 10.1007/s00348-011-1237-5. URL
http://dx.doi.org/10.1007/s00348-011-1237-5

4. Dieterle, L.: Entwicklung eines abbildenden Messverfahrens (PIV) zur Untersuchung von
Mikrostrukturen in turbulenten Strömungen. Ph.D. thesis, Technische Universität Clausthal
(1997)

5. Duncan, J., Dabiri, D., Hove, J., Gharib, M.: Universal outlier detection for particle image
velocimetry (PIV) and particle tracking velocimetry (PTV) data. Meas. Sci. Technol. 21(5),
057002 (2010). DOI 10.1088/0957-0233/21/5/057002. URL http://stacks.iop.org/0957-0233/
21/i=5/a=057002

6. Etebari, A., Vlachos, P.P.: Improvements on the accuracy of derivative estimation from DPIV
velocitymeasurements. Exp. Fluids 39(6), 1040–1050 (2005).DOI 10.1007/s00348-005-0037-
1. URL http://dx.doi.org/10.1007/s00348-005-0037-1

http://journals.cambridge.org/article_S0022112087003252
http://journals.cambridge.org/article_S0022112087003252
http://dx.doi.org/10.1007/s00348-011-1237-5
http://stacks.iop.org/0957-0233/21/i=5/a=057002
http://stacks.iop.org/0957-0233/21/i=5/a=057002
http://dx.doi.org/10.1007/s00348-005-0037-1


References 281

7. Foucaut, J.M., Stanislas, M.: Some considerations on the accuracy and frequency response of
some derivative filters applied to particle image velocimetry vector fields. Meas. Sci. Technol.
13(7), 1058 (2002). DOI 10.1088/0957-0233/13/7/313. URL http://stacks.iop.org/0957-0233/
13/i=7/a=313

8. Fouras, A., Soria, J.: Accuracy of out-of-plane vorticity measurements derived from in-plane
velocity field data. Exp. Fluids 25(5–6), 409–430 (1998). DOI 10.1007/s003480050248. URL
http://dx.doi.org/10.1007/s003480050248

9. Gurka, R., Liberzon, A., Hefetz, D., Rubinstein, D., Shavit, U.: Computation of pressure dis-
tribution using PIV velocity data. In: 3rd International Workshop on PIV, 16–18 September,
Santa Barbara (USA), pp. 671–676 (1999)

10. Hain, R., Kähler, C.J.: Fundamentals of multiframe particle image velocimetry (PIV). Exp.
Fluids 42(4), 575–587 (2007). DOI 10.1007/s00348-007-0266-6. URL http://dx.doi.org/10.
1007/s00348-007-0266-6

11. Higham, J.E., Brevis, W., Keylock, C.J.: A rapid non-iterative proper orthogonal decomposi-
tion based outlier detection and correction for PIV data. Meas. Sci. Technol. 27(12), 125303
(2016). DOI 10.1088/0957-0233/27/12/125303. URL http://stacks.iop.org/0957-0233/27/
i=12/a=125303

12. Imaichi, K., Ohmi, K.: Numerical processing of flow-visualization pictures - mea-
surement of two-dimensional vortex flow. J. Fluid Mech. 129, 283–311 (1983).
DOI 10.1017/S0022112083000774. URL http://journals.cambridge.org/article/
S0022112083000774

13. Kurtulus, D.F., Scarano, F., David, L.: Unsteady aerodynamic forces estimation on a square
cylinder by TR-PIV. Exp. Fluids 42(2), 185–196 (2007). DOI 10.1007/s00348-006-0228-4.
URL http://dx.doi.org/10.1007/s00348-006-0228-4

14. Liu, X., Katz, J.: Instantaneous pressure and material acceleration measurements using a four-
exposure PIV system. Exp. Fluids 41(2), 227–240 (2006). DOI 10.1007/s00348-006-0152-7.
URL http://dx.doi.org/10.1007/s00348-006-0152-7

15. Lourenco, L., Krothapalli, A.: On the accuracy of velocity and vorticity measurements with
PIV. Exp. Fluids 18(6), 421–428 (1995). DOI 10.1007/BF00208464. URL http://dx.doi.org/
10.1007/BF00208464

16. Noca, F., Shiels, D., Jeon, D.: A comparison of methods for evaluating time-dependent fluid
dynamic forces on bodies, using only velocity fields and their derivatives. J. Fluids Struct. 13(5),
551–578 (1999). DOI 10.1006/jfls.1999.0219. URL http://www.sciencedirect.com/science/
article/pii/S0889974699902190

17. Nogueira, J., Lecuona, A., Rodr’iguez, P.A.: Data validation, false vectors correction and
derived magnitudes calculation on PIV data. Meas. Sci. Technol. 8(12), 1493 (1997). DOI
10.1088/0957-0233/8/12/012. URL http://stacks.iop.org/0957-0233/8/i=12/a=012

18. Novara, M., Scarano, F.: A particle-tracking approach for accurate material derivative mea-
surements with tomographic PIV. Exp. Fluids 54(8), 1584 (2013). DOI 10.1007/s00348-013-
1584-5. URL http://dx.doi.org/10.1007/s00348-013-1584-5

19. Pröbsting, S., Tuinstra, M., Scarano, F.: Trailing edge noise estimation by tomographic particle
image velocimetry. J. Sound Vib. 346, 117–138 (2015). DOI 10.1016/j.jsv.2015.02.018. URL
http://www.sciencedirect.com/science/article/pii/S0022460X15001522

20. Raben, S.G., Charonko, J.J., Vlachos, P.P.: Adaptive gappy proper orthogonal decomposi-
tion for particle image velocimetry data reconstruction. Meas. Sci. Technol. 23(2), 025303
(2012). DOI 10.1088/0957-0233/23/2/025303. URL http://stacks.iop.org/0957-0233/23/i=2/
a=025303

21. Raiola,M., Discetti, S., Ianiro, A.: On PIV random errorminimizationwith optimal POD-based
low-order reconstruction.Exp. Fluids56(4), 75 (2015).DOI10.1007/s00348-015-1940-8.URL
http://dx.doi.org/10.1007/s00348-015-1940-8

22. Rival, D.E., van Oudheusden, B.W.: Load-estimation techniques for unsteady incompressible
flows. Exp. Fluids 58(3), 20 (2017). DOI 10.1007/s00348-017-2304-3. URL http://dx.doi.org/
10.1007/s00348-017-2304-3

http://stacks.iop.org/0957-0233/13/i=7/a=313
http://stacks.iop.org/0957-0233/13/i=7/a=313
http://dx.doi.org/10.1007/s003480050248
http://dx.doi.org/10.1007/s00348-007-0266-6
http://dx.doi.org/10.1007/s00348-007-0266-6
http://stacks.iop.org/0957-0233/27/i=12/a=125303
http://stacks.iop.org/0957-0233/27/i=12/a=125303
http://journals.cambridge.org/article/S0022112083000774
http://journals.cambridge.org/article/S0022112083000774
http://dx.doi.org/10.1007/s00348-006-0228-4
http://dx.doi.org/10.1007/s00348-006-0152-7
http://dx.doi.org/10.1007/BF00208464
http://dx.doi.org/10.1007/BF00208464
http://www.sciencedirect.com/science/article/pii/S0889974699902190
http://www.sciencedirect.com/science/article/pii/S0889974699902190
http://stacks.iop.org/0957-0233/8/i=12/a=012
http://dx.doi.org/10.1007/s00348-013-1584-5
http://www.sciencedirect.com/science/article/pii/S0022460X15001522
http://stacks.iop.org/0957-0233/23/i=2/a=025303
http://stacks.iop.org/0957-0233/23/i=2/a=025303
http://dx.doi.org/10.1007/s00348-015-1940-8
http://dx.doi.org/10.1007/s00348-017-2304-3
http://dx.doi.org/10.1007/s00348-017-2304-3


282 7 Post-processing of PIV Data

23. Scarano, F., Moore, P.: An advection-based model to increase the temporal resolution of PIV
time series. Exp. Fluids 52(4), 919–933 (2012).DOI 10.1007/s00348-011-1158-3.URLhttps://
doi.org/10.1007/s00348-011-1158-3

24. Schanz, D., Gesemann, S., Schröder, A.: Shake-The-Box: Lagrangian particle tracking at high
particle image densities. Exp. Fluids 57(5), 1–27 (2016). DOI 10.1007/s00348-016-2157-1.
URL http://dx.doi.org/10.1007/s00348-016-2157-1

25. Schiavazzi, D., Coletti, F., Iaccarino, G., Eaton, J.K.: Amatching pursuit approach to solenoidal
filtering of three-dimensional velocity measurements. J. Comput. Phys. 263, 206–221 (2014).
DOI 10.1016/j.jcp.2013.12.049. URL https://doi.org/10.1016/j.jcp.2013.12.049

26. Schneiders, J.F.G., Scarano, F.: Dense velocity reconstruction from tomographic PTV with
material derivatives. Exp. Fluids 57(9), 139 (2016). DOI 10.1007/s00348-016-2225-6. URL
http://dx.doi.org/10.1007/s00348-016-2225-6

27. Schneiders, J.F.G., Dwight, R.P., Scarano, F.: Time-supersampling of 3D-PIV measurements
with vortex-in-cell simulation. Exp. Fluids 55(3), 1692 (2014). DOI 10.1007/s00348-014-
1692-x. URL https://doi.org/10.1007/s00348-014-1692-x

28. Schneiders, J.F.G., Scarano, F., Elsinga, G.E.: Resolving vorticity and dissipation in a tur-
bulent boundary layer by tomographic PTV and VIC+. Exp. Fluids 58(4), 27 (2017). DOI
10.1007/s00348-017-2318-x. URL https://doi.org/10.1007/s00348-017-2318-x

29. Schram, C., Rambaud, P., Riethmuller, M.L.: Wavelet based eddy structure eduction from a
backward facing step flow investigated using particle image velocimetry. Exp. Fluids 36(2),
233–245 (2004). DOI 10.1007/s00348-003-0695-9. URL http://dx.doi.org/10.1007/s00348-
003-0695-9

30. Schröder, A.: Untersuchung der Struktur des laminaren Zylindernachlaufsmit Hilfe der Particle
ImageVelocimetry. Technical report, Diploma thesis, Universität Göttingen (Germany) (1996).
DLR, Göttingen, Germany

31. Shinneeb, A.M., Bugg, J.D., Balachandar, R.: Variable threshold outlier identification in PIV
data. Meas. Sci. Technol. 15(9), 1722 (2004). DOI 10.1088/0957-0233/15/9/008. URL http://
stacks.iop.org/0957-0233/15/i=9/a=008

32. Suzuki, T.: Reduced-order Kalman-filtered hybrid simulation combining particle tracking
velocimetry and direct numerical simulation. J. Fluid Mech. 709, 249–288 (2012). DOI
10.1017/jfm.2012.334. URL https://doi.org/10.1017/jfm.2012.334

33. Symon, S., Dovetta, N., McKeon, B.J., Sipp, D., Schmid, P.J.: Data assimilation of mean
velocity from 2D PIV measurements of flow over an idealized airfoil. Exp. Fluids 58(5), 61
(2017). DOI 10.1007/s00348-017-2336-8. URL https://doi.org/10.1007/s00348-017-2336-8

34. Taylor, J.R.: An Introduction to Error Analysis: The Study of Uncertainties in Physical Mea-
surements, 2nd edn. University Science Books, Sausalito (1997). URL https://archive.org/
details/TaylorJ.R.IntroductionToErrorAnalysis2ed

35. Unal, M.F., Lin, J.C., Rockwell, D.: Force prediction by PIV imaging: a momentum-based
approach. J. Fluids Struct. 11(8), 965–971 (1997). DOI 10.1006/jfls.1997.0111. URL http://
www.sciencedirect.com/science/article/pii/S0889974697901110

36. van Gent, P.L., Michaelis, D., van Oudheusden, B.W., Weiss, P.É., de Kat, R., Laskari, A.,
Jeon, Y.J., David, L., Schanz, D., Huhn, F., Gesemann, S., Novara, M., McPhaden, C., Neete-
son, N.J., Rival, D.E., Schneiders, J.F.G., Schrijer, F.F.J.: Comparative assessment of pressure
field reconstructions from particle image velocimetry measurements and Lagrangian particle
tracking. Exp. Fluids 58(4), 33 (2017). DOI 10.1007/s00348-017-2324-z. URL http://dx.doi.
org/10.1007/s00348-017-2324-z

37. van Oudheusden, B.W.: Principles and application of velocimetry-based planar pressure
imaging in compressible flows with shocks. Exp. Fluids 45(4), 657–674 (2008). DOI
10.1007/s00348-008-0546-9. URL http://dx.doi.org/10.1007/s00348-008-0546-9

38. van Oudheusden, B.W.: PIV-based pressure measurement. Meas. Sci. Technol. 24(3), 032001
(2013). DOI 10.1088/0957-0233/24/3/032001. URL http://stacks.iop.org/0957-0233/24/i=3/
a=032001

39. van Oudheusden, B.W., Scarano, F., Casimiri, E.W.F.: Non-intrusive load characterization of
an airfoil using PIV. Exp. Fluids 40(6), 988–992 (2006). DOI 10.1007/s00348-006-0149-2.
URL http://dx.doi.org/10.1007/s00348-006-0149-2

https://doi.org/10.1007/s00348-011-1158-3
https://doi.org/10.1007/s00348-011-1158-3
http://dx.doi.org/10.1007/s00348-016-2157-1
https://doi.org/10.1016/j.jcp.2013.12.049
http://dx.doi.org/10.1007/s00348-016-2225-6
https://doi.org/10.1007/s00348-014-1692-x
https://doi.org/10.1007/s00348-017-2318-x
http://dx.doi.org/10.1007/s00348-003-0695-9
http://dx.doi.org/10.1007/s00348-003-0695-9
http://stacks.iop.org/0957-0233/15/i=9/a=008
http://stacks.iop.org/0957-0233/15/i=9/a=008
https://doi.org/10.1017/jfm.2012.334
https://doi.org/10.1007/s00348-017-2336-8
https://archive.org/details/TaylorJ.R.IntroductionToErrorAnalysis2ed
https://archive.org/details/TaylorJ.R.IntroductionToErrorAnalysis2ed
http://www.sciencedirect.com/science/article/pii/S0889974697901110
http://www.sciencedirect.com/science/article/pii/S0889974697901110
http://dx.doi.org/10.1007/s00348-017-2324-z
http://dx.doi.org/10.1007/s00348-017-2324-z
http://dx.doi.org/10.1007/s00348-008-0546-9
http://stacks.iop.org/0957-0233/24/i=3/a=032001
http://stacks.iop.org/0957-0233/24/i=3/a=032001
http://dx.doi.org/10.1007/s00348-006-0149-2


References 283

40. van Oudheusden, B.W., Scarano, F., Roosenboom, E.W.M., Casimiri, E.W.F., Souverein, L.J.:
Evaluation of integral forces and pressure fields from planar velocimetry data for incompress-
ible and compressible flows. Exp. Fluids 43(2–3), 153–162 (2007). DOI 10.1007/s00348-007-
0261-y. URL http://dx.doi.org/10.1007/s00348-007-0261-y

41. Vlasenko, A., Steele, E.C.C., Nimmo-Smith,W.A.M.: A physics-enabled flow restoration algo-
rithm for sparse PIV and PTV measurements. Meas. Sci. Technol. 26(6), 065301 (2015). DOI
10.1088/0957-0233/26/6/065301. URL http://stacks.iop.org/0957-0233/26/i=6/a=065301

42. Vollmers, H.: Detection of vortices and quantitative evaluation of their main parameters
from experimental velocity data. Meas. Sci. Technol. 12(8), 1199 (2001). DOI 10.1088/0957-
0233/12/8/329. URL http://stacks.iop.org/0957-0233/12/i=8/a=329

43. Wereley, S.T., Meinhart, C.D.: Second-order accurate particle image velocimetry. Exp. Flu-
ids 31(3), 258–268 (2001). DOI 10.1007/s003480100281. URL http://dx.doi.org/10.1007/
s003480100281

44. Westerweel, J.: Digital particle image velocimetry: theory and application. Ph.D. the-
sis, Mechanical Maritime and Materials Engineering, Delft University of Technology
(1993). URL http://repository.tudelft.nl/islandora/object/uuid:85455914-6629-4421-8c77-
27cc44e771ed/datastream/OBJ/download

45. Westerweel, J.: Efficient detection of spurious vectors in particle image velocimetry data. Exp.
Fluids 16(3–4), 236–247 (1994). DOI 10.1007/BF00206543. URL http://dx.doi.org/10.1007/
BF00206543

46. Westerweel, J.: Theoretical analysis of the measurement precision in particle image velocime-
try. Exp. Fluids 29(1), S003–S012 (2000). DOI 10.1007/s003480070002. URL http://dx.doi.
org/10.1007/s003480070002

47. Westerweel, J., Scarano, F.: Universal outlier detection for PIV data. Exp. Fluids 39(6), 1096–
1100 (2005). DOI 10.1007/s00348-005-0016-6. URL http://dx.doi.org/10.1007/s00348-005-
0016-6

48. Willert, C.E.: The interaction of modulated vortex pairs with a free surface. Ph.D. thesis,
Department of Applied Mechanics and Engineering Sciences, University of California, San
Diego (USA) (1992)

http://dx.doi.org/10.1007/s00348-007-0261-y
http://stacks.iop.org/0957-0233/26/i=6/a=065301
http://stacks.iop.org/0957-0233/12/i=8/a=329
http://dx.doi.org/10.1007/s003480100281
http://dx.doi.org/10.1007/s003480100281
http://repository.tudelft.nl/islandora/object/uuid:85455914-6629-4421-8c77-27cc44e771ed/datastream/OBJ/download
http://repository.tudelft.nl/islandora/object/uuid:85455914-6629-4421-8c77-27cc44e771ed/datastream/OBJ/download
http://dx.doi.org/10.1007/BF00206543
http://dx.doi.org/10.1007/BF00206543
http://dx.doi.org/10.1007/s003480070002
http://dx.doi.org/10.1007/s003480070002
http://dx.doi.org/10.1007/s00348-005-0016-6
http://dx.doi.org/10.1007/s00348-005-0016-6


Chapter 8
Stereoscopic PIV

In spite of all its advantages, the PIV method contains some shortcomings that neces-
sitate further developments on the basis of instrumentation. One of these disadvan-
tages is the fact that the “classical” PIV method is only capable of recording the
projection of the velocity vector into the plane of the light sheet; the out-of-plane
velocity component is unknown while the in-plane components are affected by an
unrecoverable error due to the perspective transformation as described in Sect. 2.5.3.
For highly three-dimensional flows this can lead to substantial measurement errors
of the local velocity vector. This error increases as the distance to the principal
axis of the imaging optics increases. Thus it is often advantageous to select a large
viewing distance in comparison to the imaged area to keep the projection error to
a minimum. This is easily achieved using long focal length lenses. Nevertheless,
many PIV applications require the additional knowledge of the out-of-plane velocity
component.

A variety of approaches capable of recovering the complete set of velocity com-
ponents have been described in the literature [11, 24]. The most straightforward, but
not necessarily easily implemented, method is an additional PIV recording from a
different viewing direction using a second camera. This recording approach is called
stereoscopic PIV [9, 20, 21, 30, 34]. Reconstruction of the three-component velocity
vector in effect relies on the perspective distortion of a displacement vector viewed
from different directions.

While most stereoscopic setups employ two cameras, stereoscopic viewing can
also be achieved with a single camera by placing a set of mirrors in front of the
recording lens [2].

An extention of the stereo PIV system is the so called multiplane PIV technique.
Relying on four laser pulses and four cameras, it is capable of recovering velocity
data in two adjacent image planes with the same high spatial resolution available for

An overview of the Digital Content to this chapter can be found at [DC8.1].
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standard PIV [15]. Thus it can be used to estimate the all quantities of the deformation
tensor (Eq. (7.12)). More information on the multiplane PIV technique along with
application examples can be found in Sect. 17.2.

On this page section, the emphasis will be on the recovery of a single plane of
three-component velocity data using ‘only’ two cameras in a stereoscopic view-
ing arrangement. It has become a rather wide-spread technique for which much
knowledge already has been accumulated but different implementations in terms of
calibration and vector recovery exist [2, 3, 16, 19, 20, 27, 30, 31, 33, 34].

8.1 Implementation of Stereoscopic PIV

On this page the most common stereoscopic imaging approaches will be described.
The adaptation of this approach to applications in liquid flows can easily be performed
by changing the angles between the lens plane and sensor plane according to the
refraction of the air-water interfaces. Detailed descriptions of the adaptation of stereo
PIV to liquid flows are given in [20, 21, 29, 32].

Since the relative measurement uncertainty of the out-of-plane component increa-
ses as the opening angle between the two cameras with increasing observation angle.
On the other hand, the larger the angle the lower the uncertainty of the in-plane
components get. Therefore, the 90◦ configuration is often preferred because in this
particular case the uncertainty of all velocity components become equal. However,
if a particular velocity component is more important than others, other observation
angles should be selected, see Sect. 6.3. It is also important to mention that also
asymmetric recording arrangement can be used. Therefore a general description for
asymmetric recording and associated calibration is provided on this page.

Figure 8.1 shows two different stereoscopic recording arrangement know as trans-
lation method and angular displacement technique. The translation method offers
two advantages. First, the magnification across the field of view is constant. This
implies that image deformation do no complicate the image analysis. Second, all
particles will be in focus as the depth-of-focus is parallel to the main plane of the
lenses. Unfortunately, the limited angular aperture restricts the distance between the
lenses in a translation imaging approach (Fig. 8.1a, [14]). Designed for use with a
fixed format sensor centered on the optical axis of the lens, most lenses are not only
limited in their optical aperture but also characterized by a strong decrease in the
modulation transfer function (MTF) towards the edges of the field of view. To ade-
quately image small particles a good MTF at small f numbers ( f# < 4) is a stringent
requirement (Sect. 2.5). Since lens systems with an oblique principal axis are prac-
tically non-existent, a departure from the translation imaging method of Fig. 8.1a is
unavoidable. As the best MTF is generally present near the lens principal axis, the
alternative angular displacement method (Fig. 8.1b) aligns the lens with the princi-
pal viewing direction. The additional requirement for small f -numbers is associated
with a very small depth of field which only can be accommodated by closing the
aperture (which is often not acceptable because of the loss of signal) or addition-

http://dx.doi.org/10.1007/978-3-319-68852-7_7
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Fig. 8.1 Basic stereoscopic imaging configurations: a lens translation method, b angular lens
displacement with tilted back plane (Scheimpflug condition)

ally tilting the back plane according to the Scheimpflug criterion in which the image
plane, lens plane and object plane for each of the cameras intersect in a common line
[11, 21, 25]. The oblique view of the scene is associated with a perspective distor-
tion that is further increased by the Scheimpflug imaging arrangement. In essence,
the perspective distortion results in a magnification factor that is no longer constant
across the field of view and requires an additional means of calibration to be described
later.

On this page sections the generalized, that is nonsymmetric, description for stereo-
scopic PIV imaging is given first and is followed by a methodology for calibrating
the perspective distortion. The feasibility of this approach is demonstrated in an
experiment with an unsteady flow field, which is described in Sect. 17.1.

8.1.1 Reconstruction Geometry

This section describes the geometry necessary to reconstruct the three-dimensional
displacement field from the two projected, planar displacement fields. Past descrip-
tions of stereoscopic PIV imaging systems attempt to use a symmetric arrange-

http://dx.doi.org/10.1007/978-3-319-68852-7_17
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Fig. 8.2 Stereo viewing
geometry in the X Z -plane
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ment [8, 20, 21, 26, 30, 33]. In the present case the two cameras may be placed in
any desirable configuration provided the viewing axes are not collinear.

In Sect. 2.5.3 we determined the basic equations – 2.26 and 2.27 – for particle
image displacement assuming geometric imaging:

x ′
i − xi = −M

(
DX + DZ

x ′
i

z0

)
(8.1)

y′
i − yi = −M

(
DY + DZ

y′
i

z0

)
(8.2)

In the following we will use the angle α in the X Z plane between the Z axis and
the ray from the tracer particle through the lens center O to the recording plane as
shown in Fig. 8.2. Correspondingly, β defines the angle within the Y Z plane.

tan α = x ′
i

z0

tan β = y′
i

z0

The velocity components measured by the left camera are given by:

U1 = − x ′
i − xi
MΔt

V1 = − y′
i − yi
MΔt

The velocity components for the right camera U2 and V2 can be determined
accordingly. Using the above equations, the three velocity components (U, V,W )
can be reconstructed from the four measured values. For α,β ≥ 0 we obtain:
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U = U1 tan α2 +U2 tan α1

tan α1 + tan α2
(8.3)

V = V1 tan β2 + V2 tan β1

tan β1 + tan β2
(8.4)

W = U1 −U2

tan α1 + tan α2
(8.5)

= V1 − V2

tan β1 + tan β2
(8.6)

These formulae are general and apply to any imaging geometry. Note, that there
are three unknowns and four known measured values, which results in an over-
determined system that can be solved in a least-squares sense (see below). Also, the
denominators can approach zero as the viewing axes become collinear in either of
their two-dimensional projections. For example, in the setup described in Sect. 17.1
the cameras are approximately positioned in the same vertical position as the field of
view which makes the angles β1, β2 and their tangents tan β1 and tan β2 very small.
Clearly, component W can only be estimated with higher accuracy using Eq. (8.5),
while V has to be rewritten using Eq. (8.5) which does not include tan β1 and tan β2

in the denominator:

V = V1 + V2

2
+ W

2
(tan β1 − tan β2) (8.7)

V = V1 + V2

2
+ U1 −U2

2

(
tan β1 − tan β2

tan α1 + tan α2

)
(8.8)

If tan β1 and tan β2 are very small, then V is given as the arithmetic mean of V1 and
V2 with the out-of-plane component W having no effect.

As mentioned above the velocity components may also be solved for in a least
squares sense as the system of equations is once over-determined, that is, there are
three unknown Cartesian displacement components but four known displacement
components:

⎡
⎢⎢⎣
U1

V1

U2

V2

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

1 0 − Ox
Oz

0 1 − Oy

Oz

1 0 − Px
Pz

0 1 − Py

Pz

⎤
⎥⎥⎥⎥⎦ ·

⎡
⎣ U

V
W

⎤
⎦ (8.9)

Umeas = A · V (8.10)

⇒ V = (AT · A)−1 · AT · Umeas (8.11)

The residuals εresid of this least squares fit can be used as a measure of quality for the
three component measurement result, since they should vanish in an ideal (noise-
free) measurement. In practice residuals in the range of 0.1−0.5 pixel are common.
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Image area lost in mapping
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Fig. 8.3 The back-projection algorithm has to map the recorded image on the left to the recon-
structed image on the right

Increased misalignment between the camera views results in significant residuals,
especially for flows with high spatial variations.

To use the above reconstruction, the displacement data set must first be converted
from the image plane to true displacements in the global coordinate system while tak-
ing into account all the magnification issues. Following Wieneke [31] the literature
reports three main approaches:

1. The 2 C displacements for each view are computed on a regular grid in the raw
image space. 3C reconstruction is performed by projecting the vector maps onto
a common grid using interpolation [19].

2. The 2 C displacements are computed from the raw images at positions corre-
sponding to the desired object space coordinates [3].

3. The raw images are first mapped onto a common image space before being ana-
lyzed at coincident object positions using 2 C vector processing for each view [34].

While the first approach is suited for rather fast processing time, the main draw-
back is that false or inaccurate vectors may result in unreliable reconstruction of
the neighboring interpolated vectors. The second approach avoids the interpolation
step but generally is associated with different-sized interrogation windows in object
space unless elaborate processing with spatially varying, non-rectangular interroga-
tion samples is used. The alternative, also followed here, is to first map both camera
images onto a common image space as depicted in Fig. 8.3, such that subsequent
PIV processing automatically makes use of common interrogation grid with con-
stant sample size throughout. Regardless of the chosen approach, the projection onto
a common grid in object space requires a priori calibration procedures which are
described next.

8.1.2 Stereo Viewing Calibration

In order to reconstruct the local displacement vector the viewing direction and magni-
fication factor for each camera must be known at each point in the respective images.
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This correspondence between the image (x, y) and the object plane (X,Y ) may in
fact be described through geometric optics; however, it requires exact knowledge
of the imaging parameters such as the lens focal length, f , the angles between the
various planes, θ,φ (see Fig. 8.1b), the actual position of the principal plane of the
lens (which is not simple to determine) and the nominal magnification factor, M0

(the magnification along the principal optical axis):

X = f x sin φ

M0 sin θ(x sin φ + f M0)

Y = f y

x sin φ + f M0

These approximate expressions, given in [33], do not incorporate nonlinearities such
as lens distortions and are sensitive to small variations in each of the parameters.

A more robust approach is the second order image mapping approach employed
by other researchers [22, 33]:

X = a0 + a1x + a2y + a3x
2 + a4xy + a5y

2 + . . . (8.12)

Y = b0 + b1x + b2y + b3x
2 + b4xy + b5y

2 + . . . (8.13)

The above equations do not constitute a mapping based on the geometry at hand.
Nevertheless the twelve unknown parameters can easily be determined using a least
squares approach if at least six image-object point pairs are given. The advantage
of this approach is that the imaging parameters such as focal length, magnifica-
tion factor, etc., never need to be determined. Also lens distortions or other image
nonlinearities can be accounted for by the higher order terms.

For the reconstruction of the images, we implemented the projection equations
based on perspective projection as put forth in [10, 12, 17]. Using homogeneous
coordinates the perspective projection is expressed by:

⎡
⎣woX

woY
wo

⎤
⎦ =

⎡
⎣a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤
⎦ ·

⎡
⎣wi x

wi y
wi

⎤
⎦ (8.14)

where wo and wi are constants and a33 = 1. When rewritten in standard coordinates
the following two nonlinear expressions are obtained:

X = a11x + a12y + a13

a31x + a32y + 1
(8.15)

Y = a21x + a22y + a23

a31x + a32y + 1
(8.16)

The principal property of the perspective projection is that it maps a rectangle onto a
general four-sided polygon. In other words, this mapping preserves only the straight-
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ness of lines. By setting a31 and a32 equal to zero the perspective transformation
Eq. (8.14) reduces to the more frequently used affine transformation which can only
map a rectangle onto a parallelogram.

To account for geometric distortions due to imperfect imaging optics (i.e. pin
cushion and barrel distortion) Eq. (8.15) can be extended to a higher order:

X = a11x + a12y + a13 + a14x2 + a15y2 + a16xy

a31x + a32y + a33 + a34x2 + a35y2 + a36xy
(8.17)

Y = a21x + a22y + a23 + a24x2 + a25y2 + a26xy

a31x + a32y + a33 + a34x2 + a35y2 + a36xy
(8.18)

a33 = 1

The determination of the unknowns in Eq. (8.15) and especially in Eq. (8.17) by
means of a linear least squares method is not as simple as for the second order warp-
ing approach given in Eq. (8.12) because the equations no longer constitute linear
polynomials but rather are ratios of two polynomials of the same order. Strongly
deviating or erroneous point pairs cause a standard least squares method to rapidly
diverge from the “true” best match. To find the best match to the eight or seven-
teen unknowns, a nonlinear least squares method such as the Levenberg–Marquart
method [23] is required.

The Levenberg–Marquart method is implemented by first solving for the unknowns
in the first order projection Eq. (8.15) and then using these as initial estimates for the
solution of the higher order unknowns in Eq. (8.17).

The described projection equations can be used to either map recovered 2 C dis-
placement data or entire images onto an object space that is common to both camera
views. Here the back-projection of the images is somewhat empirical because the
operator needs to define a common image magnification factor for the reconstructed
images (see Fig. 8.3). Due to the perspective distortion however the original raw
image pixels can never be mapped at optimum sampling distances; over-sampling,
under-sampling and aliasing may result. Here we suggest the use of a magnification
factor that avoids loss of signal due to under-sampling. The reconstruction of the
image is performed by interpolating the image intensity in the raw image using the
inverse versions of the mapping functions given before. Here an adequate choice of
image interpolator has direct influence on the quality of the recovered displacement
data. The image interpolation methods used for the iterative image deformation PIV
algorithms (see Sect. 5.3.4.4) are equally adequate here. In fact, one may combine
image deformation and image back-projection in a single step [31].

8.1.3 Camera Calibration

Up to now the described calibration procedures can provide adequate mappings
from image to object space, but provide no attitude information for the cameras (i.e.

http://dx.doi.org/10.1007/978-3-319-68852-7_5
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Fig. 8.4 Precision-machined dual level calibration target with dot pattern for stereo PIV calibration.
Levels are separated by 2 mm, dots are equally spaced on a 10 mm grid

viewing direction) themselves that may be used to reconstruct the three-component
velocity vector. The pragmatic approach is to measure the position of each camera
with respect to a known point in the calibration target by means of triangulation
assuming that the camera more or less abides to pinhole viewing, that is, all imaging
rays pass through a single point. In practice, the location of the pinhole is located
along the optical axis within the camera lens and can be easily approximated for
larger observation distances.

Camera triangulation through distance measurement is not always possible espe-
cially in the presence of obstructions such as viewing windows or even air-to-water
interfaces. To recover the camera positions with respect to the imaged plane, two
primary calibration solutions have established themselves, one entirely empirical
motivated [27], the other more or less relying on physical models [3, 28, 35]. A third
approach, the so-called camera self-calibration originates from machine vision but
is not described in detail here, in part because it attempts to find adequate calibra-
tion parameters for an entire volume with large depth of field – conditions that are
not typical for PIV with large lens apertures imaging planar domains. Nonetheless
self-calibration is usually [18] applied in tomographic PIV [5], stereoscopic PIV [7,
31] and even in μPIV.

A common approach to calibrating a stereoscopic PIV imaging setup relies on
images of planar calibration targets which are placed coincident with the light sheet
plane. These calibration targets typically consist of a precise grid of markers (dots,
crosses, line grid, checker board) that are easily detected with simple image process-
ing techniques [4, 34]. A single image of planar calibration marks is then sufficient
to calculate adequate mappings between image space and object space as described
in the previous section, but it generally does not provide information on the camera
viewing angles that are essential for reconstruction of the three-component displace-
ment vector. This important parameter can only be calculated from a set of image-to-
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object correspondence points that are not coplanar. Such a calibration data set can be
rather easily generated by recording a set of images with the target slightly displaced
at known positions in the direction normal to the light sheet plane. Another method is
to use multi-level calibration targets that have reference markers at different heights
(see Fig. 8.5).

Given the set of non-coplanar correspondence points, it is now possible to relate
two-dimensional displacements on two different imaging planes to three-dimensional
displacements in object space. The empirical approach mentioned earlier uses two-
dimensional polynomials of second or third order to connect object volume coor-
dinates with planar image coordinates thus simplifying the vector reconstruction in
stereoscopic PIV [27]. One drawback of this approach is that the volume recon-
struction makes use of a large number of polynomial coefficients not all of which
are statistically relevant [31]. In fact insufficient calibration data, especially near the
edges, can result in undesired oscillations in the mapping functions.

The more physically motivated camera calibration method for stereoscopic PIV
originates from the field of photogrammetry and image vision, which frequently use
so-called camera models to describe the imaging geometry. The simplest camera
model reduces the imaging process to a pinhole configuration in which all rays
passing from object to sensor must pass through a single point in space (Fig. 8.5).

Fig. 8.5 Simple pinhole imaging model used to describe oblique camera viewing. For clarity the
projection onto the X Z plane is shown on the right (reprinted from [35])
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This model can be extended by additional parameters to account for radial distortions
as suggested in the literature [28, 36]. The calibration procedure involves a nonlinear
fit of object-space calibrated feature points to a given functional. The fitted camera
parameters can thus be used to retrieve the local viewing angle for each point on the
sensor and therefore is well suited for stereoscopic PIV.

A quantitative analysis of two these camera models on the background of PIV
application is provided in [35]. In essence only a few parameters describing a physical
imaging model are necessary to calibrate each viewing direction independently of the
other. Typically 11–12 parameters are required to fully describe each view compared
to a much larger number of parameters for polynomial-based reconstruction methods
as proposed bySoloff et al. [27]. Higher order distortions can be corrected by adding
additional distortion terms to the underlying models. For many practical purposes
(standard lenses with narrow field of view) the local viewing angle is generally
sufficiently well defined (within 0.1◦) using the pinhole location estimate itself. As
a consequence the image-reconstruction (back-projection) could use higher order
functions to account for higher order distortions while the local viewing angle is
sufficiently well estimated by a simple imaging model. Additional correction terms
on the camera model were even observed to lead to erroneous results as the camera
model attempted to fit the noise in the correspondence point data.

A simple camera model based on an idealized (distortion-free) imaging system,
shown in Fig. 8.5, is described here. The aim is to find a mapping relating image-
to-object space using correspondence points from a calibration target such that the
position of the point X0 = (X0,Y0, Z0) can be estimated. These correspondence
points consist of image coordinates x j = (x j , y j ) with associated object coordinates
X j = (X j ,Y j , Z j ). A direct linear transform (DLT) between object and image space,
as first proposed in [1], yields the homogeneous equation:

⎡
⎣ x jwi

y jwi

wi

⎤
⎦ =

⎡
⎣a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

⎤
⎦ ·

⎡
⎢⎢⎣
X jwo

Y jwo

Z jwo

wo

⎤
⎥⎥⎦ (8.19)

which is a generalized version of the projective mapping given in Eq. 8.14. The
matrix A = a11, . . . , a34, also called homography, has 11 degrees of freedom
(3 rotations, 3 translations, 5 intrinsic parameters). The coefficients can be solved for
by normalizing the weighting factors w′ = wi/wo and eliminating these resulting in
the following projection equations:

x j = a11X j + a12Y j + a13Y j + a14

a31X j + a32Y j + a33Z j + a34
(8.20)

y j = a21X j + a22Y j + a23Z j + a24

a31X j + a32Y j + a33Z j + a34
(8.21)

with a34 = 1 (8.22)
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The coefficient a34 behaves as an arbitrary scaling factor for the projection matrix
and should be constrained by setting a′

i j = ai j/a34 to prevent a trivial solution with
ai j = 0. A standard nonlinear least-squares solver such as the Levenberg–Marquardt
method [23] mentioned earlier can be used to solve for a11, . . . , a33.

The pinhole position X0 shown in Fig. 8.5 provides an estimate for the local
viewing angle (e.g. for 3 C vector reconstruction) and is located where the image
coordinates x vanish:

⎡
⎣a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤
⎦ ·

⎡
⎣ X0

Y0

Z0

⎤
⎦ =

⎡
⎣ a14

a24

−1

⎤
⎦ (8.23)

The coefficient matrixA can be further decomposed to extract the camera’s intrin-
sic parameters I as well as extrinsic parameters E which is detailed in [6]:

A = I · E =
⎡
⎣− fx 0 xc

0 − fy yc
0 0 1

⎤
⎦ ·

⎡
⎣ rt1 tx
rt2 ty
rt3 tz

⎤
⎦ (8.24)

Here ( fx , fy) is the projected focal length, (xc, yc) the optical center on the image
plane x. Variables r tk and tk relate to rotation and translation respectively.

While the DLT assumes an idealized imaging system, real-world effects such
as radial distortions are included in more advanced camera models, such as those
developed by Tsai [28] and Zhang [36].

A noteworthy aspect of model-based camera calibration is that oblique cam-
era views may even be calibrated using a single set of coplanar calibration points
(coplanar calibration, [28]). This is especially attractive in environments where the
translation of a target is unfeasible due to difficult access or non-acceptable effort.
In most cases the estimated camera positions are more reliable than a triangulation
by hand, but requires viewing angles greater than 10◦ from normal. For near-normal
viewing conditions the lack of perspective prevents a reliable numerical convergence
of the camera models [35].

8.1.4 Disparity Correction

The previously described camera calibration provides the essential information
needed for reconstruction of the 3-C vector from two separate 2-C PIV recordings
obtained at the same instant but from different directions. However this reconstruc-
tion approach assumes that the calibration target is perfectly aligned with the center
of the light sheet plane and that the calibration conditions stay constant during the
experiment. In practice this alignment is difficult to achieve as the calibration condi-
tions are usually not exactly identical with the measurement conditions. Small shifts
of the laser light sheets, tiny vibrations of the cameras or density changes in the
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Fig. 8.6 Misalignment between calibration target and light sheet plane results in a mismatch
between the actually imaged areas
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Fig. 8.7 Tip vortex flow before disparity correction; top row: left camera view, right camera view,
reconstructed flow field; bottom row: corresponding maps of out-of-plane vorticity

facility are typical changes that need to be considered in practice (see Fig. 8.6, [3,
14, 31, 34]).

This misalignment of probe volumes and its correction, frequently referred to as
disparity correction, is illustrated in the following example from an actual measure-
ment. In this case, the flow field (trailing vortex) in the wake of an airfoil was mapped
by stereo PIV using a pair of cameras, each with a viewing angle of about 55◦ off
normal to the light sheet. Due to the cross-flow arrangement a light sheet thickness
of 2 mm was chosen. Calibration was performed on a planar target positioned in the
light sheet plane as described before. The recovered displacement field for each of
the cameras as well as the 3 C reconstruction is shown in Fig. 8.7. The two views
exhibit a small horizontal misalignment of the vortex centers (about 3 mm), that is
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Fig. 8.8 Tip vortex flow after disparity correction (≈3.5 mmhorizontal shift); top row: left camera
view, right camera view, reconstructed flow field; bottom row: corresponding maps of out-of-plane
vorticity

especially visible in the corresponding vorticity maps. The 3 C reconstruction results
in a vortex with an elongated horizontal shape, two maxima in the vorticity map and
a significantly reduced peak vorticity.

Figure 8.8 shows the same set of data after application of a disparity correction
scheme (explained later). Thereafter the vortex centers coincide and the reconstructed
data shows a uniform vortex with a single round core that matches those of the
individual camera views. Aside from the obvious mismatch of vortex centers, a
further indicator of viewing disparity are the residuals of the vector reconstruction as
described on p. 289. The misalignment results in an increase of these residuals due
to the mismatch of recovered vectors between the views. In the present case a correct
alignment of the views reduces the residuals to levels below 0.2 pixel (Fig. 8.9). So
in theory a minimization of the residuals could be used to align the camera views
with each other (provided the flow has notable variations the field of view).

In the previous example the camera view disparity was roughly 3.5 mm along the
horizontal, which corresponds to an out-of-plane target placement of about 1.3 mm
for a viewing geometry of ±55◦. Given a light sheet thickness of ≈2 mm, the target
is only slightly offset (observation distance is about 1500 mm).

While manual alignment of flow structures or a minimization of the reconstruc-
tion residuals could be used to align the views, a much more efficient and reli-
able method for disparity correction procedure is described in the following. The
approach relies on the actual PIV recordings from both views. These images are then
back-projected according to their projection coefficients and a cross-correlation is
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Fig. 8.9 Residuals of the 3 C vector reconstruction before (left) and after disparity correction (right).
Contour levels are 0.1, 0.2, 0.4, 0.6, . . . pixel

Fig. 8.10 Image of 16
cross-correlation planes
sized 64 × 64 pixel obtained
during disparity correction of
image data corresponding to
Fig. 8.7. A mean offset of
30 pixel (≈3.5 mm)
approximately centers the
correlation peaks which
measure about 20 × 4 pixel

performed between the views, that is, the first image of view A is correlated with the
first image of view B. The thus recovered displacement field in fact represents the
disparity of the views with respect to each other. The displacement data can now be
used to correct the disparity by modifying the mapping coefficients accordingly. In
practice the quality of the disparity map is improved by including the second image,
or even an entire sequence of images if the cameras are stationary. In this case the
average or ensemble correlation described in Sect. 5.3.2.4 should be used (Fig. 8.10).

Closer inspection of disparity maps such as Fig. 8.11 indicates that a low order two-
dimensional polynomial, obtained through a least-squares fit to the data, is sufficient
to describe it. Following Fig. 8.6, one displacement and two angles position the light
sheet with respect to the calibration target. For optimum performance the positions

http://dx.doi.org/10.1007/978-3-319-68852-7_5
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Fig. 8.11 Misalignment between the two viewing directions due to a slight offset and rotation
of the calibration grid within the light sheet. A constant 8 pixel horizontal shift has already been
subtracted

Fig. 8.12 Effective probe volume (hashed) for stereo PIV is smaller than probe volume for each
individual view. Right: 3C displacement data for ΔX0 < ΔZ0 are questionable

of the cameras should be shifted and rotated using the recovered angles to match
the coordinate system of the light sheet. However this is rarely done. Nonetheless
the camera calibration described earlier can be included to iteratively recover the
position of the light sheet [31].

Due to the finite thickness of the light sheet the images of the particles will never
coincide between the views, even for perfect alignment. Hence, the cross-correlation
peak in the disparity correction procedure will be smeared into an oblong shape (see
Fig. 8.10). The major axis of this widened correlation peak coincides with the plane
spanned by the two camera viewing axes. Its width is directly related to a projection
of the light sheet thickness [31].

The finite thickness of the light sheet also places restrictions on the obtainable
spatial resolution: the oblique viewing arrangement reduces the true probe volume
to the intersection of two larger sampling rhomboids (Fig. 8.12). As the sample size
decreases, the effective probe volume can decrease to questionable sizes. If a high
spatial resolution is desired then either the light sheet thickness ΔZ0 should be
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reduced appropriately or a 3-D particle tracking scheme should be applied. As a rule
of thumb the minimum PIV sample size should at least be the same size as the light
sheet thickness: ΔX0 ≥ ΔZ0.

8.1.5 Stereo-PIV in Liquids

The application of stereo-PIV is straightforward for the analysis of gas flows as long
as compressible effects do not matter. However, if the wind tunnel is pressurized
or evacuated during the experiment, the light scattered by the particles is diffracted
at the interface if observed under an oblique angle. This causes two main effects.
First, the calibration performed at atmospheric pressure becomes questionable as the
field of view is shifted and compressed or elongated in case of density variations
between the calibration and test conditions, see Fig. 8.13. Second, the imaging of
the particles is deteriorated due to optical aberrations and this raises the number of
spurious measurements and amplifies the uncertainty of the velocity determination. In
case of gas flows these effects are only important if significant pressure and therefore
density differences exist between the measurement location defined by the light sheet
and the observation location determined by the camera position. However, if liquid
flows are examined using stereoscopic PIV there is always a large change due to the
density variation at the air/liquid interface, as illustrated in Fig. 8.13. It is evident
that due to the appearance of aberrations the geometrical picture of an object-point
does not possess a unique image point. This leads to optical aberrations and image
deformations which lower the accuracy of the flow measurement using PIV and PTV.

Although a detailed analysis of aberrations requires the theory of diffraction in
order to account for the intensity distribution, the main features become evident by
using the principles of geometrical optics which identify the image by the points of
intersection of the geometrical rays with the image plane. To obtain the image position
z of an object located on the optical axis at Z , the law of refraction has to be applied
for each ray emerging from this point. The magnitude of the refraction effect depends
on the object distance Z and the index of refraction of the two media according to

Fig. 8.13 Propagation
direction of light rays
passing an interface between
two media of different index
of refraction (n1 > n2).
From [13]
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Fig. 8.13. In addition, the magnitude of the aberrations is proportional to the angle of
incidence, because the variation of the intersection width z increases with increasing
aperture angle. This is important for stereoscopic PIV as the observation angle must
be large in order to resolve the out of plane velocity component with high accuracy,
see Sect. 6.4. The limit Z → ∞ is important as all rays intersect in only one point
located at infinity and no aberrations occur at all. This situation can be generated
by stopping the lens in a way that all rays are nearly parallel before they enter the
planar interface. This possibility is frequently used in PIV but its applicability mainly
depends on the output energy of the laser, on the cross-section of the light-sheet, on
the scattering behavior of the particles and finally on the sensitivity of the digital
camera.

To compensate the loss of light caused by closing the aperture the optical arrange-
ment can be optimized by making use of the scattering properties of small particles.
It was shown in Chap. 2 that small particles illuminated by coherent and monochro-
matic light scatter the light in a complex fashion determined by the theory of Mie. It
follows from the Mie scattering diagram in Figs. 2.9–2.11 that the scattering intensity
is rather low if the particles are observed under 90◦ as done in case of standard PIV.
In case of stereoscopic PIV the 90◦ scattering configuration is illustrated in Fig. 8.14
(left). If the propagation direction of the light is changed, so that the light comes from
the left hand side, the two cameras in the left figure observe particles in backward and
forward scattering configuration. This will strongly increase the signal according to
Mie scattering and by reducing the aperture of the lens the light might be already
sufficient to avoid optical aberrations without reducing the signal-to-noise ratio too
much.

The light intensity in the recording plane can be further enhanced if a pure forward
scattering configuration is used as indicated in the right sketch of Fig. 8.14. In this case
both cameras are on opposite sides of the light sheet and the propagation direction

Fig. 8.14 Possible illumination and recording configurations for stereoscopic PIV. The arrows indi-
cate various propagation directions of the light and the black dashed lines indicate the observation
direction of the camera pair. As long as only the intensity of the scattered light is considered the
most efficient light-sheet camera configuration is the purely forward scattering set-up, followed by
the forward/backward configuration, purely backward and finally ninety degree case

http://dx.doi.org/10.1007/978-3-319-68852-7_6
http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dx.doi.org/10.1007/978-3-319-68852-7_2
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of the laser must be from left to right according to the figure. However, if the light
is coming from the right, the intensity in the recording plane will still be better
compared to the 90◦ case illustrated by the third light propagating vector shown in
the right figure.

Due to limited optical access, low signal or strong variations in the refractive index,
closing the aperture is often not feasible or not sufficient. In this case other solutions
are required in order to avoid optical aberrations without lowering the signal in the
recording. As refraction effects vanish if the light passes the interface under 90◦,
optical elements can be used to minimize or even avoid refraction effects. In case of
liquid flow analysis using stereoscopic PIV the use of prisms is a common solution
to avoid optical aberrations. By using prisms the optical rays pass the interface under
90◦ and therefore nearly no refraction takes place. The specific prism solution can
vary quite strongly in practice. For instance if a water tunnel is used as indicated in
Fig. 8.15, were the water above the test section is at rest, it is possible to dip glass
prisms into the water without disturbing the flow in the measurement domain.

In case of water channels without a free surface it is possible to glue water filled
prisms to the side windows of the facility in order to ensure that no refraction effects
appear, as displayed schematically in Fig. 8.16. In case of flow channels with complex
or curved geometries such as a circular pipe as illustrated in Fig. 8.17, the curved
part must be surrounded by an aquarium filled with the same liquid as the pipe. The
aquarium must be shaped in a form that the laser light and the light scattered by the

Fig. 8.15 Avoiding optical aberrations at the air-water interface by using air-filled prisms

Fig. 8.16 Avoiding optical
aberrations at the
air-glass-water interface by
using water-filled prisms
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Fig. 8.17 Avoiding optical aberrations at the air-water interface by using air-filled prisms

Fig. 8.18 Avoiding optical aberrations by placing the cameras at 90◦ to the air-glass interface
illustrated for two different light-sheet configurations (a) and (b). Due to the mirror the Scheimpflug
angle in the other direction

particles passes the interfaces liquid/glass/air perpendicular. In this case all unwanted
refraction effects disappear and an almost perfect imaging condition can be realized
which leads to particle images that are well suited for the image analysis methods
typically used in PIV and PTV.

Instead of prisms, mirrors are sometimes used to avoid refraction effects, see
Fig. 8.18. In this case the mirrors are placed inside the liquid and if the optical axis
passes the air-liquid interface at 90◦ before the mirror reflects the light under a desired
angle, aberrations can be avoided. If this approach is used, care must be taken with the
selection of the mirrors material (silver, aluminum) because the mirror coating may
vanish (erode) after some time due to ion transport in the liquid. Furthermore, the
position of the mirrors must be downstream of the measurement location to avoid
a disturbance of the flow at the plane of interest due to the wake flow behind the
mirrors.
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8.1.6 General Recommendations for Stereo PIV

• Multi-level or translated targets provide sufficiently good calibration results. Vol-
umetric camera calibration commonly found in robot vision is not necessary and
generally not possible due to the limited depth of field for large aperture lenses
used for PIV.

• Calibration from a single image of a planar target is possible but should only be
used if translation is not possible (i.e. due confined space).

• For optimum measurement accuracy the enclosed angle between the camera view-
ing axes should be close to 90◦.

• The unavoidable misalignment between calibration target and light sheet plane
requires disparity correction or self-calibration schemes using the actual particle
images.

• Disparity correction can also be used to correct for movement of the camera(s)
during the measurements (i.e. vibration).

• The minimum PIV sample size should be at least the same size as the light sheet
thickness: ΔX0 ≥ ΔZ0.

• The residuals εresid of the 3 C vector reconstruction serve as a quality check for the
SPIV measurement and should have values in the range 0.1−0.5 pixel.

• For SPIV experiments in water the air-glass-water interface should be normal
to the camera viewing axis to keep the astigmatism minimal. Oblique views are
possible by attaching suitable water prisms to the test section [21, 29].

• Image reconstruction should make use of appropriate image interpolation schemes
such as those reported in Sect. 5.3.4.4. For best performance iterative image defor-
mation and image back-projection can be combined in a single step [31].

• In general it is important to invest sufficient time during the actual measurements to
achieve an optimal calibration and PIV recordings. A posteriori corrections on the
recorded data cannot always account for errors incurred during the measurement.
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Chapter 9
Techniques for 3D-PIV

9.1 Three-Component PIV Measurements in a Volume

For some studies the instantaneous velocity field in a volume of the flow (3D) is
necessary to investigate the complex unsteady 3-dimensional flow behavior (e.g.
vortices in wakes, the turbulent structure of boundary layers, jets and complex flow-
structure interactions, etc.). Properties like velocity, vorticity and even pressure (see
Sects. 7.5 and 7.6.4) are of increasing importance in both fundamental as well as
industrial research. The requirements in terms of laser light intensity, cameras, eval-
uation algorithms and computing capacity are significantly higher than those for
planar PIV. However, as discussed in this chapter, the principles and the practical
rules that guide the setup of a 3D PIV experiment are established sufficiently well.
As a result, a significant number of 3D PIV measurements has been realized, which
demonstrates the maturity of 3D velocity measurements.

To date, several methods are available that realize the measurement of the velocity
distribution in a 3D domain. Holographic PIV (HPIV) is based on the registration of
the interference pattern produced by particles on high resolution photographic mate-
rial [4, 37]). Registration via CCD sensors (digital holographic PIV, D-HPIV [51,
63]) allows for time-resolved measurements in a small volume. Tomographic PIV
[20] achieves the information in depth of the illuminated volume via simultaneous
observation with several cameras from different viewing angles. Furthermore, fast
scanning of a thin light sheet (scanning PIV [12, 13]) yields time-resolved volumetric
measurements in low velocity flows.

Many of these techniques are undergoing rapid development at present, their
potential strongly depends on future technical developments and their characteri-
zation is beyond the scope of this book. A synthetic survey of the most common
methods is given in the following section.

Multi-plane stereo PIV (details given in Sect. 17.1) requires several planes of the
flow field to be illuminated simultaneously [38, 41–44, 49, 66–69]. The particle

An overview of the Digital Content to this chapter can be found at [DC9.1].
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Fig. 9.1 Schematic overview over the present variants of the PIV method with their typical spatial
and temporal resolution. The symbols represent the measurable three-component velocity vectors
for each method in their spatial and temporal arrangement

images within each of such light sheets will be recorded with a separate stereo PIV
system. The optical separation of these light sheets can be performed by polariza-
tion or different wavelength of the light used for illumination. This method exhibits
the same properties as stereo PIV and does not allow to capture a complete volume
(see Fig. 9.1c). With the information of the instantaneous velocity fields in different
planes, the local determination of the full velocity gradient tensor becomes possi-
ble. Drawback of this method is the high precision required for the experimental
alignment and the hardware effort. For each plane a complete stereo PIV system
has to be set up together with additional elements for the required optical separation
(polarization, color filters).

Another method uses fast step-wise scanning of the volume by means of a con-
ventional light sheet arrangement [10–13]. However this method is only applicable
for either the determination of mean velocity fields or for very low flow velocities
(typically few cm/s, e.g. flows in water), as the different planes within the volume
have to be recorded sequentially at different time instants. The measurement volume
depth is limited by the depth of focus of the cameras.

Photogrammetric methods [15, 60, 80, 106, 107] capture a volume of the flow
instantaneously. The complete volume is illuminated by one light pulse. The images
of the tracer particles will be recorded from different camera positions. The indi-
vidual particles are identified on the different recordings and their position in space
is calculated by photogrammetric methods utilizing the different views. The local
particle velocity is determined with particle tracking methods. In case of simple
PTV algorithms, the seeding concentration in the flow needs to be limited (typically
0.001 particles/pixel) in order to be able to identify individual particles uniquely.
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This results in a low spatial resolution of this method. A further problem arises from
the limited depth of focus, which leads to larger unfocused particle images, which
may overlap with those in focus.

Holographic PIV yields volumetric resolutionwithout the need for particles detec-
tion [37]. The method requires a coherent light source, such as a laser. The light
scattered by the particles is superimposed with light of a reference wave on the pho-
tographic recording medium. The resulting interference pattern (hologram) stores
intensity and phase of the light coming from the object. The photographic medium
must possess high spatial resolution in order to correctly store the interference pat-
tern. Photographic holographic plates typically allow resolving 3000 lines per mm.
Volumes of 50×50×50mm3 with a resolution of 1mm3, corresponding to 106 vec-
tors, could be successfully captured with photochemical holographic PIV (P-HPIV)
[3, 4, 82]. The wet chemical processing is the main disadvantage of the method as
only single recordings can be taken. After reconstruction of the hologram, the par-
ticle images are usually scanned by a CCD sensor for subsequent PIV evaluation,
performed digitally by a computer.

A further approach is to use electronic sensors to record the hologram. The pixel
size (typ. 3 − 5µm) is by far larger than the wavelength of light, which can be
tolerated if the incident light comes with a small angle with respect to the reference
illumination (“in-line”) and that the objects (particles) must be sufficiently distant
from it. The reduced effective aperture is the cause of a poor depth resolution. Digital
holographic PIV (D-HPIV) typically captures a volume of 1 cm3 and allows resolving
a few thousand vectors [51, 61, 63]. In holography maximum spatial resolution
and observation volume strongly vary depending on the properties of the image
sensors and the photographic plates, respectively (Fig. 9.1d, e). In this context digital
holography becomes more and more attractive due to the fast progress made at
image sensors (CCD, CMOS) at present. Further attempts to increase the signal-
to-noise ratio of holography have utilized short coherence length (“light in flight”)
[36]. Improvement of depth resolution can be obtained by observation from different
directions [53, 100, 101, 118]. Digital holography still holds considerable potential
as the pixel count of sensor arrays are continually increasing and at the same time
exhibit reduced pixel sizes.

The current method of choice for capturing the instantaneous flow field with 3-D
unsteady flow phenomena is represented by tomographic PIV. Figure9.1 depicts the
typical spatial and temporal resolution achieved with the different PIV measurement
configurations. It must be remarked that for both stereoscopic PIV and Tomographic
PIV the measurement domain can be enlarged by an order of magnitude when larger
tracers are used, such as helium filled soap bubbles in air flows and coated hol-
low microspheres in water as discussed in Chap. 2. Given the widespread use of
tomographic PIV for 3D measurements, the following part of this chapter is devoted
to explain the working principle of this technique. In the same context, there have
recently been rapid developments towards particle-based analysis. Therefore, the
chapter concludes with some elements of 3D particle tracking velocimetry and the
specific “Shake-The-Box” (STB) algorithm,which has demonstrated a high accuracy
in 3D velocity measurements.

http://dx.doi.org/10.1007/978-3-319-68852-7_2
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9.2 Tomographic PIV

9.2.1 General Features

The distinctive feature of tomographic PIV (often called “Tomo-PIV”) with respect
to the stereoscopic technique is that the measurement domain is modelled as a three-
dimensional volume rather than a plane. In order to obtain volumetric information
from its planar projections one needs to invoke the principles of tomography. A
schematic diagram illustrating the steps involved in tomographic PIV is given in
Fig. 9.2.

Themeasurement volume is producedwith a typicalwidth(height)-to-depth aspect
ratio of 4:1. The illumination is obtained by expanding, or reducing the thickness of
the laser light beam to the required depth of the field of view (FOV) and expanding it
in the other direction. As a consequence more pulse energy is required in comparison
to planar PIV experiments. A number of cameras (typically 3 to 6) is placed subtend-

Fig. 9.2 Left: flow chart of Tomo-PIV measurement procedure. Right: schematic illustration of
the technique (reproduced after Elsinga et al. [20])
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ing a solid angle to observe the illuminated region from several viewing directions.
The relation between the position in three-dimensional space (X,Y, Z ) and its projec-
tions onto the image planes (xi , yi ) is obtained with a calibration procedure, similar
to that of stereoscopic PIV. The light scattered by the tracers is imaged onto several
cameras with the requirement that particle images are in focus. The latter requires
a focal depth of the imaging system at least as large as the illumination volume
thickness. The set of simultaneously recorded images from all cameras (image pairs
in the common case of double- frame recordings) is the input to the tomographic
reconstruction algorithm. The three-dimensional object is a discrete representation
of the particles light intensity E(X,Y, Z), reconstructed from its simultaneous pro-
jections I (xi , yi ) defined in the image space. This is commonly done by the iterative
algebraic reconstructionmethod (MART among others). The analysis of the particles
motion within a pair of objects is performed by three-dimensional cross-correlation.

9.2.1.1 Volume Illumination

As described in Table9.1, the illumination source used in the majority of Tomo-PIV
experiments is the same pulsed laser as in use for planar PIV measurements. Illumi-
nating a volume is simpler than forming a plane. For instance, when an illuminated
thickness of one-centimetre is required, for most Nd:YAG lasers with a comparable
beam exit diameter, the optical components for volume illumination can be reduced
to a minimum of one cylindrical diverging lens.When a larger thickness is required a
beam expander (e.g. a pair of spherical lenses, negative followed by a positive) may
be of practical use. The pulse energy needs to increasewith the square of themeasure-
ment volume if light intensity is to be maintained constant. The above requirement,

Table 9.1 Measurement volume in tomographic PIV experiments
Experiment Medium Tracers Pulse energy

(mJ)
Rep. rate
(Hz)

Thickness
(mm)

Volume
( cm3)

Cylinder
wake [20]

Air 1µm fog 200 (S)a 10 8 25

Cylinder
wake [85]

Water 56µm
polyamide

200 (D) 10 20 200

Airfoil
wake [32]

Air 1µm fog 10 (M) 2,700 8 18

Flapping
wing [79]

Water 56µm
polyamide

Computer
projector

250 40 400

Flying
locust [8]

Air 1µm fog 10 (S) 1,000 4 20

Wind
turbine [14]

Air HFSBb 25 (S) 1,000 150 1,000

Confined
thermal plume

Air HFSBb LED array 29 800 550,000

aLight amplification: S = single-pass; D = double pass; M = multi-pass
bHFSB = Helium Filled Soap Bubbles
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Fig. 9.3 Schematic
description of a double-pass
illumination system

along with that of in-focus particle imaging are the most limiting factors for the
scale-up of tomographic PIV experiments. The most practiced technique to increase
illumination intensity for tomographic PIV is the use of mirrors for double or multi-
ple light passes. The double pass approach [85] is the simplest and consists of placing
a planar mirror along the laser light path (see Fig. 9.3). An interesting advantage of
this technique is that all cameras can easily be receiving light in forward scattering
direction from one of the two passes. Therefore, the effective gain, including imag-
ing effects, of the double-pass system can be more than double the single pass. A
more complex system is required for multi-pass illumination [31, 94] (see Fig. 2.53).
The laser beam may be expanded to the required volume depth and sent towards
a region enclosed between two highly reflective mirrors placed at a small relative
angle, where its path will cover the entire region by multiple reflections (typically
10 to 20). Multiple pass illumination is mostly used for air flow experiments with
high repetition rate tomographic PIV, with reported gain factor up to 7 with respect
to the single pass system (see Fig. 9.4). Double and multi-pass illumination can only
be applied in rather simple configurations where the mirrors can be placed aside the
illuminated region.

Measurement volumes achieved in tomographic PIV experiments are summarized
in Table9.1. Typical volumes achieved in air flows are in the order of 20cm3 for low-
rep rate systems and 10cm3 for kilohertz rate systems. A volume ranging from 200
to 400cm3 is typically achieved in water experiments. When using large neutrally-
buoyant tracers (Helium filled soap bubbles, HFSB) measurement volumes from
several liters up to a fraction of a cubic meter (in combination with LED array
illumination) have been achieved in air flows (Table9.1).

Knife-edge filters are often employed within the illumination systems for Tomo-
PIV to sharply cut the light intensity beyond the nominal thickness of the measure-
ment volume. Any light recorded onto the images that originate from regions outside
the reconstructed volume will be included in the reconstructed object, increasing the
noise in the reconstructed signal.

http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Fig. 9.4 Left: description of multi-pass light amplification system for tomographic PIV. Right:
application of multi-pass light amplification to trailing-edge measurements by time-resolved tomo-
graphic PIV (reprinted from Ghaemi & Scarano [31])

To date, lasers remain the favourite light source for Tomo-PIV due to their high
pulse energy, beam collimation and short pulse duration. However, considering that a
thin light sheet is no more required for volume illumination, alternative light sources
that donot deliver collimated lightmaybecomemoreviable in the future, especially in
low-speed flows (e.g. inwater). A number of alternatives have been proven successful
including continuous illumination by a computer beamer for the study of a flexible
flapping wing [79]. Light-emitting diodes (LED) were characterized in pulsed mode
operation for volume illumination, with promising results as discussed byWillert
et al. [116]. In low speedwater flows theymay become a less expensive, more flexible
and safer alternative to lasers. More recently, the combination of LED illumination
andHFSB tracers in low speed air flows has yielded a very large 3Dmeasurement [90]
(see also Applications Sects. 18.3 and 18.6).

9.2.1.2 Tomographic Imaging

The accuracy of a tomographic PIV measurement depends largely upon the imaging
system. The recorded particle images should be in focus andwith a sufficient intensity
such that they can be easily separated from the background intensity. Several para-
meters govern the quality of the imaging process: the camera sensitivity (quantum
efficiency) and sensor pixel sizeΔpix, the optical magnification M and the numerical
aperture f#. The solid angle θ subtended among the viewing directions affects the
reconstruction accuracy. An additional factor is the relative angle between the illu-
mination and imaging direction accounting for the non isotropic light scattering from
small particles. Finally, it is necessary to align the focal plane with the mid plane of
the measurement volume (Scheimpflug condition) when the width and height of the
measurement volume are larger than its depth. The first experiments where realized
with four cameras placed along the vertices of a pyramid, which remains the most
practiced configuration due to the minimum requirement in terms of angular aperture

http://dx.doi.org/10.1007/978-3-319-68852-7_18
http://dx.doi.org/10.1007/978-3-319-68852-7_18
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Fig. 9.5 Two common
imaging configurations for
tomographic PIV (reprinted
from Scarano [84])
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of the system. Placing the cameras in a cross-like configuration has a similar effect
(Fig. 9.5, left) with the advantage of an easier setting of the lens-tilt adapter (the lens
plane rotates vertically or horizontally). In some cases, experiments were conducted
with all cameras along a line with an arc-like system (Fig. 9.5 right), with the result
that the outer cameras must be set to a large viewing angle. Placing all cameras in
forward scattering direction usually requires that the object must be viewed from
opposite sides, which involves a more extended optical access, similar to stereo-
scopic PIV. In experiments conducted in water flows the interface between the air
and the wall of the container is usually made normal to the viewing direction adding
optical prisms, as commonly done in stereo PIV experiments [103].

It is crucial that the particles are imaged in focus ensuring that the sensor area
covered by particle images is minimized for a given amount of particles. The condi-
tion to be respected is that the focal depth δz should be larger or equal to the depth of
the illuminated volume ΔZ . The equations of diffraction-limited imaging are given
in Sect. 2.5.1. For the determination of the focal depth of the system, Eq. (2.16) is
to be considered. Care should be taken that the Scheimpflug condition is respected
between the image plane and the median plane of the illuminated volume. It is worth
recalling here that the peak particle image intensity Ip is inversely proportional to the
fourth power of the measurement volume depth for a chosen optical magnification.
Therefore, complying with the above requirement goes rapidly at the cost of particle
signal intensity.

A procedure to measure and compensate for out-of-focus conditions beyond the
suggested limit of 2 pixel has been recently proposed, based on a non-uniformweight-
ing function obtained from a calibration of the optical transfer function (OTF) [88].

http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dx.doi.org/10.1007/978-3-319-68852-7_2
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9.2.1.3 Seeding Density

The concentration of particle tracers within the measurement volume ultimately
determines the spatial resolution of the measurement. The number of particles within
an interrogation box IB required to perform a robust cross-correlation analysis varies
between 5 and 10. This is on the lower side of the requirements for planar PIV
measurements because loss-of-pairs is negligible for 3D particle motion analysis.
The concentration of particle tracers in the measurement domain is limited by the
maximum image source density that can be accurately dealt with by the tomo-
graphic reconstruction. A four-camera system accurately reconstructs images with
a seeding density up to 0.05 ppp (particles per pixel). Experiments performed with
more cameras [28, 57] or with advanced algorithms for time-resolved sequences
[59, 72] achieve an accurate reconstruction up to 0.2 ppp. Furthermore, the value
also depends on the particle image diameter d∗

τ normalized by the pixel size and
by the quality of the imaging process. Considering the fraction of image occupied
by particle images (source density NS [1]) the above criteria translate to NS < 0.5
for a tomographic reconstruction with a standard system of four cameras and to
NS approaching unity when using more cameras or advanced algorithms. In water
flows, particle tracers of 10 to 100µm are typically employed, an additional limita-
tion to the seeding concentration comes from the increased opaqueness especially
for large particle tracers. Excessive particle concentration leads to poorly controlled
illumination with laser light diffusion (multi-scattering) and loss of image contrast.
From experiments conducted with particles of 56 and 10µm diameter, the limit
for opacity is reached already at values of the concentration C of approximately
0.5 and 3 particles/mm3 respectively [64]. These effects are less important in air
flows with one-micron droplets. The typical level of particles concentration that
has been reached before observing decreased optical transmission is C = 10 to 20
particles/mm3. Finally, the problem of medium opacity can be encountered in air
flows when using helium filled soap bubbles (HFSB).

The design of the experiment in relation to the optimum seeding concentration is
discussed below. The constraint of medium opacity is not considered here and needs
to be evaluated separately. Considering an illuminated volume of dimension VM =
L × H × W (mm3), the total number of particles within the measurement domain
is NP = C × VM . The digital imaging resolution is DR = M/Δpix (pixel/mm)
obtained by the ratio between optical magnification and pixel pitch. The object space
is discretized in voxels: assuming a unit ratio of voxel and pixel length (in object
space), the value of the digital resolution also applies to the 3D domain discretization
(i.e. voxels/mm). The particle density in the discretized object space is then expressed
by particles per voxel PPV = C/D3

R . The projection of the particle tracers onto the
images results in the source density NS or in the number of particles per pixel ppp:

NS = ppp · π

4

(
dτ/Δpix

)2 = PPV · W · DR · π

4
d∗

τ
2, (9.1)
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Fig. 9.6 Images of experiments at different particle concentration. The seeding density for each
stripe is indicated in particles per pixel ppp (reprinted from Scarano [84])

The relation between the particle concentration C and the source density NS reads
as:

C = NS · D2
R

W
· 4

πd∗
τ
2 . (9.2)

For a given choice of the illuminated volume and imaging conditions, the concen-
tration is only limited by the maximum density of particle images collected on the
recordings. Numerical simulations indicate that when NS < 0.5 an accurate recon-
struction is achieved with a four-cameras system. Figure9.6 illustrates an exemplary
experiment conducted in water, where the particle concentration is varied under con-
trolled conditions [64] at constant particle image diameter (d∗

τ = 2). Levels of ppp
between 0.005 and 0.022, (0.015 < NS < 0.066) are considered too sparse for
tomographic measurements, and the imaging system is used inefficiently. Increasing
the seeding density up a point where the overlap between particle images remains
negligible (ppp = 0.055, NS = 0.16) is a good indication of optimal measurement
conditions. Accurate reconstruction of denser particle field is still possible slightly
beyond this level (e.g. at NS = 0.3), however, special care must be taken in terms of
image quality, calibration accuracy and using a larger number of cameras. Beyond
a level of NS ≈ 0.5 the image contrast decreases dramatically due to the loss of
optical transmission in the seeded medium.



9.2 Tomographic PIV 319

Fig. 9.7 Reconstruction
error due to finite
tomographic angular
aperture (reprinted from
Scarano [84])

Reference particle shape
Reconstructed particle

b = 60º b = 40º

9.2.1.4 Tomographic Angular Aperture

The imaging system is typically composed of a small number of cameras NC placed
along non-collinear viewing directions that subtend a solid angle. The system angu-
lar aperture determines the ratio between the resolved element along H and L and
along the depth W . A simple criterion is that the depth resolution of particle tracers
depends upon the maximum planar angle β obtained within the solid angle formed
by the system of cameras. The choice of a one- or two-dimensional array of cameras
is often dictated by constraints on optical access or complexity of camera installa-
tion. The quality of tomographic reconstruction is maximized when the total angle β
ranges between 40 and 80 degrees. For higher values of the viewing angle the recon-
struction quality decreases due to the longer intersection of the lines-of-sight across
the measurement volume, thus increasing the image source density. Instead, smaller
values of β lead to the formation of elongated particles along the direction of the
tomographic optical axis (viz. depth). This is illustrated in Fig. 9.7, where the actual
particle (drawn as orange circle) is distorted approximately into a double-cone with
aperture β (in light blue). Due to the three-dimensional nature of the problem, the
cross configuration has a slight advantage with respect to the more practical linear
arrangement (Fig. 9.8).

A condition to be avoided in the arrangement of cameras is that they are collinear.
This is practically possible only when the illuminated domain is observed from
opposite directions. Two viewing directions should be considered collinear when
their angular separation Δθ leads to negligible separation between the lines of sight,
comparedwith the back-projected particle image diameter. In practice two viewsmay
be considered non-collinear when Δθ � dτ/M/ΔZ . Typically, a misalignment of
more than a degree is already effective in terms of ensuring non-collinear condition.
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Fig. 9.8 Reconstruction
quality factor Q versus
system aperture angle β.
Linear and cross-like
configuration. Results shown
for small and large particle
image diameter (reprinted
from Scarano [84])
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9.2.1.5 System Calibration

The tomographic reconstruction is based on the geometrical relation between the
3D physical space (viz. object space) and the image space, referred to as mapping
function M [81, 114]. In 3D PIV one refers to a point in physical space as P =
(X,Y, Z). Its projection on the image plane of the ith camera is p′

i = (x, y), or:

(xi , yi ) = Mi (X,Y, Z). (9.3)

Following the approach taken for stereoscopic PIV the third order polynomial and
the pinhole model are the most commonly adopted choices to represent the mapping
function, with a slight advantage for the former in case of unknown aberrations across
the optical path (e.g. glass windows). As discussed in Sect. 8.1 the calibration func-
tion for stereoscopic measurements is obtained imaging a single- or multi-layered
template at the measurement plane position. The latter is an important constraint of
stereoscopic PIV calibration. Any misalignment between the calibration plane and
the illuminated plane leads to rather large errors that require a correction based on the
disparity vector field (see Sect. 8.1.4) [86, 114]. The calibration correction methods
based on the evaluation of the disparity vector field are referred to as “self calibra-
tion” [110]. The registration error is then corrected modifying the coefficients of the
polynomial fit used for the calibration. In tomographic PIV the calibration procedure
does not map the position of a specific illuminated plane, but encompasses the mea-
surement volume: a finite interval of the 3D physical space. The positive outcome is
that tomographic PIV calibration does not require any alignment between the plane
of the calibration target and the illuminated volume. Nonetheless, the requirements
on calibration errors due to cameras misalignment after calibration are consider-
ably stricter than those for stereoscopic PIV. The 3D particle field reconstruction by
tomography requires that the lines-of-sight corresponding to particles imaged by all
the cameras are intersecting precisely. Any misalignment larger than a fraction of

http://dx.doi.org/10.1007/978-3-319-68852-7_8
http://dx.doi.org/10.1007/978-3-319-68852-7_8
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the particle image diameter will result in a rapid degradation of the reconstructed
intensity field [20]. For instance, consider a tomographic system observing a FOV
of 50mm width from a working distance of one meter, an unwanted camera rotation
in the order of 0.1 milli-radians will already introduce an unacceptable triangulation
error in the order of 50µm, corresponding to one pixel (in object space).

In realistic experimental conditions, tomographic PIV imaging systems often lack
of pointing precision, due tomechanical stability of camera holders, tightness of lens-
tilt adapters, thermal variations within the cameras and vibrations due to the cooling
systems of the cameras or additionally from the wind tunnel. It is common to incur in
misalignments of three or five pixel. In the above conditions it is imperative that the
alignment between the lines-of-sight from each camera is restored by a correction
procedure, or the reconstruction procedure will fail. A procedure for misalignment
detection and correction for 3D measurements similar to that used in stereoscopic
PIV is known as “3D self-calibration” [111], which is based on particle detection
in the individual recording and their triangulation in 3D space. The correlation data

Fig. 9.9 Disparitymaps for a four-camera tomographic systemobtainedwith the 3Dself-calibration
technique. Camera 1(top-left) is considered as the reference. Camera 4 (bottom-right) shows trian-
gulation of particle images with displaced peaks, indicating a motion of the camera has occurred
after calibration
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is clustered over a large number of detected particles (typically in the order of 104)
yielding the statistical estimate of the local disparity vector used to correct the map-
ping functions for all cameras. The above procedure is now considered the standard
approach as it has been applied in several experiments detecting misalignment errors
(up to several pixel) and reducing them to below 0.1 pixel (Fig. 9.9).

9.2.1.6 Image Pre-processing

Image pre-conditioning is more important in tomographic PIV than planar PIV
because the reconstruction technique is sensitive to background light intensity [20].
Any light recorded by the cameras that does not originate from the measurement
domain will be projected back into the reconstruction volume. An effective method
for background intensity removal is a combination of pixel-wise time-history mini-
mum subtraction and a small neighborhood (e.g. 11 × 11 pixel) minimum intensity
subtraction. Image low-pass filtering by a Gaussian kernel of 3 × 3 pixel is some-
times used, mostly to mitigate residual calibration errors with increasing the particle
image size. It should be retained in mind that increasing the particle image size also
increases the image source density NS with detrimental effects on the reconstruc-
tion quality. Image smoothing should only be considered at low seeding density (i.e.
NS < 0.15 or ppp < 0.05). For time resolved recordings, additional filtering tech-
niques can be used that are based on spectral filtering (high-pass filter) of the images
that have proven valid in planar experiments [98] (see Fig. 9.10).

Fig. 9.10 Image recording from tomographic experiment in the wake of a cylinder obstacle. Raw
image (left) after pre-processing (right) by subtracting timeminimum pixel-wise (over 9 subsequent
frames) and spatial sliding minimum (over a 9 × 9 pixel kernel)
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9.2.2 3D Object Reconstruction

The novel aspect introduced with the tomographic-PIV technique is the reconstruc-
tion of the 3D field of scattering particles by optical tomography. Most early research
on tomographic PIV has concentrated on the digital reconstruction techniques bring-
ing significant advances on the side of its computational efficiency [2, 117]. The
reconstruction of the 3D object from the digital images is based on the mapping
function between the image planes and the physical space. The 3D intensity distri-
bution is mathematically represented by an array of voxels discretizing the physical
space of coordinates (X,Y, Z) with intensity E(X,Y, Z). The projection of the vol-
ume intensity E(X,Y, Z) onto the image at a position corresponding to the i th pixel
position (xi , yi ) returns the pixel intensity I (xi , yi ). This relation can be written as
a linear equation in the hypothesis of linear superposition of the light intensity from
all scattering particles

∑

j∈Ni

wi, j E(X j ,Y j , Z j ) = I (xi , yi ), (9.4)

where Ni is the number of voxels contributing to the image intensity of the i th
pixel (xi , yi ). These voxels are intersected by the line of sight associated to (xi , yi )
together with their close neighbours (typically within one kernel 3×3 centred on the
intersected voxel). The coefficientwi, j weights the contribution of the j th voxel with
intensity E(X j ,Y j , Z j ) to the pixel intensity I (xi , yi ). The weighting coefficient can
be calculated as the fraction of volume intersection between the chosen line of sight
and the considered voxel (Fig. 9.11).

The estimation of the volume intersection can be approximated assuming a con-
ical line-of-sight intersecting spherical voxels. Because this coefficient needs to be
evaluated a large number of times, it is computationally efficient to pre-calculate it
and access it from a look-up-table. Different intersectionmodels have been discussed
in the literature [102]. A unit ratio between pixel projection and the voxel element is
often assumed for simplicity, but algorithms that accelerate the calculations are based
on voxel binning [18]. A solution approach to the problem defined by Eq. (9.4) is the
subject of tomographic reconstruction algorithms. The initial comparison between
the algebraic reconstruction techniques (ART) [33] and the multiplicative algebraic
reconstruction techniques (MART) [35] have clearly indicated the advantages of the
latter. The update equation for MART reads as:

Ek+1(X j ,Y j , Z j ) = Ek(X j ,Y j , Z j )

(
I (xi , yi )

∑N
i=1 Wj,i Ek(X j ,Y j , Z j )

)μWi, j

(9.5)

where 0 ≤ μ ≤ 1 is a scalar relaxation parameter, typically set to a value of 1 for a
fast convergence rate. In the MART method, the update is driven by the ratio of the
pixel intensity and the corresponding object projection. The exponent ensures that
only the elements in E(X,Y, Z) affecting the ith pixel are updated. Furthermore the
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Fig. 9.11 Object discretization and imagingmodel used for tomographic reconstruction. The voxels
falling within the shaded stripe (weighted cross section) have nonzero value of the weighting
coefficientWi, j . Spherical shape for voxels is commonly assumed that simplifies the calculation of
the weighting coefficient (reprinted from Scarano [84])

multiplicative MART scheme requires that E and I are definite positive. This detail
may not be straightforward when dealing with images pre-processed with intensity
subtraction. Because for ART the correction term (algebraic difference between the
integrated intensity along the line of sight and the actual intensity detected on the
pixel) is summed up to the current reconstructed intensity field, the method acts as an
ORoperator for the voxel intensity. Consequently, for any given pixelwhere a particle
is detected, all voxels along the corresponding line-of-sight will be set to a nonzero
intensity. The result is a broad dispersion of the reconstructed intensity field along all
viewing directions with loss of reconstructed particle peak intensity. In contrast, the
MARTupdate is given by amultiplication of the current intensity field by a termgiven
by the ratio between recorded intensity and integrated along the line of sight. In this
case the operation approximates an AND operation and a voxel has nonzero intensity
only if along all lines of sight intersecting it a particle is detected. Clearly the MART
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Fig. 9.12 Imaging of 3D particle field. Left: two views for two particles yield four potential
reconstruction. Centre: adding a third view eliminates simultaneous spurious intersections (ghost
particles). Right: seeding density not allowing particles to be imaged distinctly

method is better suited than ART for the treatment of tomographic PIV recordings.
As a result, almost all tomographic experiments realized so far are based on the
MART technique for 3D reconstruction. Some approaches have been also proposed,
based on the intuitive concept of averaging of geometrically reprojected tomographic
images [5] which can be performed in a computationally efficient way. However, the
resulting intensity field is similar to that returned by a single ART iteration, which
needs considerably more cameras to achieve the reconstruction accuracy of iterative
MART.

Figure9.12 illustrates the mechanism of ghost particles formation. The simplified
case of a 2D object is considered: when two cameras record a set of two particles,
four possible particles are the solution of the reconstruction algorithm. This problem
is referred to as ghost particles [60]. Introducing a third viewing direction completely
solves the ambiguity. An accurate reconstruction is still possible at higher seeding
density as long as most particles are projected onto well distinct images, as shown
in Fig. 9.13-centre. The solution obtained by iterative ART and MART calculation
is illustrated in Fig. 9.13. The intensity reconstruction by ART exhibits peaks at
intersections of the lines of sight where particles are detected. However, the object
intensity initially distributed along the entire lines of sight intercepting particles is
not entirely eliminated with further iterations. The object reconstruction by MART
follows a similar pattern at the first iteration. The multiplicative algorithm elimi-
nates the spurious intensity along lines of sight with the subsequent iterations. As a
result a significantly higher accuracy is gained in comparison to the ART method.
Nevertheless, at high seeding density, also the reconstruction obtained from MART
suffers from a lower contrast due to the increased number of ghost particles, which
underlines the importance of the iterative procedure that updates the object intensity.
A comparison between the accuracy of the iterativeMART approach to that obtained
with the multiplicative line-of-sight method, a rapid, single-step evaluation by mul-
tiplication of the projected light intensity along the lines of sight [2] indicates that
the single-step solution of the reconstruction problem yields an acceptable accuracy
at low levels of the seeding density (ppp < 0.02 or NS < 0.1). Therefore the single-
step multiplicative approaches, MFG or MLOS, are best suited as tools to accelerate
the time-consuming process of iterativeMART reconstruction. Their principle is that
the particle distribution in the 3D object is very sparse (90% to 99% of the voxels
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Fig. 9.13 Computer simulated particle distribution (top row) and reconstructed intensity field with
3 coplanar views. Comparison of ART and MART methods. Inverted grayscale (reprinted from
Scarano [84])

have zero intensity) and only voxels corresponding to non-zero intensity need to be
updated from the second iteration further. When the seeding density is increased to
the point thatmost particle images overlapwith each other (NS ∼ 1), even theMART
iterative reconstruction approach fails as shown by the third column in Fig. 9.13.

9.2.2.1 Accuracy of Reconstruction

The quantitative analysis of field reconstruction accuracy is often performed by
means of synthetically generated particle fields and their projections [2, 59, 64,
117]. The comparison between the computer-generated particle images and those
reconstructed from the projection images is made by means of the normalized cross-
correlation coefficient Q or the quality factor [20]

Q =
∑

X,Y,Z E1(X,Y, Z) · E0(X,Y, Z)
√∑

X,Y,Z E2
1(X,Y, Z) · ∑

X,Y,Z E2
0(X,Y, Z)

(9.6)

The reconstruction quality depends upon several parameters: number of independent
views (cameras) NC , particle tracers concentration and the diameter of the particle
images (C , NS, ppp, d∗

τ ), the angular aperture β. Experimental practice showed
that additional parameters playing an important role are the accuracy of system
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Fig. 9.14 Reconstruction quality factor Q as a function of image source density NS or particle
image number density ppp (results obtained at a fixed particle image diameter of 2 pixel). Results
are parameterized as a function of the number of viewing cameras (reprinted from Scarano [84])

calibration, the illumination intensity distribution along the depth, the image contrast
and signal-to-noise ratio.

The reconstruction accuracy as a function of MART iterations increases signifi-
cantly until five iterations. After that, the rate has already decreased of approximately
two orders ofmagnitudewith respect to the first update.Moreover,most experimental
results show that with additional iterations themeasured velocity vector field changes
only within the noise level. The dependence of the reconstruction accuracy upon the
seeding density (expressed in particles/pixel or ppp) is crucial as shown in Figs. 9.14
and 9.15. It is proposed that Q > 0.75 as acceptance criterion for the tomographic
reconstruction accuracy, such that reconstruction artifacts will not affect the error
level obtained in the cross-correlation analysis. A system with only two views is
clearly inadequate to perform tomographic measurements even at very low seeding
density. A three-cameras system will work properly up to ppp = 0.04 (40,000 par-
ticles/megapixel), and using four cameras the recordings may include up to 90,000
particles/megapixel. Further increasing the number of cameras one may perform
experiments in excess of 100,000 particles/megapixel. It should however be retained
in mind that when the source density increases above 0.3 most particle images over-
lap with each other and the predicted high reconstruction quality levels can only be
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Fig. 9.15 Reconstruction quality factor Q dependence upon the particle image diameter at a given
value of the particle image number density (reprinted from Scarano [84])

achieved with recordings with high signal to noise ratio. The discussion made so far
assumes a constant particle image normalized diameter d∗

τ = 3. A further increase
of the number of imaged particles can be achieved realizing experiments producing
small particle images (e.g. applying a small f# in conjunction with a CMOS sensor
with large pixel size). The simulation results shown in Fig. 9.15 indicate that reduc-
ing the particle image diameter from 3 to 1.5 pixel for the same number of particles
results in a significant increase of quality factor [84]). This is due to the reduction of
source density NS proportional to the square of the particle image diameter.

9.2.2.2 Experimental Verification of Accuracy

A few experiments report the use of more than 4 cameras [6, 28, 58]. It seems clear
that increasing further the number of cameras enables measurements at high seeding
density, which is consistent with the numerical predictions shown in Fig. 9.14. The
evaluation of reconstruction accuracy through the quality factor is not possible in real
experiments, where the exact distribution of light intensity is unknown. Therefore
a simple a-posteriori method can be used to determine the reconstruction accuracy,
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Fig. 9.16 Raw image from one camera (top) and cross section of the knife-edge filter used to
produce a sharp cut of illumination. The left side of the filter (slit region) has a smaller thickness to
allow a precise evaluation of seeding concentration [57]

Fig. 9.17 Reconstructed intensity profile and signal-to-noise ratio using 4 (left), 6 (centre) and 12
(right) cameras. Experiments conducted in air at image density ofppp = 0.4 (C = 18 part/ mm3)
[57]

which returns a reconstruction signal-to-noise ratio SNRR . The method is based on
the comparison between the actual illumination intensity profile along the depth
direction and that reconstructed with the tomographic algorithm. When a uniform
illumination is applied with sharp edges making use of knife-edge filters, the above
method reduces to the comparison between the reconstructed intensity inside the
volume and that outside the illuminated volume (Figs. 9.16 and 9.17).

The calculations involved in the tomographic reconstruction are challenging for
the current computer capabilities. The large number of voxels in the discretized 3D
domain gives the main bottleneck of the problem. The number of voxels depends
upon the sensor format and the aspect ratio (width-to-depth) of the reconstructed
domain. For instance, when an experiment is conducted with 4Mpix cameras, the
reconstructed domain may be formed by billions of voxels (2,000 × 2,000 × 500)
to be updated at each iteration. As a result, early experiments required calculations
for weeks or even months for the data processing. A major advancement has been
obtained with the acceleration technique that accounts for the data sparsity of the dis-
cretized object [117]. The multiplicative first guess method (MFG) is able to rapidly
identify large regions of the measurement domain where the tomographic update
equation does not need to be evaluated (voxels with zero or negligible intensity). The
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subsequent MART calculations yield an accuracy equivalent to that of the MART
method. The large reduction in the number of active voxels (typically only 5 to 10% is
updated) yields a significant acceleration of the tomographic evaluation. The multi-
grid (MG) approach is another way to accelerate the calculations [19]. The method
consists in reconstructing the discretized object at lower resolution (voxel binning).
After having identified the regions of active voxels, the calculation is continued
updating for the active voxels at higher resolution. The combination of this strategy
with MFG as initialization pass yields further reductions of the computational cost.
Reconstruction technique based on the concept of object refocusing (Synthetic Aper-
ture PIV, SA-PIV [5]) have a lower computational cost. However experiments have
shown that a system composed of 12 cameras would yield reconstruction accuracy
comparable to that of four cameras using MART.

9.2.2.3 Multi-exposure-Methods

Object reconstruction in tomographic PIV has been tackled in a way similar to
that of traditional tomography: several views are produced of a single object to be
reconstructed. The reconstruction of each snapshot is regarded as a separate and
independent process. PIV measurements are always conducted obtaining at least
two exposures in short succession, where inside the measurement volume, the set of
particles remains the same. Instead, the geometric position and relative orientation
with respect to the lines of sight is slightly altered due to the particles motion. As
a result, also the system of ghost particles is varied. A method that exploits the
information taken at the two (or more) subsequent time instants for the tomographic

Fig. 9.18 Schematic representation of particles and their images captured along two views (left).
Actual particles (A and B) and ghost particles (G) from exposure 1 (red) and 2 (blue). Intensity
obtained deforming the object from the second exposure with the estimated displacement field
(right)
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Fig. 9.19 Reconstruction quality factor from multi-exposures methods. Left: result from MTE as
a function of MART updates and MTE iterations (reproduced from Novara et al. [72]). Right:
results from SMTE as a function of sequence length (reproduced from Lynch& Scarano [59]).
Note: results on left and right are obtained from synthetic tomo PIV images at different conditions

reconstruction of the particles field is called Motion Tracking Enhancement (MTE-
MART) (Fig. 9.18).

The technique uses the object reconstruction at a given time instant to initialize
the intensity field at the successive one and vice versa. The technique is based on
the same principle as that of image deformation. Numerical simulations showed that
for the same number of cameras, the reconstruction quality is increased and experi-
ments can be conducted at higher seeding concentration than practised when using
the MART algorithm only (ppp > 0.1, or NS > 0.5). For instance, Fig. 9.19 illus-
trates how a MART reconstruction that tends to a value of Q = 0.7 can be enhanced
up to Q = 0.9 by three iterations of the MTE technique. The MTE technique was
proven to be effective when dealing with shear dominated flows [73]). A further
enhancement is obtained when applying this concept to time series in time-marching
mode (SMTE) [59]. In this case the method progressively eliminates the intensity of
ghost particles and increases that of the actual particles. (Figure9.20). An example of
the difference in reconstruction accuracy between single snapshotMART reconstruc-
tion and SMTE is given in Fig. 9.21. The tomographic reconstruction from a three
camera system diffuses the image intensity along the three lines of sight producing
an hexagon-like intensity distribution (Fig. 9.21-left).

The sequence analysis with SMTE progressively eliminates the ghost particles
intensity restoring accurately the intensity distribution from circular illumination
(dashed green line). The current limit in terms of seeding density with SMTE is
estimated at ppp = 0.2.
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Fig. 9.20 Schematic of SMTE-MART algorithm. Images (I), reconstructed objects (E) velocity
field (V) and reconstruction initial condition (EG) based on transformation of previously recon-
structed objects

Fig. 9.21 Cross section of reconstructed intensity of particle tracers illuminated along a cylindrical
domain. Tomographic imaging system composed of three cameras. Reconstruction byMART (left)
and by SMTE-MART algorithm (right) Reconstruction with MART
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9.2.3 3D Motion Analysis

Themethod used to extract the displacement from two successively acquired pictures
follows that well established for planar PIV. The measurement domain is divided
into several box-like interrogation volumes (IV), then for each pair of corresponding
boxes, the following operations are applied:

1. windowing by Gaussian kernel,
2. cross correlation either by FFT technique or by direct calculation of voxel

products,
3. peak search in the correlation domain and sub-voxel estimation by Gaussian peak

fit,
4. scaling by optical magnification and time separation returns the local velocity.

The spatial cross-correlation operator used for the analysis of 3D data obtained from
tomographic reconstruction is usually normalized by the signal covariance, yielding
the normalized cross-correlation function R(ΔX,ΔY,ΔZ) between the intensity
field E reconstructed at time instants separated by the interval Δt :

R(l,m, n) =
∑I,J,K

i, j,k=1 E (i, j, k, t) · E (i − l, j − m, k − n, t + Δt)√
cov (E(t)) · cov (E(t + Δt))

(9.7)

where the light intensity distribution at each voxel within the interrogation box E
is intended after subtraction of its mean value. The triplet (l,m, n) indicates the
displacement in the discretized space of 3D shifts (ΔX,ΔY,ΔZ). The parameter
dominating the measurement robustness is the number of particle images pairs in
the interrogation windows, although the velocity fluctuations due to unresolved flow
scales within the interrogation box may rapidly degrade the measurement accuracy.
The above-mentioned cross-correlation operation is typically implemented within
a multi-step analysis based on multigrid window deformation, WIDIM [87] as also
adopted in planar PIV. In the specific case of 3D data the well-known problem of the
out-of-plane motion is basically eliminated and the deformation technique enables
to recover most of the particle pairs between the two exposures. In exchange, the
reconstructed intensity contains also spurious particles (ghost particles) that move at
a velocity different from the local fluid flow and therefore increase the probability
of erroneous measurements [21].

The three-dimensional form of the window deformation algorithm deals with
volume3Ddeformation (VolumeDeformation IterativeMultigrid,VODIM),whereby
the interrogation boxes are displaced/deformed on the basis of the velocity field esti-
mated from the previous interrogation. The intensity field of the deformed volume at
the k+1th iteration is therefore obtained from the original intensity and the predictor
velocity field according to the expression:

Ek+1 (X,Y, Z , t) = E
(
X − ukd/2,Y − vk

d/2, Z − wk
d/2, t

)
(9.8)

Ek+1 (X,Y, Z , t + Δt) = E
(
X + ukd/2,Y + vk

d/2, Z + wk
d/2, t + Δt

)
(9.9)
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where E is the particle pattern deformation field obtained at the kth interrogation
obtained by tri-linear interpolation of the displacement field at the previous iteration.
Low-pass filtering of the predictor is necessary for process stabilization [93] and
consists of Gaussian smoothing or a 2nd order least-squares regression with a kernel
as large as the interrogation box.

9.2.3.1 Computational Efficiency

The number of operations required to perform the interrogation of 3D objects is
orders of magnitude larger than that needed in planar PIV. Three main factors are
responsible for increasing the computational burden of 3D cross-correlation analysis:

1. each interrogation box counts about two orders of magnitude more elements in
comparisonwith the planar case (e.g. 32×32×32 voxels instead of 32×32 pixel).
Moreover, the correlation in three dimensions further amplifies the number
of operations. The calculation of cross-correlation implies 106 multiplications
(N 2 × N 2) for the 2D case compared to 109 operations (N 3 × N 3) in 3D.

2. considering a measurement volume of 1,000 × 1,000 × 300 voxels obtained
from a tomographic system composed by 1 megapixel cameras, the amount of
non-overlapping interrogation regions goes from 1,000 in the 2D measurement
to 10,000 for the 3D case.

3. the overlap factor between interrogation regions has a more pronounced effect for
3D analysis. An overlap of 75% between interrogation boxes yields an overload
of 16 times for the 2D analysis and 64 times for 3D.

As a result, the computational cost for cross-correlation analysis in tomographic PIV
is 4–5 orders of magnitude higher than in planar PIV. The use of fast Fourier trans-
form technique largely reduces the amount of computations for each interrogation
box. The computational cost of FFTs required to evaluate the cross correlation is
3 ·2N 2log(N ) in 2D and 3 ·3N 3log(N ) in 3D corresponding to 2 ·104 and 106 oper-
ations respectively. Acceleration techniques follow essentially three approaches:

(a) reducing the number of voxels in the measurement domain (sub-sampling or
binning) [18],

(b) making use of direct-correlation with small search radius (typically 2 or three
voxels displacement) at advanced stages of the multi-pass interrogation,

(c) skipping the calculation of voxel products (including 3D volume deformation)
where the object intensity is zero or negligible [2].

The latter approach is very advantageous considering that the number of active voxels
is typically one to two orders of magnitude less than the total. Maintaining voxel
products in the computer memory makes the computational cost independent of the
overlap factor.
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9.2.4 4D-PIV Analysis

Similar to the case of 2D PIV, the analysis of time-resolved tomographic PIV record-
ings offers numerous advantages. As discussed above, the object reconstruction
within a time series can be based on more than two exposures (SMTE, STB), which
further enhances the accuracy of the reconstruction. The sequence of objects can be
analyzed with time-sliding correlation methods. The simplest of them is the sliding-
average-correlation or the pyramid correlation [99]. Despite their simplicity, these
methods are very effective in reducing the amount of spurious vectors and the level
of random noise for data acquired in continuous single-frame mode. From a time
resolved experiment conducted in a submerged water jet [105], the use of four subse-
quent objects results in a reduction of the displacement rms error from approximately
0.12 to 0.05 voxels.

9.2.5 Media Gallery

The inspection of three-dimensional data issued from Tomographic PIV or by 3D
Lagrangian Particle Tracking is a challenge due to the complexity of the flow struc-
tures in the turbulent regime. When the data relates to time-resolved measurements,
the inspection of the flow requires animated illustration. A gallery in the Digital
Content shows some examples of time-resolved 3D PIV measurements and related
results [DC9.2].

9.3 Volumetric Particle Tracking Velocimetry

Particle tracking velocimetry (PTV) methods have a great potential to enhance the
spatial resolution and the measurement accuracy compared to correlation-based
approaches. If strong velocity gradients are present in the flow, PIV results are biased
in 2D as well as 3D [21, 47, 52, 109]. In particular, this has strong effects on gradient
based quantities such as the vorticity. To enhance the spatial resolution in order to
resolve strong flow gradients, the optical magnification can be increased. However,
larger magnifications lead to other problems such as a decrease in particle image
density and an increase in the particle image diameter that is not ideal for spatial
cross-correlation [46]. In addition, inhomogeneous seeding concentrations close to
walls introduce bias errors [48]. There are a variety of single camera volumetric
PTV methods, such as defocusing PTV [25, 115] and astigmatism PTV [16, 23].
The main disadvantage of these methods is that the out-of-plane component of the
velocity cannot be measured with similar accuracy as the in-plane components. Fur-
thermore, the seeding concentrations are typically rather low, since the particle depth
information is derived from the shape of the defocused, and therefore large particle

http://dc.pivbook.org/tomo_media_gallery
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images. For applications in microfluidics this is usually no drawback, since the par-
ticle image density is low due to the large magnification. However, for macroscopic
flow measurements, multi-camera 3D techniques are usually better suited, provided
that the optical access is available.

This section focuses on volumetric particle tracking approaches, based on mul-
tiple views of the measurement volume, where all three velocity components can
be measured with similar accuracy. With the particles being imaged in focus, the
particle image densities and therefore the seeding concentration can be much higher.

9.3.1 Overview of PTV Measurement Techniques

Epipolar geometry is employed to match corresponding particle images from dif-
ferent views of the measurement volume in the so-called 3D-PTV technique [60].
Once a particle image pair is found, the particle location is triangulated. Initially, this
technique was only applied to time-resolved recordings, while it is also feasible to
conduct double-frame measurements at low seeding concentrations [26, 83, 92].

Later Schröder et al. [95] used a tomographically reconstructed volume to iden-
tify individual particle locations bymeans of a three-dimensional fit of the intensities,
and to track these sub-voxel coordinates (tomographic PTV [74]). However, due to
the appearance of so-called “ghost particles” in the reconstructed volume, a time-
series of images is required to be able to yield accurate tracking results [22]. To
identify corresponding particle images on the other sensor, an approach combin-
ing tomography and triangulation was introduced by Fuchs et al. [24]. Here, the
tomographic reconstruction is used to predict corresponding particle images and to
identify multiple uses of particle images to avoid ghosts. Due to the reliable ghost
elimination, this approach allows for a double-frame processing. Consequently, this
technique can be applied at any flow velocity. A recently introduced approach to
the group of volumetric tracking methods is the so-called “Shake-The-Box” (STB)
algorithm. This time-resolved approach is described in detail in Sect. 9.4.

9.3.1.1 Particle Location Determination

3D-PTV

For the 3D-PTVmethod, at least two views of the measurement volume are required.
To match the corresponding particle images on the different sensors, their sensor
locations need to be determined first. Thus, after the image preprocessing and an
intensity thresholding to detect individual particle images, a Gaussian 2D fit is used
to estimate the sub-pixel particle image location. At small particle per pixel (ppp)
values this might be a straightforward procedure. However, if particle images start
to overlap, the detection of individual particle images is difficult and the uncertainty
of the fit increases [9, 17, 65, 77].
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(a)

(b)

Fig. 9.22 a The spatial particle location x is triangulated from corresponding particle image loca-
tions X1 and X2 from at least two sensors. b The search area for corresponding particle images
lies in the proximity of the epipolar line. It becomes evident that increasing the measurement depth
(dz1 < dz2 ) extends the search area over the sensor such that more ambiguities can arise

In the following, originating from a particle image on one sensor, the epipolar
line on the second sensor is calculated, as illustrated in Fig. 9.22. Possible particle
image matches are situated in the proximity of the epipolar line, while the exten-
sion of the search corridor increases with larger measurement depths (dz1 < dz2 ).
Obviously, multiple matches can appear such that it becomes increasingly difficult
to determine the correct match with increasing particle image density. Unlike the
particle image detection, the unambiguous matching procedure is a much bigger
challenge. Employing more views of the volume improves the matching procedure,
since ambiguities can be resolved to some extent with the additional information.
However, the application of 3D-PTV is limited to ppp values below 0.01 if simple
particle tracking algorithms are applied. At larger particle image densities too many
ambiguities arise, not allowing for a reliable tracking procedure anymore.
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Fig. 9.23 Tomographic 3D-PTV principle: The tomographic reconstruction is used to predict the
sensor locations of corresponding particle images and to detect ambiguities. Case 1 shows a unique
particle image correspondence. In case 2 an ambiguity is shown, where a particle image is associated
with two spatial particle coordinates

Tomographic PTV

Tomographic PTV employs a reconstruction of the measurement volume on a voxel
grid. A detailed description of tomographic reconstruction techniques is given in
Sect. 9.2. The reconstruction is followed by a detection of individual particles in the
volume, using an intensity threshold. For the sub-voxel particle location determina-
tion, a 3D Gaussian fit is employed. Finally, the velocities are estimated from the
3D coordinates. However, it is not possible to distinguish between true particles and
ghost particles based on the intensity or the size of the reconstructed particle [22].
Only the share of ghosts can be reduced by setting a size and intensity threshold,
since ghosts tend to have smaller intensities and sizes. However, at the same time true
particles are erased as well. Thus, a time-series of recordings is required to remove
the ghost particles, as true particles yield longer trajectories than ghost particles.

Tomographic Predictor

The tomographic predictor approach takes up the ideas of 3D-PTVandoptical tomog-
raphy. An initial tomographic reconstruction is used to match particle images on the
different camera sensors. To do so, the reconstructed volumes are binarized, follow-
ing the determination of the spatial particle locations from their center of mass. These
locations are mapped back to the sensor to find the actual particle image contribut-
ing to this reconstructed coordinate. If a particle image is associated with multiple
reconstructed particles, it is rejected entirely and not considered for triangulation
anymore. This principle is illustrated in Fig. 9.23. Thus, the tomographic reconstruc-
tion also serves as a validator to identify non-corresponding sets of particle images.
Triangulating a non-corresponding set of particle images would yield a non existent
particle location.
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To perform the triangulation for the particle location determination, it is necessary
to find uniquelymatching particle images on at least two sensors. If this is the case, the
spatial particle location is determined bymeans of the so-called optimal triangulation
method [34]. Since the tomographic predictor approach has the ability to thoroughly
remove ghost particles, it is suitable for double-frame measurements. However, it
has to be noted that the fraction of correct reconstructions reduces to 75% at large
ppp values, yielding a maximum effective ppp, that is, the actual image information
which can be utilized, of 0.05. Nonetheless, this is a significant increase compared
to the previously described 3D-PTV approach.

9.3.1.2 Velocity Estimation

The tracking procedure is a crucial step of volumetric PTV, since it has to connect
particle tracks from subsequent time steps reliably in order to derive the velocity
information. At high seeding concentrations, where multiple particles lie within a
range that is smaller than the actual displacements, the correct track identification
becomes increasingly challenging [17].

Double-Frame Tracking

Advanced double-frame tracking algorithms analyze the motion of neighboring par-
ticles to determine the particle tracks. The simple nearest-neighbor approach quickly
fails to yield reliable results, especially if the displacements are large.Ohmi et al. [77]
introduced apowerful double-frame tracking algorithm, iteratively updating the prob-
abilities for single displacements by analyzing the motion of the neighbors, defined
by a case sensitive search radius. Even at a ppp value of 0.06 in a planar synthetic
test case [78], this algorithm could identify more than 95% of the tracks correctly. At
the same time the outlier rate was below 2%. In volumes, at a constant ppp, the third
spatial coordinate makes the particle track identification much easier. Other tracking
approaches use an initial cross-correlation to provide a local prediction of the par-
ticle displacements [9, 54]. However, to allow for the efficient processing of large
data sets and to improve the user-friendliness, Fuchs et al. [27] introduced a non-
iterative tracking procedure. To identify themost probable displacement of a particle,
the histogram of all possible displacements lying within the displacement limits of
the 25 closest particles is analyzed. The displacement with the lowest deviation from
the histogram maxima in all spatial directions is determined to be the correct dis-
placement. This approach almost reaches the performance of the algorithm of Ohmi
et al. [77], while only the displacement limits need to be set by the user compared to
ten additional parameters for the latter algorithm.

All these algorithms show that it is possible to apply double-frame tracking even
at high seeding concentrations. However, the correct track identification becomes
more reliable if temporal information is available.
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Fig. 9.24 Second order
velocity estimation. In
particular for curved
trajectories, the accuracy of
the velocity estimation is
increased compared to the
first order estimation

Time-Resolved Tracking

The time-resolved tracking procedure starts with a double-frame initialization step.
Using these initial tracks, the algorithm first projects the found displacement for the
currently known trajectories in space. This procedure limits the search radius for the
particle position in the third frame considerably. Now, possible particle candidates
inside this search radius are evaluated, taking a global limitation for the displacement
into account. For the candidate particles that fall inside the global displacement
limits, the particle with the lowest relative acceleration is selected to be added to
the trajectory. The major advantage of this procedure is that the algorithm inherently
adapts to the flow field as the bounds for the maximal displacement will be altered
locally by a certain amount of allowed acceleration.

After determining the trajectories, the velocity estimation can be based on a second
order polynomial fit if at least four consecutive positions are known, as illustrated
in Fig. 9.24. Taking the integral of the polynomial curve allows for a correction of
the velocity estimate. In addition, the vector position is reallocated to be placed
directly at the polynomial curve instead of in between the two positions as typically
done in two frame representations. This method is especially suited for the correct
estimation of the velocity and vector position in the case of trajectories with strong
curvatures [17].However, if only two or three successive positions are known (i.e. end
of a trajectory or short trajectories), the velocity estimation is based on the classical
first order displacement estimation and second order vector positioning [108]. The
animation of the time resolved volumetric PTVmeasurements in the near wall region
of a turbulent boundary layer is shown in [DC9.3].

9.3.1.3 Working Range of 3D-PTV

Selecting a suitable measurement technique for a specific experimental investiga-
tion is often difficult. If volumetric measurements are required and strong velocity
gradients need to be resolved, PTV methods are an excellent choice.

http://dc.pivbook.org/near_wall_velocity_3D_PTV
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Compared to the other methods, 3D-PTV certainly has the lowest information
density. However, there are certainlymany applicationswhere it is difficult to provide
a high seeding concentration, especially for measurements close to surfaces or in
facilities with large mass flows. In these cases a costly tomographic reconstruction,
like it is necessary for tomographic PTV, or the tomographic predictor approach are
not efficient. Here, 3D-PTV provides accurate measurement results for mean fields
allowing for a comprehensive statistical flow analysis [56].

Depending on the flow velocities and the magnification it might not be feasible
to record a time-series of images. This is due to the limitations in the recording rate
of the cameras and in the repetition rate of the lasers. Then, the tomographic pre-
dictor method can be employed, which is dedicated to double-pulse measurements.
Since this method requires a tomographic reconstruction, it can be combined with a
tomographic PIV analysis as well.

However, if the equipment is available and the flow physics allow for it, a time-
series of recordings helps to increase the seeding concentration and therefore the
information density of the measurement. Tomographic PTV is then feasible, espe-
cially if it is ensured that the particles stay in the measurement volume for many time
steps to distinguish between ghosts and true particles. However, the recently pro-
posed STB has proven to be more efficient in terms of its computational expense and
also the maximum ppp values. Thus, STB can be considered as the replacement of
time-resolved tomographic PTV. The working principle and a performance analysis
of STB are outlined in the following.

9.4 Shake-The-Box Lagrangian Particle Tracking1

3D-PTV (Particle Tracking Velocimetry), as introduced in the early nineties
[60, 62, 70] relies on a triangulation procedure using epipolar lines to deduce the
volumetric particle distribution on each evaluated time-step. As argued in the previ-
ous section, this procedure is well suited only for the processing of images with a
low particle image density.

The Shake-The-Box (STB) method [89, 90] overcomes the limitations in particle
image density for particle position based 3D methods, by heavily incorporating the
temporal domain into the reconstruction process and by applying advanced triangu-
lation algorithms. The main features of the STB framework will be introduced in the
following paragraphs of this chapter and are briefly summarized here.

A first step in attaining higher particle image densities for particle tracking meth-
ods was the introduction of the Iterative Particle Reconstruction (IPR) [112], which
extended theworking range of single time-step particle position reconstruction, com-
pared to standard triangulation (see Sect. 9.4.1). IPR makes heavy use of residual

1The text on Shake-The-Box has been contributed by Daniel Schanz, Matteo Novara and Andreas
Schröder. The Digital Content regarding STB as well as an extended version of this text can be
found at [DC9.4].

http://dc.pivbook.org/STB
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images, created by backprojecting the triangulated particle cloud. In this step, the
use of a calibrated Optical Transfer Function (OTF) [88]—describing the imaging
properties of the particles—is important to avoid artificial residuals (see Sect. 9.4.2).

The Shake-The-Box algorithm (see Sect. 9.4.3) introduces temporal information
into the IPRprocessing of each time-step, either by predicting a particle cloud for each
consecutive time-step (Time-resolvedSTB), or by iteratively coupling the reconstruc-
tion and the tracking (Multi-Pulse STB). Trajectories of tracer particles are identified
at high spatial accuracy due to a nearly complete suppression of ghost particles.

The particle trajectories are still subject to noise. To further suppress this, the paths
are fitted using cubic order B-spline curves (TrackFit, see Sect. 9.4.5). The gained
continuous functions can be derived multiple times, yielding velocity, acceleration
and jolt (motivating the term “Lagrangian Particle Tracking” (LPT)).

After a full processing, the fitted particle tracks can be used freely. The locally
highly accurate flow information canbe used to e.g. generate high-resolution statistics
of mean velocities and Reynolds stresses via ensemble averaging [97]. PDF statistics
of velocity and acceleration or proximity statistics are accessible on a particle level.

Furthermore, the availability of accurate and spatially dense measurements of the
flow (at each particle location) allows for regularized interpolation onto an Eulerian
reference frame, using data assimilation approaches. To this end, three-dimensional
grids of B-splines (FlowFit, see Sect. 9.4.6) [30] or Vortex-in-Cell methods [91] can
be used. Opposed to correlation-basedmethods, the process evades spatial smoothing
and allows for the introduction of regularizations – e.g. the penalization of divergence
– in the resulting vector volume. Such approaches have been shown to be superior to
classical low-pass filtering 3Dcross-correlationmethods [49, 91].Using this scheme,
derived properties – like the velocity gradient tensor or the acceleration field – can
be extracted with high precision, allowing for advanced data evaluation, e.g. the
extraction of pressure fields [39, 104].

9.4.1 Iterative Particle Reconstruction

The performance of particle tracking procedures heavily depends on the way, particle
locations in the world reference system are determined from the projections on the
several cameras.

The method of Iterative Particle Reconstruction (IPR, [112]) overcomes the limi-
tations in particle image density for particle position based reconstruction by apply-
ing an iterative triangulation scheme, combined with an image matching procedure
to correct and filter intermediate results. The flow chart of the method is given in
Fig. 9.25 and will be briefly discussed in the following: The procedure starts by per-
forming a standard triangulation on detected particle peaks on the recorded camera
image. The found 3D positions will contain errors, coming from several sources:
The peak detection typically suffers from an error of approx. 0.1−0.2 pixel, camera
image noise and overlapping particle images will shift the peak positions. Depending
on the particle image density, many true particles will not be found, while a signif-
icant number of ghost particles will be present. The second step of each iteration



9.4 Shake-The-Box for Lagrangian Particle Tracking … 343

Fig. 9.25 Scheme of the IPR procedure [112]

is to correct and filter the particle cloud using image matching schemes. This step
can be performed using different approaches. Wieneke [112] iteratively calculated
the gradient of the local residual of each particle by displacing (“shaking”) the par-
ticle in small steps (typically 0.1 pixel) in the volume, thus capturing the gradient
of the residual and finally moving the particle in the steepest direction. Jahn [40]
successfully used an analytical derivation of the residual cost function to deduce the
direction and the optimal step width. After the particle was moved, a new intensity
is calculated to best fit the residual images. Particles, whose intensity falls below a
specified threshold, are deleted (as the intensity of ghost particles is typically lower
than of real particles).

The resulting particle cloud will show higher accuracy and reduced ghost levels,
compared to the originally triangulated one. From these particles, residual images
are created, which are taken as source images for another iteration of the scheme
(triangulation + image matching).

With each iteration, new particles are found that were previously hidden by over-
lapping particles and ghost particles are removed from the system, as their intensity is
iteratively reduced. Figure9.26 documents the development of the residual image and
the histogram of detected true particles and ghost particles for a synthetic evaluation
at 0.05 particles per pixel (ppp).

First implementations of themethod [112] were able to reconstruct particle clouds
with acceptable ghost levels from synthetic single-time-step images with particle
image densities up to 0.05 ppp. Recently, Jahn [40] demonstrated that the use of ana-
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Fig. 9.26 Residual images and particle intensity distribution during convergence of the IPR algo-
rithm, as implemented in [40]. Particle image density: 0.05 pppwith Gaussian intensity distribution.
The intensity of the true particles increases, low-intensity ghost particles vanish (here shown for
the first four iterations). After 7 iterations the system is fully converged

lytical image matching and advanced triangulation schemes (varying camera order)
can shift this range up to 0.1 ppp.

9.4.2 Calibration of Optical Transfer Function

Reconstruction methods like IPR [112] (see previous chapter) or tomographic recon-
struction using e.g.MARTor SMART (see Sect. 9.2.2) [20] rely on an accurate repro-
jection of either 3D particle positions or non-zero voxels onto the images. An impor-
tant precondition for this step is an accurate calibration of the camera lines-of-sight,
which is ensured by performing a Volume-Self-Calibration [111] (see Sect. 9.2.1.5).
However, not only the precise location of the projection point is important in describ-
ing the back-projected image of a particle, also the shape of the particle image is
relevant. If a circular Gaussian peak shape is assumed, but the real shape is distorted,
due to e.g. astigmatisms, the back-projection cannot fit the recorded particle image
and a residual will remain, even if the particle position is perfect. For particle-based
methods, like IPR, new (false) peaks could be identified on the residual. Tomographic
reconstruction will suffer from deformations in the reconstructed voxel intensities at
the particles location and from energy distributed to the volume, eventually forming
ghost particles. Particle distortions occur inmany volumetric experiments. Due to the
deep volumes that are imaged, depth-of-field cannot be neglected, especially when
illumination is weak and the apertures of the lenses cannot be closed as desired.
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Fig. 9.27 Excerpt of cameras image at f# = 4 for a single lightsheet in the central plane of a
volumetric experiment in water. Sharp imaging in the middle of the plane; the outer regions are
blurred due to depth of field and distorted due to astigmatism

Astigmatic distortions are common when viewing through interfaces with change of
refractive index at non-perpendicular angles. Figure9.27 shows a (rather extreme)
example, taken at a volumetric experiment on a free jet in water [88, 105]. Only a
thin sheet of 1mm thickness in the middle of the investigate volume is illuminated,
the camera is looking at the sheet at an angle of approx. 45◦; the aperture of the
lens was intentionally opened to f# = 4, for the sake of clearer visualization. Strong
out-of-focus blur and astigmatic imaging can be observed. Cameras observing the
sheet at other angles will show different images of the same particles

If the imaging parameters of the particles are known, they can be incorporated
into the reconstruction algorithms, thus compensating for the differences in imaging
of each particle onto the different cameras. A calibration of the average imaging
properties (Optical Transfer Function, OTF) [88] of particles can be performed as an
add-on to the Volume-Self-Calibration (VSC). When performing VSC, the location
of particles within the volume is known, as well as the position of particle images on
each camera. The shape parameters for each particle image are determined (by fitting
parameters of a 2D Gaussian function). Finally, the shape parameters are averaged
for all particles located within a certain sub-volume for each camera individually.
The result is a volumetric representation of the OTF parameters per camera, which
can be directly used by the reconstruction methods. If tomographic reconstruction
is used, the shape needs to be slightly adapted for the fact that here particles are
represented by a cluster of voxels, not by a single point in space. Figure9.28 outlines
and illustrates the scheme.

The interrogation volume is divided into subvolumes (here 2 × 2 × 2). The
following steps are carried out:

1. During the volume self calibration the particles are sorted into different
subvolumes.

2. For all particles the shape parameters of the particle image are determined by a
2D Gaussian peak-fit, independently for every camera.

3. The shape parameters for all particles within a certain subvolume are averaged,
giving the OTF-parameter for a point-reconstruction.

4. (optional for TOMO-PIV) to account for the desired diameter of the recon-
structed particle (2−3 voxel) theOTF-accounted voxel pulse spreading function is
determined.

5. Organizing the found shape parameters according to the subvolume-division
yields spatial maps for the OTF-calibration for every camera.
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Fig. 9.28 Scheme of the OTF-calibration

The result of the OTF calibration on the experimental case shown in Fig. 9.27
is given in Fig. 9.29. 500 images at low particle image density, illuminated at three
planes,were processed by theVSCprocedure and theOTFwas determined alongside.
The interrogation volume was split into 9× 3× 3 subvolumes, shown in Fig. 9.29 as
three OTF-z-planes for the same camera as in Fig. 9.27 (out of three cameras). The
effects of blurring and astigmatism are captured.

The use of a calibrated OTF showed reduced ghost levels and increased position
accuracy for both TOMO-PIV [88], as well as IPR [112]. For particle based methods



9.4 Shake-The-Box for Lagrangian Particle Tracking … 347

Fig. 9.29 Optical Transfer Function for the camera, which recorded Fig. 9.27. Calibrated in three
z-layers of the interrogation volume, magnified by factor 2.0

the gains are more profound. Calibrating a volume-resolved OTF is recommended
when applying IPR or Shake-The-Box (see next section).

9.4.3 Shake-The-Box Algorithm

Shake-The-Box is an evaluation algorithm that performsLagrangian particle tracking
on time-resolved volumetric recordings. The exploitation of the temporal domain is
used to facilitate the IPR processing of each individual time-step, thus allowing
for the processing of images with high particle image density. Depending on the
number of consecutive frames available, different variations of the algorithm can be
applied. For time-resolved sequences of recordings (see Sect. 9.4.3.1), a predictor –
corrector scheme for known tracks is used to largely pre-solve the current time-step.
If only few consecutive images are available the Multi-Pulse STB (see Sect. 9.4.4)
applies an iterative integrated reconstruction and tracking scheme.Recently, amethod
to extract particle matches from double frame recordings (Two-Pulse STB) was
introduced [40], which is beyond the scope of this book.

9.4.3.1 Time-Resolved Shake-The-Box

The basic concept of the STB-method relies on two (reasonable) assumptions: (1)
the inclusion of the temporal domain allows for an effective way to suppress the
occurrence of ghost particles as the latter have a shorter lifetime than actual particles;
(2) the knowledge of a particle trajectory enables a fairly accurate estimation of the
particles 3D position in the next time-step (which can be experimentally ensured
by balancing the sampling rate with the Kolmogorov time scale, or the maximum
expected acceleration values).

Under the assumption that the trajectories of (nearly) all particles within the
system are known for a certain number of time-steps tn , the STB-method scheme for
the single time-step tn+1 is as follows:

1. Perform a Fit to the last k positions of all tracked particles, using a Wiener filter.
2. Predict the position of the particles in tn+1 by evaluating the Wiener filter

coefficients
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3. Shake the particles to their correct 3D positions and intensities using an image
matching scheme, eliminating the error introduced by the prediction

4. Find new particles that are previously untracked on the residual images
5. Shake all particles again to correct for residual errors.
6. Remove particles either if leaving the volume or if intensity falls below a certain

threshold.
7. Iterate steps 4, 5 and 6, if necessary.
8. Add new tracks for all new particles that are identified within four consecutive

time-step

After such a processing of a single time-step the known particle tracks have been
extended to the current time-step and new particle tracks have been added, capturing
particles entering the volume. The entirety of these tracks can now be predicted for
tn+2 and the process starts anew. This way, STB can work its way through an entire
time-series, consisting of possibly thousands of images. The effort needed for every
single time-step is low, as the system is largely pre-solved after the prediction-step
and only minor deviations have to be corrected.

However, as the knowledge of a vast majority of particle tracks is not a given (at
the beginning the method has to start from scratch), the evaluation of a dataset has
to converge to such a stable solution. The progress of the algorithm can be described
in three main phases: Initialization, Convergence and Converged State.

Initialization

A thorough treatment of the first images of a time-series is vital in order to quickly
obtain as many reliable particle tracks as possible, allowing a sufficiently accurate
prediction of the particle position in the next snapshots. Typically, the initialization
is applied to the first four time-steps. Further on, the number of snapshots treated by
the initialization process will be referred to as NI .

The particle position identification is typically carried out using Iterative Particle
Reconstruction. For the initialization time-steps the number of iterations is doubled
with respect to the following ones.

From the reconstructed “particle candidates” (only particles that are incorporated
into a track are regarded as real) of the NI images, particle tracks have to be extracted.
The default approach is to define a search radius (with a size of e.g. the maximum
expected particle displacement) around each reconstructed particle and mark every
particle within the next time-step as a potential match.

After all NI images have been processed, the particles of t1 are examined for
potential matches in t2. These are in turn examined for matches in t3, until tNI is
reached. That way, all potential tracks with the full length of NI are found. In the
following, a second order polynomial is fitted to the NI particle positions of each of
these track candidates and the average deviationΔ f from this fit is determined. Track
candidates above a certain threshold of Δ f are discarded, the remaining ones are
sorted in ascending order of Δ f . Starting from the lowest Δ f , these track candidates
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are copied to the list of approved tracks. In case a particle appears in several track
candidates, only the one showing the lowest Δ f is accepted.

This approach works well for low tomedium particle concentrations, but the num-
ber of false matches rises with particle concentrations. It is therefore recommended
to use a predictor for the search of matching particles. Around such a predictor
a significantly reduced search radius can be applied, limiting the number of false
matches.

An obvious way to gain such a predictor for the first time-steps(s) is to perform a
Tomo-PIV evaluation. In case the flow is at least partly predictable (e.g. a turbulent
boundary layer with a roughly known velocity profile), an averaged result of previous
measurements or even CFD-results can be used to derive predictors for the search of
particle tracks. Also the search radius can be parameterized, using e.g. the rms-values
of velocity and acceleration gained from a previous evaluation.

Convergence Phase

The NT tracks of length NI identified by the initialization are extended to time-step
tNI+1 by applying a Wiener filter [113] for extrapolation, where the filter parameters
have been determined based on an estimation of the signal and noise spectra of
the particle location signals. The found filter coefficients are evaluated at tNI+1 and
the new (temporary) positions of all tracked particles are set to these extrapolated
coordinates.

The predicted particle position will be close to the real one—not more than one
or two pixel off, typically only a fraction of a pixel (depending on the flow, the noise
level and the temporal sampling). A mean to correct this error in particle position is
to use imagematching techniques, which try to (locally) minimize the residual image
IR . The same approaches as used within the IPR (see Sect. 9.4.1) can be applied.

The intensity of the predicted particle is iteratively updated. By omitting the
camera showing the highest (local) intensity for the current particle, the occurrence
of ghost particles can be reduced. In case the intensity falls belowa specified threshold
Tint, it is assumed that the particle was lost and the track ends.

Using the steps described above, the positions of all tracked particles are predicted
and iteratively shifted to their correct position, following the gradient of the residual.
Around ten shake iterations are typically sufficient to correct for the prediction errors.

Following the treatment of tracked particles, new particles can be identified on the
residual images using IPR. During the convergence phase not all particle tracks have
been found yet, therefore the residual images will still show a significant amount
of particle images. However, the perceived particle image density will be lower
compared to the original image, as particles that are already correctly tracked are
removed. A light IPR processing is applied with few triangulation iterations.

After the complete processing of time-step tNI+1, a mixture of particle candidates
and tracked particles is available. Using the particle candidates of time-steps tNI−2 to
tNI+1, additional tracks of length NI are searched, following the scheme described
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Fig. 9.30 Schematic descriptionof theShake-The-Boxprocedure for one time-step in the converged
state by illustrating the effects of the different computation steps on the residual image of one single
camera (out of multiple)

in the previous paragraph on the initialization. A predictor can be constructed from
neighboring tracked particles.

Approved tracks of length NI are spotted and the corresponding particles are
added to the list of tracked and predicted particles. Tracks leaving the measurement
domain are terminated. The algorithm continues with time-step tNI+2, which will
again be easier to reconstruct. This process of finding tracks, which in turn facilitate
the identification of newones,will continue until (nearly) all true particles are tracked.
At this point convergence is reached.

Converged Phase

In this stage, the vast majority of the particles is known and tracked. From here
on, most tracks end only when the corresponding particles leave the measurement
volume and new tracks are found when particles are newly entering the interrogation
volume. The general processing remains the same as in the convergence phase.

Figure9.30 illustrates the main steps of Shake-The-Box for a single time-step in
the converged state and their impact on the residual image of a selected camera.
At the beginning of the processing of this time-step, the residual image matches
the recorded camera image. After predicting the positions of the tracked particles,
residuals reflecting the errors occurring by the prediction are visible. New particles,
entering the measurement domain from the left and the bottom appear unaltered in
the residual images. After performing some iterations of shaking, the residuals of the
tracked particles vanish (nearly) completely – only the new particles remain. These
are then tackled by the IPR process. Due to the low effective seeding density at this
point, only such particles that suffer from overlapping images remain undetected
by the triangulation utilizing all cameras. Most of these situations can be resolved
by successively leaving out single cameras during the triangulation, thus reducing
the effects of particle overlap. The end result is a nearly completely blank residual
image.
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Following the example given in Fig. 9.30 it can be seen how much the prediction
step – thus the inclusion of the temporal information – simplifies the problem of
particle position detection. At the point where the first triangulations are performed,
the perceived seeding density has drastically decreased, enabling a fast and reliable
determination of the previously undetected particles.

Track Validation

Several parameters of the tracked particles are continuously checked in order to
judge if the track is still valid or if the particle has been lost. First, the intensity of
the particle is examined, as indicated above. Second, the track is checked for erratic
behavior by fitting a function (polynomial or B-spline) of first or second order to
the last four positions. In case the average deviation from this fit is larger than a
predefined threshold TΔ f , the track is ended. Third, the surroundings of a particle is
examined for neighboring particles. A basic outlier criterion is applied to decide if
the current particle is not reasonably following the flow. The validation schemes can
be adapted to the properties of the given flow, e.g. after gaining statistics during a
preliminary evaluation.

Tracking Performance

An assessment of the tracking performance using synthetic data is available as
Digital Content [DC9.5], providing updated data from the one given in [90]. It is
shown that synthetic experiments at particle image densities up to 0.2 ppp can be
successfully reconstructed using the STB method. The formation of ghost parti-
cles/tracks is successfully avoided, thus high accuracies are achieved.

Sections18.2 to18.4 demonstrate the application of time-resolved STB on various
experimental data. Further details and examples can be found in [97] and [39].

9.4.4 Shake-The-Box for multi-pulse systems:
3D Lagrangian particle tracking in high speed flows

Due to current hardware limitations in terms of maximum acquisition frequency,
long time-resolved sequences suitable for STB processing can be obtained only
for relatively low flow speeds, typically limited to approximately 40m/s. When
dealingwith larger flowvelocities, typical of industrial and aerodynamic applications,
dual-frame PIV systems are employed, where two-pulses are recorded with a short
time separation of a few microseconds. Multi-pulse acquisition systems obtained
by synchronizing multiple dual-frame systems in a staggered fashion enable the
recording of short time resolved sequences, consisting typically of four recordings
[7, 58, 96].

http://dc.pivbook.org/stb_synthetic_evaluation
http://dx.doi.org/10.1007/978-3-319-68852-7_18
http://dx.doi.org/10.1007/978-3-319-68852-7_18
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Fig. 9.31 Iterative STB processing strategy for multi-pulse sequences; t indicates the time of each
of the four pulses, while orig, proj and res respectively refer to original, back-projected and residual
images. Only particles belonging to four-pulse tracks (complete tracks—black dots) are retained
and considered in the back-projection step; particles belonging to incomplete tracks (gray dots) are
discarded

In order to benefit from the advantages offered by Lagrangian particle tracking
(LPT) at high seeding density (accurate particle position-velocity-acceleration and
highly spatially resolved ensemble statistics—see Sect. 18.5) a novel STB approach
for multi-pulse sequences has been proposed by [75]. To compensate for the lack of
a large number of recordings the method makes use of an iterative strategy where
the sequential application of the Iterative Particle Reconstruction (IPR [112]) and
predictive particle tracking (typically aided by Particle Space Correlation, PSC [76])
is used to progressively reduce the complexity of the object to be reconstructed
(perceived seeding density) and increase the number of successfully retrieved particle
tracks [76], Fig. 9.31.

An assessment of the multi-pulse STB method has been presented by [76]; the
performances in terms of velocity and acceleration dynamic ranges (up to around
200 and 10 respectively, for real imaging conditions) suggest the suitability of multi-
pulse systems in providing access to thematerial acceleration and to the instantaneous
pressure for high-speed flows [104]. Experimental applications can be found in [75]
and [29] and the investigation of a transonic jet at Mach 0.84 is described in this
book in Sect. 18.5.

Details on the iterative STB strategy and on the performance assessment of multi-
pulse STB can be found in the digital content available at [DC9.6].

http://dx.doi.org/10.1007/978-3-319-68852-7_18
http://dx.doi.org/10.1007/978-3-319-68852-7_18
http://dc.pivbook.org/stb_multipulse


9.4 Shake-The-Box for Lagrangian Particle Tracking … 353

9.4.5 Fitting Particle Positions Along the Trajectory2

Aparticle trackingmethod such as the Shake-The-Box [90] that has been described in
Sect. 9.4.3 yields a temporal sequence of estimated locations for each tracked particle.
Since this sequence contains measurement noise a proper noise reduction should be
performed. In addition to that temporal derivatives of the position of particles are of
interest: velocity and acceleration.

The TrackFit method, described in [30], takes such a sequence of positions and
determines a cubic B-spline function for such a particle track accounting for the
measurement noise as well as typical particle behaviour seen in measurements. It
is based on the ideas of Wiener [113] and Kalman [50] for its noise reduction
properties but results in a continuous representation of the particle track using cubic
base splines.

A simple physical model of typical tracer particle motion was derived from spec-
tral analyses of particle location signals of real measurements, see Fig. 9.32. The
measurement signal is a superposition of the real signal and measurement noise.
Under the assumption that the measurement errors of particle positions are not cor-
related between different time steps for a particle this noisewill bewhite and therefore
spectrally flat. The signal as an amplitude spectrum is assumed to have a 1/ f 3 shape
which corresponds to 1/ f 6 for the power spectral density. Noise of this kind can
be thought of as the result of integrating white noise over time three times. In other
words, the third order derivative of the position of a particle with respect to time
(jolt) is assumed to be mostly white noise with a probability density peaking at zero.

The idea of theTrackFitmethod is to determine the parameters for aB-spline curve
using both: the measured positions of a particle as well as the knowledge about the
third order derivative (jolt). The jolt is assumed to fluctuate around zero with a certain
standard deviation and the difference between the real particle track curve and the
measurements is assumed to fluctuate around zerowith a standard deviation due to the
measurement error. Both standard deviations can be estimated based on a spectrum
analysis. The standard deviation for the measurement error σp given in meters can
be extracted from the power spectral density of higher frequencies assuming this
portion of the spectrum is dominated by measurement noise. The standard deviation
of the jolt σ j in m · s−3 of the real particle track function according to the above
simple model can be determined by the frequency fc given in Hertz at which the
assumed spectra of signal and noise cross each other (cross over frequency) and by
σp in the following way

σ j = σp · (2π fc)
3

because first order derivation with respect to seconds corresponds to a filter with a
magnitude response of 1/(2π f ) for every frequency f in Hertz. Determining the
parameters for the B-spline curve is done by solving a weighted linear least squares
problem which weights deviations between B-spline curve and measurement data

2The text on trajectory fitting has been contributed by Sebastian Gesemann.
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Fig. 9.32 Spectral model of signal and noise for measured particle tracks

as well as deviations of the jolt from zero inversely proportional to the respective
standard deviation estimate.

It is interesting to note that the smoothing effect of this fitting method closely
corresponds to the behavior of the optimal Wiener filter for the assumptions about
the signal spectrum and the noise spectrum. But unlike explicit convolution in the
time domain or spectral domain filtering this fitting method deals gracefully with
missing data at the track boundaries and results in a continuously defined curve
which can be sampled and derived at any point in time within the boundaries.

Given the estimates of the measurement noise and the process noise (jolt) it is
also possible to estimate the standard deviation of the absolute errors in position,
velocity and acceleration determined by this method. This can be done with the help
of the pseudoinverse of the matrix of the corresponding linear equation system.

9.4.6 Data Assimilation for Interpolation to Cartesian Mesh3

After particle tracking with a method such as the Shake-The-Box [90] that has been
described in Sect. 9.4.3 and smoothing the particle track with a method such as the
one described in Sect. 9.4.5, velocities and accelerations are only available at the
locations of the particles that are scattered within the measurement volume for a
specific point in time. It is often desirable to perform a spatial interpolation onto a

3The text on Data Assimilation has been contributed by Sebastian Gesemann.
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regular grid in order to identify vortices and visualise flow structures. At the same
time, physically motivated regularizations can be applied to further increase the
spatial resolution. Different base functions, like B-splines (as shown further on) or
Vortex-in-cell methods, like VIC+ by Schneiders et al. [91], can be applied at the
grid nodes.

One such method has been introduced as FlowFit [30] and used in the 4th PIV
Challenge 2014 [49]. The FlowFit method makes use of a system of evenly spaced
3D base splines and represents a velocity field as a superposition of these scaled base
splines (uniform B-spline function) where the scaling factors for all base splines are
computed as the solution of a cost minimization problem. To avoid any unwanted
spatial smoothing the internal B-spline grid can be chosen fine enough. The B-spline
grid resolution is usually chosen to result in 5 to 20 base splines for every tracked
particle. This is a trade-off between the upper bound for the spatial resolution and
computation time.

Of course, with many more degrees of freedom than measurement inputs, the
problem of finding B-spline weights for an interpolating function is generally under-
determined. In order to resolve ambiguities a form of regularization is applied that
favours resulting functions that are more likely to correspond to the actual flow.
One of these regularizations adds the squared Euclidean norm of a spatially high-
pass filtered version of the function to the cost function – penalizing something like
the overall curvature of the function. Such a regularization affects the wavenum-
ber spectrum of the reconstructed velocity field in a way that energy is preferably
distributed towards lower wavenumbers. This regularization is physically motivated
since real velocity fields can be expected to have similar spectral characteristics. For
a one-dimensional example for such a regularized uniform B-spline fit see Fig. 9.33.
Uniform B-spline functions are easily extendable to multiple dimensions via a tensor
product.

Other regularizations are possible and desirable. For velocity fields of incom-
pressible flows the sum of squared divergences over all grid points can be included
as part of the cost function to prefer interpolations that satisfy mass conservation. For
acceleration fields the curl of the field can be added to the cost function to exploit the
fact that the acceleration field is dominated by the pressure gradient. In both cases
this results in a weighted linear least squares problem to determine the weights of
the base splines. The solution can be computed using an iterative algorithm such as
the conjugated gradient method.

Amore sophisticated version of theFlowFit interpolationmethod performs a joint
optimization of aB-spline velocity field (U) and aB-spline pressure field ( p̄) based on
estimated velocities and accelerations (A) of the observed particles while accounting
for mass and momentum conservation, see [30] for more details. Acceleration is
derived from velocity and pressure variables using the momentum equation (9.10)
and the mass conservation is handled by adding weighted squared deviations from
Eqs. (9.11) and (9.12) for all grid points as part of the cost function to penalize the
divergence of the velocity field assuming an incompressible flow of uniform density.
The left hand side of Eq. (9.12) refers to the divergence of the temporal derivative of
the velocity field which also has to be equal to zero. The use of Eq. (9.12) as part of
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Fig. 9.33 Example for a one-dimensional uniform cubic B-spline function determined byminimis-
ing a cost function which includes deviations from the data points as well as the overall curvature

the cost function establishes a strong connection between the velocity field and the
acceleration field in a way that measured accelerations will improve the velocity field
reconstruction and the other way around. Due to the nonlinearity of this equation in
u a different solver such as the Limited-Memory BFGS method [71] has to be used
to deal with the resulting nonlinear least squares problem. It also becomes important
to weight all the different terms in the cost function appropriately. Estimates of
the velocity and acceleration measurement errors are needed for this in order to
approximate a maximum likelihood solution and avoid amplifying measurement
noise.

A = −∇ p̄ + νΔU (9.10)

∇ · U = 0 (9.11)

Δ p̄ + ∇ · [ (U · ∇)U
] = 0 (9.12)

Table9.2 summarises the different FlowFit variants div0, div1, div2, pot that
are available. They differ in their choice of variables to compute, what input data
they make use of and what the cost function accounts for. Here, HF refers to the
penalization of high frequency components, U/A refers to the sum of squared veloc-
ity/acceleration deviations between measurements and B-spline curve, Div1 refers
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Table 9.2 Different reconstruction variants and their properties

Variant Input Variables Cost function

div0 U U HF + U

div1 U U HF + U + Div1

div2 U , A U , p̄ HF + U + A + Div1 +
Div2

pot A p̄ HF + A

Fig. 9.34 Different reconstructions of vorticity based on 3277 simulated particles (black dots)
compared to the ground truth. From top left to bottom left clockwise: div0, div1, div2, ground truth
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to the divergence of the velocity field while Div2 refers to the divergence of the
temporal derivative of the velocity field.

The effect of the different reconstruction variants with their regularizations can
be seen in Fig. 9.34. It shows vorticity isosurfaces of velocity fields computed by
different FlowFit variants based on simulated particles from a small sub-volume
(64 × 64 × 32 DNS nodes) of the Isotropic Turbulence DNS simulation from the
John Hopkins Turbulence Database [55]. The top left velocity field reconstruction
(div0) is a simple B-spline fit that does not account for mass conservation and only
makes use of the estimated velocities of the simulated particles. The top right recon-
struction (div1) extends div0 by including a divergence penalization of the velocity
field. This improves the reconstruction and recovers more of the flow structures. The
bottom right reconstruction (div2) takes into account the estimated accelerations of
the particles as well and jointly reconstructs the velocity field as well as the pressure
field (up to an unknown offset). It is able to recover more of the flow structures and
approximate the ground truth more closely.

Compared to correlation-based methods where approximately five or more parti-
cles within a correlation window are used to determine an average velocity for that
correlation window, the above-mentioned interpolationmethods avoid any unwanted
spatial smoothing by incorporating every particle with its own velocity and position
estimates as part of the cost function. In addition, physically motivated regulariza-
tions help recover smaller scale structures given a finer internal grid. The FlowFit
interpolation methods result in a spatially continuous representation of velocity,
acceleration and pressure. This makes it possible to sample the functions at any
point in space within the reconstruction volume including its exact spatial deriva-
tives which allow the computation of vorticity without numerical differentiation. For
high quality visualisations these functions can be oversampled as well.
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Chapter 10
Micro-PIV

10.1 Introduction

In many areas of science and engineering it is important to determine the flow field
at the micron scale. Industrial applications of microfabricated fluidic devices are
ubiquitous in the aerospace, automotive, computer, process engineering, pharma-
ceutical and biomedical industries. The study of flow in these devices is usually
called microfluidics.

10.1.1 Microfluidics Background

The field of microfluidics can be divided broadly into two classes: continuum and
sub-continuum microfluidics [86]. In continuum microfluidics the device size scale
is large enough that the fluid behaves as a continuum, i.e. by the same rules as flows
at the much larger length scales we encounter in more conventional flows, such
as flows over airfoils, inside pipes, etc. Non-intuitive behaviors requiring special
consideration can still occur in continuum microfluidics because fluid forces scale
differently as a system’s size scale is reduced. For instance, inertia scales with the
third power of length scale whereas shear stress scales as the second power of length
scale. Consequently, many continuum microfluidic systems operate in a viscosity-
dominated regime (low Reynolds number, i.e. Re � 1). Moreover, surface tension
scales with the length scale and hence has a very big influence on microscopic
systems despite having little influence on the larger flows we experience in our daily
lives. The force balance on tracer particles in a continuum microflow is identical
to the force balance in larger systems (see Sect. 2.1.1). One significant difference
between continuummicrofluidics and macroscopic flows is that the effect of random
thermal vibrations in the form of Brownian motion is much more apparent and can

An overview of the Digital Content to this chapter can be found at [DC10.1].
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significantly influence the PIV measurements by increasing the random noise level
(see Sect. 2.1.4).

In sub-continuummicrofluidics, the governing equations forfluidbehavior change.
The appropriate governing equations for sub-continuum flows are not the Navier-
Stokes equations but rather one of several governing equations depending on the
nature of the flow. Examples of sub-continuum microfluidics include water flow-
ing through single-wall carbon nanotubes where preferred water molecule orien-
tations are observed, resulting in radical fluctuations of density and viscosity over
length scales of nanometers. In such cases it may be necessary to use the Boltzmann
equation or molecular dynamics to predict how the water molecules interact with
the carbon molecules comprising the carbon nanotube. Another example of sub-
continuummicrofluidics is the rarefied gas flow around a hard drive read/write head.
For small Knudsen numbers (Kn < 0.1) the Navier-Stokes equations can be used
while for larger Knudsen numbers lattice Boltzmann or Direct Simulation Monte
Carlo (DSMC) methods must be used to describe the flow through a system. The
dynamics of particles interacting with the fluids transporting them in sub-continuum
microfluidic systems are similarly much more complicated than macroscopic parti-
cles (see Sect. 2.1.4). Fortunately, because sub-continuum microfluidic systems are
generally very small, they are often too small to be imaged using the visible wave-
lengths of light that are typically used in PIV. The issue of whether the particles track
the flow is no longer important when the particles cannot be seen. Consequently, this
chapter will concentrate on continuum microfluidics.

In the continuum microfluidics domain, the aerospace industry is designing and
using micron-scale supersonic nozzles to be used as microthrusters on micro- and
nano-satellites and for flow control devices for palm-size micro-air vehicles. In the
computer industry, inkjet printers, which consist of an array of nozzles with exit
orifices on the order of tens of microns in diameter, account for the majority of the
computer printer market [86]. In the automotive domain tiny nozzles are needed for
the spray generation in engines and in the process engineering and pharmaceutical
industries the homogenization of media using membranes or tiny orifices is com-
mon practice [28, 50]. The biomedical industry is currently developing and using
microfabricated lab-on-chip (LoC) devices for patient diagnosis, patient monitoring,
and drug delivery, but also for the trapping, separation and sorting of cells [12, 60,
83]. Examples of microfluidic devices for biomedical research include microscale
flow cytometers for cancer cell detection, micromachined electrophoretic channels
for DNA fractionation, and polymerase chain reaction (PCR) chambers for DNA
amplification [64]. The details of the fluid motion through these small channels,
coupled with nonlinear interactions between macromolecules, cells, and the surface-
dominated physics of the channels create very complicated phenomena, which can
be difficult to simulate numerically. In these cases an experimental approach using
PIV is an ideal solution.
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10.1.2 Microfluidic Diagnostics

A wide range of diagnostic techniques have been developed for experimental con-
tinuum microfluidic research. Experimenters have been particularly interested in
non-contact, optical flow measurement diagnostics because they minimally disturb
the flow. Some of these techniques have been designed to obtain the highest spa-
tial resolution and velocity resolution possible, while other techniques have been
designed for application in non-ideal situations where optical access is limited [59,
63], or in the presence of highly scatteringmedia [14]. Several of the commonmacro-
scopic full-field measurement techniques have been extended to microscopic length
scales. Examples of these are Scalar Image Velocimetry [23], Molecular Tagging
Velocimetry [56], as well as PIV, which at small length scales has become known
as micro-PIV or μPIV. Table10.1 lists several foundational papers in the area of
non-contact, optical microflow diagnostics. This table is not meant to be complete
or exhaustive but rather to give the reader a starting point for finding alternatives if
μPIV is not applicable.

Table 10.1 Non-contact High-Resolution Optical Velocimetry Techniques (after [76])

Technique Author Flow Tracer Spatial
Resolution (µm3)

Observation

LDA Tieu et al. (1995) — 5 × 5 × 10 4–8 fringes limits
velocity
resolution

Optical Doppler
tomography

Chen et al. (1997) 1.7µm
polystyrene beads

5 × 15 Can image
through highly
scattering media

Optical flow
using video
microscopy

Hitt et al. (1996) 5µm blood cells 20 × 20 × 20 In vivo study of
blood flow

Optical flow
using X-ray
imaging

Lanzillotto
et al. (1996)

1–20µm
emulsion droplets

∼20 – 40 Can image
without optical
access

Uncaged
fluorescent dyes

Paul et al. (1997) Molecular dye 100 × 20 × 20 Resolution
limited by
molecular
diffusion

Micro molecular
tagging

Mohand
et al. (2017)

Acetone vapor 30 × 30 × 30 Advection of gas
phase
phosphorescent
vapor

Particle streak
velocimetry

Brody
et al. (1996)

0.9µm
polystyrene beads

∼10 Particle streak
velocimetry
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10.2 Typical Implementation of 2D Planar µPIV

Micro-PIV is a variant of PIV. In common with PIV, μPIV uses an imaging system to
take images of a particle population at a minimum of two time instants. The images
of the particle population are devided into interrogation windows and evaluated
with statistical methods to extract the mean particle image displacement within each
interrogation window. Nearly all of the advanced algorithms discussed earlier in this
book are applicable to μPIV as well. In order to discuss the important differences
between the PIV and μPIV, the most common hardware implementation of μPIV
will be presented.

In μPIV high spatial resolution is obtained by using flow-tracing particles
with very small diameters (dp about 1µm or smaller) so that they faithfully fol-
low the flow and flow gradients in microfluidic devices [119], but also to ensure
that they do not change a single phase flow into a flow showing multiphase effects.
Furthermore, these small particles must be used in order to prevent particle-particle
interactions as well as clocking events in tiny geometries. In order to image such
small particles microscopes with high numerical aperture, diffraction-limited optics
and high enoughmagnification are needed.Microscope objective lenses that are used
commonly in μPIV range from oil-immersion lenses (M = 100, NA = 1.4) to air-
immersion lenses (M = 10, NA = 0.1). The light sources frequently used in μPIV
range from standard microscope light sources like Hg-arc lamps and LEDs to pulsed
lasers like the Nd:YAG lasers commonly used in PIV. The same cameras commonly
used in PIV are also used in μPIV. One commonality among most μPIV flow mea-
surements is that optical access to the flow is typically very limited. Unlike PIVwhere
one may have a wind tunnel with an open test section or a closed facility with suff-
icent glass windows and excellent optical access, optical access in the microscopic
world is often limited to a single glass window through which both the illumination
must be introduced and the scattered light has to be observed. In the microfluidic
world, flows can be driven by pressure or gravity as in the macro world, but can also
be driven by a myriad of other forces and devices not typically observed in the macro
world, such as electrokinetics, surface tension, and thermal gradients. The typical
arrangement and integration of these elements is shown in Fig. 10.1.

The microscopic world presents a unique set of technical challenges that must be
overcome in order to perform μPIV. These are:

• The limited optical access means that most implementations of μPIV are volume-
illuminated, even those that are 2D planar in nature (Sect. 2.4.3). Illumination is
typically introduced to the flow through a planar transparent window. The light
scattered or emitted by the tracer particles is collected through this same window
in what is commonly called a back-scatter configuration (see e.g. Fig. 10.1). Light
scattered from the window interfaces as well as fromwhatever boundary is confin-
ing the flow can easily overwhelm the minute scattering from the tracer particles.
Consequently, fluorescent particles are typically used as flow tracers and a com-
mon microscope element called an epi-fluorescent prism cube is used to eliminate
the excitation light from the scattered light (Sect. 2.2.1). Such fluorescent particles
are also used inmacroscopic PIV experiments performed in liquids but often prove

http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Fig. 10.1 Schematic of a common 2D, planar μPIV system. A pulsed Nd:YAG laser is used to
illuminate fluorescent flow-tracing particles and a CCD camera is used to record the particle images
(after Chuang [17])

prohibitively expensive in macroscopic applications (at least in case of particles
with a narrow band size distribution) whereas in microscopic flows the quantity
of particles used is minuscule.

• Evenwhen using fluorescence, imaging particles in a volume-illuminated environ-
ment presents challenges – and opportunities. In 2D planar μPIV, the challenge
arising from the volume illumination is that all the particles along the optical axis
are illuminated and they all scatter or fluoresce light back toward the objective.
Since the depth of the flow is typically greater than the depth of field of the objec-
tive lens, depending on how far each particle is from the focal plane of the objective
lens, it will contribute differently to the correlation function. Particles closer to
the focal plane will be imaged brighter with a smaller diameter whereas particles
farther from the focal plane will be dimmer and broader. The depth over which par-
ticle images contribute significantly to the correlation function has been a topic of
considerable research and is called the depth of correlation (DOC) (Sect. 10.4.3).
Another important challenge caused by the fact that the objective lens usually has a
smaller depth of correlation than the flow depth is particle visibility (Sect. 10.4.4).
The light scattered or fluoresced by out-of-focus particles may be much brighter
than the light scattered or fluoresced by the in-focus particles if, for example, the
depth of correlation is 2µm and the depth of the microchannel is 200µm.

• The typically smaller tracer particles and slower flow velocities in microfluidic
applications mean that Brownian motion is a phenomenon that cannot be ignored.
In the best case it remains an unbiased source of experimental uncertainty. In
certain cases, such as those with thermal gradients, it can cause particle migration
independent of the flow velocity (Sect. 2.1.4).

The study of these three main differences between PIV and μPIV is the subject of
the next few sections of this chapter.

http://dx.doi.org/10.1007/978-3-319-68852-7_2
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10.3 2D Planar Micro-PIV Development

Micro-PIVwas a natural extension of the trend in PIV towards high spatial resolution.
This progression towards ever increasing spatial resolution is illustrated inTable10.2.
Micro-PIV was born in 1998 when Santiago et al. [105] demonstrated the first
μPIV system – a PIV system with a spatial resolution sufficiently large to be able
to make measurements in microfluidic systems. Since then the use of the technique
has grown at a tremendous rate. Santiago’s μPIV system was demonstrated on a
contrived problem, the Stokes flow around the surface irregularities on a piece of
frosted glass. The flow velocity was slow, on the order of hundreds of microns per
second – and a spatial resolution of 6.9×6.9×1.5µm3 was reached [105]. The flow
was driven by surface tension. The system used an epi-fluorescent microscope and
an intensified CCD camera to record the 300 nm-diameter polystyrene flow-tracing
particles carried by the water flow. The particles were illuminated using a standard
microscope continuous Hg-arc lamp. The continuous Hg-arc lamp is a good choice
for flows that can be damaged by high intensity illumination (e.g., flows containing
living biological specimens) and where the velocity is sufficiently small that the
particle motion can be effectively frozen by the CCD camera’s electronic shutter.
One of the key features of an epi-fluorescent microscope is that the particles can be
illuminated with short wavelength light (469 nm in this case) which they absorb and

Table 10.2 Historical Progression of 2D Planar μPIV Techniques Toward Higher Spatial Resolu-
tion (after [76])

Technique Author Flow Tracer Spatial
Resolution (µm3)

Observation

PIV Urushihara
et al. (1993)

1µm oil droplets 280 × 280 × 200 Turbulent flows

Super-resolution
PIV

Keane
et al. (1995)

1µm oil droplets 50 × 50 × 200 Particle tracking
velocimetry

μPIV Santiago
et al. (1998)

300 nm
polystyrene
particles

6.9 × 6.9 × 1.5 Hele-Shaw Flow

μPIV Meinhart
et al. (1999)

200 nm
polystyrene
particles

5.0 × 1.3 × 2.8 Microchannel
flow

μPIV Westerweel
et al. (2004)

500 nm
polystyrene
particles

0.5 × 0.5 × 2.0 Silicon
microchannel
flow

Evanescent Wave
PIV

Sadr et al. (2012) 50 nm
polystyrene
particles

78 × 28 × 0.3 Fused silica
microchannel
flow

μPIV (SPE) Chuang
et al. (2012)

100 nm
polystyrene
particles

0.13× 0.13× 1.2 PDMS
microchannel
flow
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fluoresce at a longer wavelength (509 nm in this case). With a suitable filter in front
of the camera none of the original illumination reaches the camera, only the light
fluoresced from the particles. Fluorescent particles are used in many μPIV systems
because of their effectiveness in getting rid of light scattered from the background.
The μPIV system looks very similar to that shown in Fig. 10.1 – if the pulsed laser
is replaced with a continuous Hg-arc lamp and the syringe pump is removed.

Koutsiaris et al. [57] demonstrated a μPIV system suitable for slow flows that
used 10µm glass spheres as tracer particles and a low spatial resolution high-speed
video system to record the particle images yielding a spatial resolution of 26.2µm.

They measured the flow of water inside 236µm round glass capillaries and found
agreement between the measurements and the analytical solution within the mea-
surement uncertainty.

Subsequent applications of theμPIV techniquemoved steadily toward faster flows
and higher spatial resolution. In many implementations the continuous Hg-arc lamp
was replaced with a pulsed laser such as the two-headed Nd:YAG lasers commonly
used in macroscopic PIV (see Sect. 2.3.1). Delivering all the illuminating light in a
few nanoseconds can create frozen (i.e. non-streaked) images of all but the fastest
microflows (>tens of meters per second).With pulsed lasers cross-correlation analy-
sis of singly-exposed image pairs acquired with sub-microsecond time steps between
images can be performed. At macroscopic length scales this short time step would
allow analysis of supersonic flows. However, because of the high magnification, the
maximum velocity measurable with this time between images in the microfluidics
world is reduced. Meinhart et al. [75] applied μPIV to measure the flow field in a
30µm × 300µm (height×width) rectangular channel, with a flow rate of 50μl/h,

equivalent to a centerline velocity of 10mm/s. The experimental apparatus, shown in
Fig. 10.1, images the flow with a 60×, NA = 1.4, oil-immersion lens. The 200 nm-
diameter polystyrene flow-tracing particles were chosen small enough so that they
faithfully followed the flow and were 150 times smaller than the smallest channel
dimension. A subsequent investigation by Meinhart & Zhang [77] of the flow
inside a microfabricated inkjet printer head yielded very high speed liquid microflu-
idics measurements made with μPIV. Using a slightly lower magnification (40×)
and consequently lower spatial resolution, measurements of velocities as high as
8m/s were made.

Zettner & Yoda [127] were the first to report the use of an evanescent field to
illuminate flow tracing particles in a microchannel near the wall. An evanescent field
is the light that leaks through an interface when a light source propagating through a
high-refractive-index material is totally internally reflected by a low-refractive-index
medium. The evanescent field decays exponentially with distance from the interface
and is typically on the order of hundreds of nanometers thick. The evanescent wave
will illuminate only those particles within it, hence very near the wall. The depth of
correlation issue is radically transformed because the objective lens will typically
have a depth of field much greater than the evanescent wave thickness. However, the
depth of correlation problem is not eliminated because the varying intensity of the
evanescentwave causes particles at different distances fromboundary to contribute to
the correlation differently. Typical implementations of evanescent wave illumination

http://dx.doi.org/10.1007/978-3-319-68852-7_2
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have required relatively large in-plane interrogation regions because of the relatively
small number of particles in the immediate vicinity of the wall and the high fraction
of unpaired particle images. Zettner & Yoda [127] reported spatial resolution
of 40 × 40 × 0.38µm. Later Sadr et al. [104] reported a spatial resolution of
154 × 24 × 0.2µm. One of the key virtues of evanescent wave PIV is minimizing
the out of plane spatial resolution. Evanescent wave PIV is discussed in much more
detail in Sect. 16.5.

Chuang et al. [16] used for the evaluation single pixel ensemble correlation
methods to increase the in-plane spatial resolution [44, 45]. This algorithm reorga-
nizes how the spatial cross-correlation is calculated [15, 46, 120] and is discussed in
Sect. 5.3.2.5. The out-of-plane spatial resolution is governed by the depth of corre-
lation (Sect. 10.4.3), as it is with other volume-illuminated μPIV implementations.
They used theory and Monte Carlo simulations to show that the ultimate in-plane
spatial resolution of a particle-based pixelated camera with pixel sizes around 6µm
is approximately 65 nm and can be attained with particles 60 nm or smaller. They
further conducted experiments in a PDMS channel using a 100×, NA = 1.4 objec-
tive. The 60 nm particles were not visible in against the background noise so the
experiments were conducted using 100 nm particles. The best possible in-plane spa-
tial resolution with these experimental parameters was approximately 130 nm. With
a more sensitive camera or one with smaller pixel (such as a CMOS camera), this
in-plane spatial resolution might even be reduced further. However, it must be stated
that these values do not take the lowering of the resolution due to the particle image
displacement into account. For more details see Chap.6.

10.4 Imaging of Volume-Illuminated Small Particles
in µPIV

Three fundamental problems differentiate the imaging configuration in μPIV from
conventional macroscopic PIV: The particles are not considerably larger than the
wavelength of the illuminating light; the illumination source is typically not a light
sheet but rather an illuminated volume of the flow; and the particles are typically
imaged against a background of similar particles that are out-of-focus. Addressing
these three issues requires in-depth study of how the particles are imaged.

10.4.1 Three-Dimensional Diffraction Pattern

Following Born & Wolf [7], the intensity distribution of the three-dimensional
diffraction pattern of a point source imaged through a circular aperture of radius a
can be written in terms of the dimensionless diffraction variables (u, v):

http://dx.doi.org/10.1007/978-3-319-68852-7_16
http://dx.doi.org/10.1007/978-3-319-68852-7_5
http://dx.doi.org/10.1007/978-3-319-68852-7_6
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Fig. 10.2 Geometry of a
particle with a diameter dp,
being imaged through a
circular aperture of radius a,
by a lens of focal length f
(after [74])
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where Un(u, v) and Vn(u, v) are called Lommel functions, which may be expressed
as an infinite series of Bessel functions of the first kind:

Un(u, v) = ∑∞
s=0(−1)s

(
u
v

)n+2s
Jn+2s(v)

Vn(u, v) = ∑∞
s=0(−1)s

(
v
u

)n+2s
Jn+2s(v).

(10.3)

The dimensionless diffraction variables are defined as:

u = 2π z
λ

(
a
f

)2

v = 2π r
λ

(
a
f

) (10.4)

where f is the radius of the spherical wave as it approaches the aperture (which can
be approximated as the focal length of the lens), λ is the wavelength of light, and
r and Z are the in-plane radius and the out-of-plane coordinate, respectively, with
the origin located at the point source (Fig. 10.2).

Although both, Eqs. (10.1) and (10.2) are valid in the region near the point of focus,
it is computationally convenient to use Eq. (10.1) outside the geometric shadow,
where |u/v| < 1, and to use Eq. (10.2) inside the geometric shadow, where |u/v| > 1
[7].

Within the focal plane, the intensity distribution reduces to the expected result

I (0, v) =
[
2J1(v)

v

]2

I0 (10.5)
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Fig. 10.3 Three-
dimensional intensity
distribution pattern
expressed in diffraction units
(u, v), following Born &

Wolf [7]. The focal point is
located at the origin, the
optical axis is located along
v = 0, and the focal plane is
located along u = 0 (after
[7])

which is the Airy function for Fraunhofer diffraction through a circular aperture.
Along the optical axis, the intensity distribution reduces to

I (u, 0) =
[
sin u/4

u/4

]2

I0. (10.6)

The three-dimensional intensity distribution calculated from Eqs. (10.1) and (10.2) is
shown in Fig. 10.3. The focal point is located at the origin, the optical axis is located
at v = 0, and the focal plane is located at u = 0. The maximum intensity, I0, occurs
at the focal point. Along the optical axis, the intensity distribution reduces to zero at
u = ±4π, ±8π, while a local maximum occurs at u = ±6π.

10.4.2 Depth of Field

The depth of field of a standard microscope objective lens is given by Inoué &

Spring [41] as:

δz = nλ0

NA2 + ne

NA · M (10.7)

where n is the refractive index of the fluid between the microfluidic device and
the objective lens, λ0 is the wavelength of light in vacuum being imaged by the
optical system, NA is the numerical aperture of the objective lens, M is the total
magnification of the system, and e is the smallest distance that can be resolved by a
detector located in the image plane of themicroscope (for the case of a CCD sensor, e
is the spacing between pixel). Equation (10.7) is the summation of the depths of field
resulting from diffraction (first term on the right-hand side) and geometric effects
(second term on the right-hand side).
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The cutoff for the depth of field due to diffraction (first term on the right-hand side
of Eq. (10.7) is chosen by convention to be one-quarter of the out-of-plane distance
between the first two minima in the three-dimensional point spread function, that
is, u = ±π in Fig. 10.3 and Eq. (10.1). Substituting NA = n sin θ = n · a/ f, and
λ0 = nλ yields the first term on the right-hand side of Eq. (10.7).

If a CCD sensor is used to record particle images, the geometric term in Eq. (10.7)
can be derived by projecting the CCD array into the flow field, and then, considering
the out-of-plane distance, theCCD sensor can bemoved before the geometric shadow
of the point source occupiesmore than a single pixel. This derivation is valid for small
light collection angles, where tan θ ∼ sin θ = NA/n.

10.4.3 Depth of Correlation

The depth of correlation is defined as twice the distance that a particle can be posi-
tioned from the object plane so that the intensity along the optical axis is an arbitrarily
specified fraction of its focused intensity, denoted by ε. Beyond this distance, the
particle’s intensity is sufficiently low that it will not influence the velocity measure-
ment.

While the depth of correlation is related to the depth of field of the optical system,
it is important to distinguish between them. The depth of field is defined as twice the
distance from the object plane in which the object is considered unfocused in terms
of image quality. In the case of volume-illuminated μPIV, the depth of field does not
define precisely the thickness of the measurement plane. The theoretical contribution
of an unfocused particle to the correlation function is estimated by considering (1) the
effect due to diffraction, (2) the effect due to geometric optics, and (3) the finite size
of the particle. For the current discussion, the cutoff for the on-axis image intensity,
ε, is assumed to be arbitrarily one-tenth of the in-focus intensity. The reason for this
choice is that the correlation function varies like the intensity squared so a particle
image with one-tenth the intensity of a focused image can be expected to contribute
less than 1% to the correlation function.

The effect of diffraction can be evaluated by considering the intensity of the point
spread function along the optical axis in Eq. (10.6). If ε = 0.1, then the intensity
cutoff will occur at u ≈ ±3π. Using Eq. (10.4), substituting δZ = 2Z , and using the
definition of numerical aperture, NA ≡ n sin θ = n ·a/ f, one can estimate the depth
of correlation due to diffraction as:

δZdiff = 3nλ0

NA2 . (10.8)

The effect of geometric optics upon the depth of correlation can be estimated
by considering the distance from the object plane in which the intensity along the
optical axis of a particle with a diameter, dp, decreases an amount, ε = 0.1, due
to the spread in the geometric shadow, that is, the lens’ collection cone. If the light
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flux within the geometric shadow remains constant, the intensity along the optical
axis will vary as ∼z−2. From Fig. 10.3, if the geometric particle image is sufficiently
resolved by the CCD array, the depth of correlation due to geometric optics can be
written for an arbitrary value of ε as:

δZgeo = (1 − √
ε)dp√

ε tan θ
for dp >

e

M
(10.9)

Following the analysis of Olsen & Adrian [87, 88] and using Eq. (2.28), the
effective image diameter of a particle displaced a distance Z from the objective plane
can be approximated by combining the effective image diameter dτ with a geometric
approximation to account for the particle image spreading due to displacement from
the focal plane to yield

dτ =
{
M2d2

p + 1.49 (M + 1)2 λ2

[( n

NA

)2 − 1

]
+

[
MDaZ

Z0 + Z

]2
} 1

2

(10.10)

where Z0 is the object distance and Da is the diameter of the recording lens aperture.
The relative contribution ε of a particle displaced a distance Z from the focal

plane, compared to a similar particle located at the focal plane can be expressed in
terms of the ratio of the effective particle image diameters raised to the fourth power

ε =
[

dτ (0)

dτ (Zcorr)

]4

. (10.11)

Approximating D2
a/(Z0+Z)2 ≈ D2

a/Z
2
0 = 4[(n/NA)2−1]−1, combiningEquations

(10.10) and (10.11), and solving for Zcorr yields an expression for the depth of
correlation (DOC)

δZcorr = 2Zcorr = 2
{(

1−√
ε√

ε

) [
d2
p [(n/NA)2−1]

4

+ 1.49(M+1)2λ2[(n/NA)2−1]2
4M2

]} 1
2

.
(10.12)

From Eq. (10.12) it is evident that the depth of correlation Zcorr is strongly depen-
dent on numerical aperture NA and particle size dp and is weakly dependent upon
magnification M. Table10.3 gives the thickness of the measurement plane, 2Zcorr,

for various microscope objective lenses and particle sizes. The highest out of plane
resolution for these parameters is 2Zcorr = 0.36µm for a NA = 1.4, M = 60
oil-immersion lens and particle sizes dp < 0.1 µm. For these calculations, it is
important to note that the effective numerical aperture of an oil-immersion lens is
reduced according to Eq. (2.31) when imaging particles suspended in fluids such as
water, where the refractive index is less than that of the immersion oil.

http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Table 10.3 Thickness of the measurement plane for typical experimental parameters, 2Zcorr[µm]
[118]

M 60 40 40 20 10

NA 1.40 0.75 0.60 0.50 0.25

n 1.515 1.00 1.00 1.00 1.00

dp [µm] Meas. plane thickness 2Zcorr [µm]

0.01 0.36 1.6 3.7 6.5 34

0.10 0.38 1.6 3.8 6.5 34

0.20 0.43 1.7 3.8 6.5 34

0.30 0.52 1.8 3.9 6.6 34

0.50 0.72 2.1 4.2 7.0 34

0.70 0.94 2.5 4.7 7.4 35

1.00 1.3 3.1 5.5 8.3 36

3.00 3.7 8.1 13 17 49

Olsen & Adrian [88] used a small angle approximation to derive the depth of
correlation δZcorr as

δZcorr = 2 Zcorr = 2

{(
1 − √

ε√
ε

) [
f #2d2

p + 5.95 (M + 1)2 λ2 f #4

M2

]} 1
2

, (10.13)

where all the variables are as given above. Because it is given in terms of f # instead
of NA, it is only applicable for air-immersion lenses and not oil- or water-immersion
lenses. This model for the depth of correlation has been indirectly experimentally
confirmed for lowmagnification (M ≤ 20×) and lownumerical aperture (NA ≤ 0.4)
air-immersion lenses. Particle images obtained from observing a 2µm particle with
M = 20× and M = 63× lenses, at different distances from the focal plane, are
shown in Fig. 10.4. The corresponding theoretical diameters represented by a white
circle, are superimposed on each image. From a qualitative observation of the images,
the theoretical diameters match the border of the particle images at M = 20× but
fail for images at M = 63×. It can be observed in Fig. 10.5 that for M = 20×
the measured diameters follow the theoretical prediction nicely for all out-of-plane
positions measured, while in the case of M = 63× the diameters grow much more
slowly than expected. For a detailed discussion see [103]. It is evident from the
results in Figs. 10.4 and 10.5 that at large magnification the measurement resolution
in depth direction is lower than predicted by Eq. (10.13) because the intensity drop
of the particle image with Z is weaker. To enhance the spatial resolution in depth
direction image preprocessing can be applied as outlined in [103].
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Fig. 10.4 Particle images obtained observing a 2µmparticle withM = 20× andM = 63× lenses,
at different distances from the focal plane. The corresponding theoretical diameters for each image
are represented with a superimposed white circle (from [103])

Fig. 10.5 Particle image diameters (left y-axis) and maximum particle image intensity (right
y-axis) as a function of the distance Z from the focal plane (Z = 0), for a 2µm particle observed
with M = 20× and M = 63× lenses (from [103])
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10.4.4 Particle Visibility

One important implication of volume illumination that affects both large and small
depth of focus imaging systems is that all particles in the illuminated volume will
contribute to the recorded image. This implies that the particle concentrations will
have to be optimized for deep flows such that the particle concentration is low enough
so that the in-focus particles can be imaged against the background of out-of-focus
particles yet high enough that in-plane spatial resolution is not sacrificed more than
necessary.

The quality of μPIV velocity measurements strongly depends upon the quality of
the recorded particle images fromwhich those data are calculated. Experiments using
μPIV must be designed so that focused particle images can be observed even in the
presence of background light from unfocused particles and test section surfaces. The
background light scattered from test section surfaces can be removed by using fluo-
rescence techniques to filter out elastically scattered light (at the same wavelength as
the illumination) while leaving the fluoresced light (at a longer wavelength) virtually
unattenuated [105].

Background light fluoresced from unfocused tracer particles is not so easily
removed because it occurs at the same wavelength as the signal, i.e. the focused
particle images, but it can be lowered to acceptable levels by choosing proper exper-
imental parameters. Olsen & Adrian [88] present a theory to estimate particle
visibility, defined as the ratio of the intensity of a focused particle image to the
average intensity of the background light produced by the unfocused particles. The
analysis in this section refers to the dimensions labeled on Figs. 2.51 and 2.62.

Assuming light is emitted uniformly from the particle, the light from a single
particle reaching the image plane can be written as

J (Z) = JPD2
a

16 (Z0 + Z)2
(10.14)

where JP is total light flux emitted by a single particle. We approximate the intensity
of a focused particle image as Gaussian,

I (r) = I0 exp

(−4β2r2

d2
τ

)
(10.15)

where the unspecified parameter β is chosen to determine the cutoff level that defines
the edge of the particle image. Approximating the Airy distribution by a Gaussian
distribution, with the area of the two axisymmetric functions being equal, the first
zero in the Airy distribution corresponds to [2]

I

I0
= exp

(−β2
) ≈ exp(−3.67). (10.16)

http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Integrating Eq. (10.15) over an entire particle image and equating that result to
Eq. (10.14) allows I0 to be evaluated and Eq. (10.15) to be written as

I (r, Z) = JpD2
aβ

2

4πd2
τ (Z0 + Z)2

exp
−4β2r2

d2
τ

. (10.17)

Making the simplifying assumption that particles located outside a distance |Z | >

δ/2 from the object plane as being completely unfocused and contributing uniformly
to background intensity, while particles located within a distance |Z | < δ/2 as being
completely focused, the total flux of background light JB can be approximated by

JB = AvC

{∫ − δ
2

−a
J (z)dz +

∫ L−a

δ
2

J (z)dz

}
, (10.18)

where C is the number of particles per unit volume of fluid, L is the depth of the
device, and Av is the average cross sectional area contained within the field of view.
Combining Eqs. (10.14) and (10.18), correcting for the effect of magnification, and
assuming Z0 	 δ/2, the intensity of the background glow can be expressed as [88]

IB = C JpLD2
a

16M2 (Z0 − a) (Z0 − a + L)
. (10.19)

Following Olsen & Adrian [88], the visibility V of a focused particle can be
obtained by combining Eqs. (10.10) and (10.17), dividing by Eq. (10.19), and setting
r = 0 and Z = 0,

V = I (0, 0)

IB
= 4M2β2 (Z0 − a) (Z0 − a + L)

πCLZ2
0

{
M2d2

p + 1.49 (M + 1)2 λ2
[(

n
NA

)2 − 1
]} . (10.20)

From this expression it is clear that for a given recording optics configuration, par-
ticle visibility V can be increased by decreasing the particle concentration C or
by decreasing the test section thickness L . For a fixed particle concentration, the
visibility can be increased by decreasing the particle diameter dp or by increasing
the numerical aperture NA of the recording lens. Visibility depends only weakly on
magnification and object distance Z0.

An expression for the volume fraction Vfr of particles in solution that produce a
specific particle visibility can be obtained by rearranging Eq. (10.20) andmultiplying
by the volume occupied by a spherical particle to get

Vfr = 2d3
pM

2β2 (Z0 − a) (Z0 − a + L)

3V LZ2
0

{
M2d2

p + 1.49 (M + 1)2 λ2
[(

n
NA

)2 − 1
]} . (10.21)
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Table 10.4 Maximum volume fraction of particles Vfr, expressed in percent, necessary to maintain
a visibility V greater than 1.5 when imaging the center of an L = 100µm deep device [119]

M 60 40 40 20 10

NA 1.40 0.75 0.60 0.50 0.25

n 1.515 1.00 1.00 1.00 1.00

Z0 [mm] 0.38 0.89 3 7 10.5

dp [µm] Volume Fraction (%)

0.01 2.0E-5 4.3E-6 1.9E-6 1.1E-6 1.9E-7

0.10 1.7E-2 4.2E-3 1.9E-3 1.1E-3 1.9E-4

0.20 1.1E-1 3.1E-2 1.4E-2 8.2E-3 1.5E-3

0.30 2.5E-1 9.3E-2 4.6E-2 2.7E-2 5.1E-3

0.50 6.0E-1 3.2E-1 1.8E-1 1.1E-1 2.3E-2

0.70 9.6E-1 6.4E-1 4.1E-1 2.8E-1 6.2E-2

1.00 1.5E+0 1.2E+0 8.7E-1 6.4E-1 1.7E-1

3.00 4.8E+0 4.7E+0 4.5E+0 4.2E+0 2.5E+0

Reasonably high quality velocity measurements require visibilities in excess of 1.5.
Although this is an arbitrary threshold, it works well in practice. To see this formula
in practice, assume that we are interested in measuring the flow at the centerline
(a = L/2) of a microfluidic device with a characteristic depth of L = 100µm.

Tables10.4 shows for various experimental parameters themaximumvolume fraction
of particles that can be seeded into the fluid while maintaining a focused particle
visibility greater than 1.5. Here, the object distance Z0 is estimated by adding the
working distance of the lens to the designed coverslip thickness.

Meinhart et al. [74] verified these trends with a series of imaging experiments
using known particle concentrations and flow depths. The particle visibility V was
estimated from a series of particle images taken of four different particle concentra-
tions and four different device depths. A particle solution was prepared by diluting
dp = 200 nm diameter polystyrene particles in de-ionized water. Test sections were
formed using two feeler gauges of known thickness sandwiched between a glass
microscope slide and a coverslip. The images were recorded with an oil-immersion
M = 60×, NA = 1.4 objective lens. The remainder of the μPIV system was as
described above.

The measured visibility is shown in Table10.5. As expected, the results indicate
that, for a given particle concentration, a higher visibility is obtained by imaging a
flow in a thinner device. This occurs because decreasing the thickness of the test
section decreases the number of unfocused particles, while the number of focused
particles remains constant. Also, increasing the particle concentration decreases the
visibility, as expected. In general, thinner test sections allow higher particle con-
centrations to be used, which can be analyzed using smaller interrogation regions.
Consequently, the seeding particle concentration must be chosen judiciously so that
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Table 10.5 Experimental assessment of particle visibility as a function of depth and particle con-
centration [75]

Depth [µm] Particle Concentration (by Volume)

0.01% 0.02% 0.04% 0.08%

25 2.2 2.1 2.0 1.9

50 1.9 1.7 1.4 1.2

125 1.5 1.4 1.2 1.1

170 1.3 1.2 1.1 1.0

the desired spatial resolution can be obtained, while maintaining adequate image
quality (i.e. particle visibility Sect. 2.1.4).

10.5 3D Micro-PIV

10.5.1 Overview

While in many cases 2D planar velocity data is sufficient in μPIV experiments, there
are many complicated flow situations in which knowledge of the full 3-dimensional
and 3-component velocity field is required. In the recent years, more and more com-
plex microfluidic devices such as micro-mixers, micro-bioreactors and micro-heat
exchangers, among others, have been designed for life science and process engineer-
ing applications [125]. Although the Reynolds numbers for microfluidic devices are
often fairly low and the state of the flow is mostly laminar, the flow can be quite
complex. Difficulties arise due to complex fluid properties and flow geometries,
surface phenomena such as electrokinetic or electrophoretic forces, electric or mag-
netic field gradients, fluid-structure interaction, etc. A comprehensive review about
the manifold of physical effects on these small scales can be found in Squires &

Quake [111] and the references herein. However, for a proper and effective design
of microfluidic devices or the validation of numerical flow simulations, the reliable
experimental characterization of three-dimensional flows is often an important issue
in microfluidics.

In the last years, different particle based imaging methods, such as confocal scan-
ning microscopy, stereoscopic and tomographic imaging or approaches based on
defocussed particle images or optical aberrations have been developed and applied
successfully to measure complex 3D velocity fields in microfluidic systems. The
benefits and drawbacks of the most common techniques will be discussed in the
following as the proper understanding of the measurement principle is essential to
select the most appropriate technique for a desired measurement application. Beside
the advantage of these techniques to determine volumetric flow field data they are
also able to solve the depth-of-correlation problem.

http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Fig. 10.6 Schematic of a typical μPIV system (left) and principle schematic of the imaging with
reversed colors (right), (from [18])

In the previous section itwas outlined that in case of standardμPIV, the transparent
flow of interest is usually seeded with fluorescent tracer particles and imaged by
high quality microscope objective lenses. The whole microfluidic channel is then
illuminated by a laser, or another bright light source (continuous or pulsed) such as
high power LEDs [32]. To homogenize the beam profile, a diffuser plate is often used.
If a white light source is deployed, a filter cube is applied to only let short wavelength
(green) light through. This short wavelength light is then absorbed by the tracer
particles’ fluorescent dye and a distribution of longer wavelength, red light is emitted.
A filter is used to only let the emitted red light pass onto the camera. The major
benefit of the fluorescence is that reflections from the channel walls can be removed
from the images at the cost of weaker fluorescence signals. The particle images are
then recorded by a digital CCD (Charge Coupled Device), CMOS (Complementary
MetalOxide Semiconductor) or intensified camera. The synchronization of thewhole
system is assured by the synchronizing electronics. Applying a proper calibration
from image space to the real physical coordinates, the recorded images can be used
to estimate the velocity of the fluid indirectly by measuring the displacement of
the tracer particles, using correlation or particle tracking algorithms. One major
limitation of this working principle arises from the fact that in contrast to standard
PIV, where the measurement plane is defined by a laser light sheet, the measurement
plane in μPIV is determined by the depth of focus of the optical system, which can
reach several micrometers as discussed in the previous section and according to [8,
55, 88, 102]. In effect, out-of-focus particles, as shown on the right side of Fig. 10.6,
contribute to the cross correlation and bias the measurements in case of out-of-plane
gradients due to the depth of correlation [102].
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As can be seen from Eq. (10.12) and Fig. 10.4, increasing the numerical aper-
ture NA decreases the depth of correlation (DOC). A high numerical aperture lens
also resolves more details of the particle image. However, with increasing numerical
aperture, the magnification usually increases as well, which is not always beneficial
for the resolution in PIV [44]. In addition the field of view will be further limited
and thus the dynamic spatial range decreases [1]. On the other hand, smaller parti-
cles can decrease the DOC as well according to Eq. (10.12). Unfortunately smaller
particles will result in lower signal to noise ratios (SNR) thus reducing the accuracy
of the method. Image preprocessing may help to enhance the spatial resolution to a
certain extent [103]. However, in standard μPIV, the velocity estimate will always
be biased by the DOC and the experimenter should know the depth of correlation
to determine the spatial resolution in depth direction and the introduced error due to
spatial averaging according to Eq. (10.12) [88].

To overcome these limitations and to extend the velocity reconstruction to the
third component is the main motivation of using 3D velocity measurement tech-
niques in microfluidics. Recent reviews about advanced methods, including some
3D techniques and proper experimental design can be found by Lee & Kim [62],
Williams et al. [122] and Cierpka & Kähler [18]. The following discussion is
based on the last reference.

10.5.2 Epi-Fluorescence Scanning Microscopy

The standardμPIV system is able tomeasure the 2D2Cvelocity field in amicrofluidic
device. In principle it is possible to obtain the 3D3C information froma representation
of 2C2D slices if the flow is steady. Applying the incompressible continuity equation
with non slip boundary conditions at thewall (U, V,W = 0) the third component can
be calculated by integrating ∂Ui/∂Xi = 0 [10, 11]. Due to the volume illumination
used for μPIV, particles with large out-of-plane motion will remain in the images for
successive illuminations. The resulting measured velocity vector will therefore be
a projection of the true motion of the particles, hence decreasing the accuracy. The
reconstruction of the 3D3C velocity field by scanning measurements in microflows
was applied by several authors.Angele et al. [4] used a rotating diskwith glass plates
of different thickness to quickly vary the optical path, and thus the depth-wise position
of the focal plane. They were able to reach a scanning speed of 100 fps in the vertical
direction with their system. The dual-plane PIV concept is able to measure the third
velocity component [96]. In combination with scanning μPIV measurements, it was
applied by Shinohara et al. [109] using a piezo actuator to move the microscope
objective lens while recording, thus allowing for the reconstruction of the velocity
in the whole volume. Unfortunately, the flow under investigation was unidirectional
and the system was not tested in real 3D flow. Bown et al. [9] used scanning in the
depth direction to evaluate the flow in a ribbed channel geometry. The authors used
the velocity data to later fit parabolic profiles and thus determine the position of the
channel wall with an accuracy of 0.2µm in the depth direction. Rossi et al. [101]
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used eight planes, each 2µm apart, for measurements in a micro channel with living
cells on thewall. By the use of the velocity profiles in the direction of observation, the
authors were able to extract the mean shear stress and the average surface topology
of cells exposed to different shear strengths.

10.6 Multi Camera Approaches

10.6.1 (Scanning) Stereoscopic Imaging

Another way to obtain out-of-plane velocity is the observation from two different
perspectives, see Sect. 8.1. For microscopic applications, a description of the optical
setups used can be found in Lee & Kim [62]. Two different types of stereoscopic
microscopes exist and are schematically shown in Fig. 10.7.

The Greenough type features two separated optics for each viewing direction and
thus has a high numerical aperture and high optical resolution. However, large per-
spective distortions are the drawback (see Sect. 6.1). The more widely used systems
for microfluidic investigations apply standard stereomicroscopes and are of the com-
monmain objective (CMO) design. The benefit of these systems compared to use two
different optics for each camera, is the large overlapping in-focus region for the two
views. However, since the light beams are not passing through the center of the large
objective lens, they are asymmetrically distorted. Nevertheless, a recent comparison
of both systems for velocity field measurements showed lower uncertainties using a
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Fig. 10.7 Schematic of stereoscopic microscopes. Greenough type with two separated objectives
(left) and the common main objective type (right), (from [18])

http://dx.doi.org/10.1007/978-3-319-68852-7_8
http://dx.doi.org/10.1007/978-3-319-68852-7_6
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CMO system [126]. The CMO design is especially adopted for human sight and thus
uses a large diameter objective lens, through which both the left and right channels
view the object at small angles between both views. The optical axis of the objective
is normal to the object plane, therefore there is no inherent tilt of the image at the
camera sensor plane. Due to the large and costly objective lens, systems are often
limited in magnification to around 20×. The left and right images are viewed by sep-
arated CCD cameras. Both cameras record the illuminated particles and the in-plane
velocity vectors can be estimated using PIV or PTV algorithms. Since the angle of
observation is known by a 3D calibration procedure, the out-of-plane velocity can be
calculated in the overlapping region of both views by using the stereoscopic Equa-
tions (8.3)–(8.6). However, in a real system, the calibration is a complex procedure
and suffers from distortions and aberrations induced by imperfections of the lens or
by refraction between different media (e.g., glass and water of the microchannel).
Especially, the small angle between the different views, typically 5− 7◦, is far from
being optimal (≥ 30◦, [61]) and introduces errors in the estimation of the out-of-
plane component (see Sect. 6.1). Another main problem for stereoscopic μPIV arises
from the complex calibration procedure required. Imperfections in the lens system
and slight misalignment result in themisalignment of the focal planes inside themea-
surement volume [21]. Since the third component is reconstructed using the in-plane
results with the assumption of the same focal plane, the errors for the out-of-plane
velocity increase strongly, especially in regions of strong gradients. An additional
inherent problem is the large depth of field for the CMO lenses and thus the large
depth of correlation. It is therefore nearly impossible to get unbiased data with a
stereoscopic CMO setup.

10.6.2 Tomographic Imaging

A real volumetric method is the tomographic PIV or PTV as outlined in Chap. 9. For
the velocity estimation, the volume distribution of the particles is reconstructed from
the images, recorded from different viewing directions. The velocity field is then cal-
culated by either a volumetric cross-correlation or a volumetric tracking algorithm as
opposed to stereoscopic approaches, where the third component is reconstructed by
the in-plane velocity. Normally, four different views are required for a reconstruction
with sufficient quality for most applications [25]. The reconstruction of the volumet-
ric intensity field is a mathematically ill-posed problem and iterative algorithms have
to be used (see Sect. 9.2). However, amajor difficulty for the tomographic reconstruc-
tion is the appearance of so called ghost particles arising from the mathematically
ill-posed problem as illustrated in Fig. 10.8. The number of ghost particles increases
with the number of real particles and thus limits the seeding concentration to 0.05
particles per pixel, which is about one order of magnitude lower than for 2D PIV.
Since a certain amount of particles is required in an interrogation volume, also the
dynamic spatial range (DSR) of scale, defined as mean value of the ratio between the
length of the whole volume and the corresponding length of an interrogation volume

http://dx.doi.org/10.1007/978-3-319-68852-7_8
http://dx.doi.org/10.1007/978-3-319-68852-7_8
http://dx.doi.org/10.1007/978-3-319-68852-7_6
http://dx.doi.org/10.1007/978-3-319-68852-7_9
http://dx.doi.org/10.1007/978-3-319-68852-7_9
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Fig. 10.8 Schematic of the tomographic imaging and the appearance of ghost particles (left) and
possible solutions of the reconstruction out of the two camera images (right), (from [18])

is often low, see Chap.6. Therefore PTV evaluation techniques are often better suited
for the data analysis compared to PIV evaluation methods [18, 19, 44, 45]. The ghost
particles are usually of lower intensity but will contribute to the velocity estimate. If
ghost particles occur from the same set of particles in both frames, their displacement
corresponds to the averaged displacement of the actual particles causing them [26].
Therefore ghost particles will always bias the velocity estimate and great care has
to be taken to achieve the proper seeding concentration in tomographic PIV/PTV
experiments.

Using a stereomicroscope, two different views are available. An attempt to recon-
struct the particle distribution in amicro volumewas presented byLindken et al. [68].
The velocity estimation suffered from the elongated reconstruction of the particles
due to the small viewing angles of the stereoscopic setup as schematically shown in
Fig. 10.7. Viewing angles of 20◦ were reported by Kim et al. [52], who used a self
made microscope and applied four cameras to investigate the flow inside a droplet
on a moving surface by means of tomographic PIV. The measurement volume was
2.5× 2.1× 0.4mm3. To decrease the amount of ghost particles, sparse seeding was
used and 25 successive reconstructions of the 3D distribution of tracer particles were
added to synthetically increase the seeding concentration and to allow for volumetric
cross correlation. Currently this limits the technique in microfluidics to stationary
flows. The authors used a continuity based approach to estimate a global uncertainty
for all directions, which was reported to be 0.2 pixel.

In general, the recording of the tracer particles from multiple views and the need
for a precise calibration of the two ormore cameras in the common field of view is the
major drawback of multi-camera techniques in microfluidics. Methods to record the
3D particle distribution in a volumewith a single camera are thereforemore attractive
in microfluidics such as the fast point-wise scanning of the volume as outlined next.

http://dx.doi.org/10.1007/978-3-319-68852-7_6
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10.7 Single Camera Approaches

10.7.1 Confocal Scanning Microscopy

In comparison to epi-fluorescent imaging, confocal scanning microscopy is an
approach to dramatically increase the out-of-plane, as well as the in-plane reso-
lution. This is achieved using point wise illumination. Point wise illumination was
generated by using a lamp and an aperture at the time it was invented [79, 80]. Nowa-
days, focused laser beams are most often used for the illumination and the technique
is often referred to as confocal laser scanning microscopy (CLSM). In Fig. 10.9, the
principle schematic of a confocal laser scanning microscope is drawn. The laser light
is focused by a micro lens onto the sample. The micro lenses are often arranged on a
rotating disk to increase scanning speed. However, focusing at a certain time instant
result in just a small part of the sample being illuminated. Another pinhole aperture
(typically several microns) is used to filter light that is coming from outside the focal
point. These pinholes are also equally spaced and arranged in a spiral on a spin-
ning disk, which is called Nipkow disk after its inventor. The mechanical connection
of both disks allows for an easy and precise synchronization. A photodetector or a
camera can then be used to record the fluorescence intensity at the focused point.
To record a whole 2D representation of the sample, data points in the XY -direction
have to be scanned. The technique is widely used in biology, where the contrast
of the images and the increased resolution was necessary to observe certain micro
organisms. The calibration of the system can be performed in the same way as for
epi-fluorescence imaging with a grid or other well suited object.

The technique was first used in microfluidics to investigate the mixing process
in micro mixers [27, 42]. Conventional methods for scanning used galvanic or
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Fig. 10.9 Schematic of a confocal laser scanningμPIVsystemwith a spinningdisk systemafter [66]
(left) and principle schematic of the imaging with reversed colors (right), (from [18])
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Fig. 10.10 Δt versus U for
different magnifications,
after [34]

piezoelectric mirrors to scan the probe volume. However, the scanning speed was
usually limited to several frames per second. The scanning time was decreased con-
siderably by the Nipkow disk and a rotating disk with microlenses to focus the laser.
Typical full field scanning rates were 50Hz [66], 120Hz [91], 200Hz [65] up to
4800Hz [53].

The application of these techniques to velocity field measurements has the ben-
efit that the images of particles viewed by confocal microscopy show a significant
increase in signal to noise ratio. The thickness of an optical slice is in the order of
1 . . . 2µm and light from out-of-focus particles does not decrease the image quality
and thus no bias in the velocity measurement is introduced. Klein & Posner [54]
showed a large increase in vector yield using confocal scanning μPIV in compari-
son to wide field μPIV. Scanning confocal microscopy was successfully applied to
microscopic flows of evaporating droplets [53], biological cell flows [65, 66], and
capillary flows [91].

The limitations of the confocal microscopy are the expensive lab equipment and
further more the limited temporal resolution. The minimal time distance between
images is restricted by the scanning speed. In Fig. 10.10, the necessary time resolution
Δt is given versus the fluid velocity U for different magnifications, similar to the
analysis byHain et al. [34]. Thegraph is basedon the assumptionof a 10 pixel particle
image displacement on the image for simplicity. The Reynolds number given on the
upper horizontal axis should provide a first estimate for the user and is based on a
length scale of 100µm and the kinematic viscosity of water.

The region highlighted in light gray indicates the use of CCD cameras with a
scanning rate lower than 10Hz or a minimal time interval between two frames of
0.1 sec. It is evident from Fig. 10.10 that this kind of equipment is useful for low
Reynolds number investigations (Re = O(0.01 . . . 0.1)) and low magnifications.
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Using high speed cameras and/or high speed confocal laser scanning microscopy
increases the range formeasurements toRe<5.For higherReynolds numbers, pulsed
light sources and double frame cameras have to be applied (white region). However,
with increasing scanning speed, confocal microscopy shows a great potential for
further use inμPIV/PTV, since the problems due to low SNR and depth of correlation
can be avoided successfully.

10.7.2 Techniques Based on Out-of-Focus Imaging Without
Aperture

As confocal laser scanning microscopes are very expensive 3D measurement tech-
niques based on out-of-focus effects are more common in microfluidics. They only
require standard equipment are simple to use and robust. On the right hand side of
Fig. 10.6 the images for particles beyond the focal plane are drawn. It is evident,
that the image diameter depends on the distance from the focal plane. A model
to describe the defocussed imaging of particles in microscopes was developed by
Olsen & Adrian [88], see Sect. 10.4.3. They assumed a Gaussian intensity distri-
bution for the particle images. Contributions are due to the diameter of the particle
itself (geometric part), diffraction and defocusing. The diameter dτ (Z) of a particle
image can now be described as a function of the distance to the focal plane Z , with
the assumption that the working distance of the lens is significantly larger than Z .

This surely holds for most microscopes where the working distance of the lens is
typically at least one order of magnitude larger than the channel width. The diam-
eter is given by Eq. (10.10), see [73, 103]. However, as already shown in Figs. 10.4
and 10.5, recent experiments showed differences, especially for high NA objective
lenses [55, 103]. Nevertheless, the diameter of the particle image can be correlated
with its depth by a proper calibration, see Barnkob et al. [6] for details.

One of the first applications of defocused images to determine the out-of-plane
velocity was realized by Stolz & Köhler [112]. They used the size of the defo-
cused particle images to estimate the third velocity component by PTV in a 1.5mm
thick light sheet. The mean value of the velocity in the axial direction, in a laminar
channel flow, was just 5% higher than the reference measurement by laser Doppler
anemometry, although

the standard deviation was 10%. The same principle was also applied for macro-
scopic flows by Murata & Kawamura [84], who reported an rms error for the
out-of-plane position of the particles’ position below 5% of the measurement depth.

Hiraoka et al. [37] analyzed the three-dimensional optical transfer function of
particles, to determine the three-dimensional structure of biological specimens with
an epi-fluorescencemicroscope. Formicroscopic flows, amethod taking advantage of
the size of diffraction rings using forward scattering of lightwas developed byOvryn
& Hovenac [89] and applied to a micro channel of 315µm in depth to measure the
velocity profile in the depth direction. However, for a good SNR, the particles had



10.7 Single Camera Approaches 393

a diameter of 7µm and showed a tendency to sink in the fluid. Only the lower part
of the profile could be measured. Guerrero et al. [30] extended the method to
backward and side scatter configurations and compared experimental results with
Lorentz-Mie theory. In a later study [31] the method was extended, also including
Huygens-Fresnel light propagation.However, themeasurement errors for the position
are relatively large (up to 30% of the volume). Recently, Moreno et al. [82] used
wavelet based noise reduction and the central spot size of the interference pattern. A
theoretical assessment of themethod’s uncertainty for 3D-PTV regarding particle and
pixel size, magnification and resolution was performed by Padilla Sosa et al. [90].
Anothermethod to detect particle depth positions is the use of diffraction gratings [24,
116]. Evaluating the defocused particle images for different orders of diffraction, it
is possible to determine the depth position. Angarita- Jaimes et al. [3] reported an
uncertainty of 8µmover a depth range of 0.2mm.The disadvantage of this technique
is that three particle images are produced, thus decreasing the effective sensor size.

Another more specific approach is called Bessel beam microscopy (BBM). By
placing a lens in series with an axicon in the optical path of a microscope, the
diffraction-limited resolution of the base microscope can be improved according to
Snoeyink & Wereley [110].

10.7.3 Defocused Imaging with Aperture (Three-Pinhole
Technique)

The depth coding via a three-pinhole aperture is a method that applies defocused
particle imaging with an optical spatial filter. This method was originally proposed
for fluid flows byWillert & Gharib [121] and applied for macroscopic two phase
flow by Pereira et al. [92, 93]. A theoretical examination of the underlying optics
for macroscopic applications was presented by Kajitani & Dabiri [47, 48]. Later
the particle characterization was improved by a new imaging volume definition [29].

Yoon & Kim [124] successfully adopted the technique to microfluidics. The
principle schematic is given in Fig. 10.11. In contrast to the original μPIV setup,
shown in Fig. 10.6, an aperture mask, featuring three pinholes is introduced directly
after the objective lens. Since the aperture mask would block a large amount of the
laser light, usually the illumination is shifted to shine onto the sample from another
axis, thus requiring transparent samples. On the right side of the same figure, the
imaging of particles in the volume is schematically shown. For a complete treatment
of the geometric optics using a microscope, the interested reader is referred to [124].
Recently, the calibration procedure was extended to interfaces with different index of
refraction [123]. In general, an out-of-focus particle is imaged as a triplet depending
on its position in the volume. In the focal plane, a single image will be detected on
the sensor. Depending on weather a particle is in front or behind the focal plane, the
arrangement of the triplet is mirrored, allowing for an unambiguous determination
of the particles position. For the out-of-focus particles, the distance between the
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Fig. 10.11 Schematic of the three-pinhole defocusing technique (left) and principle schematic of
the imaging with reversed color (right), (from [18])

edges of the imaged triplet is directly related to the distance from the focal plane.
Image preprocessing must now be applied to detect corresponding spots, forming
a triplet. A circumcircle (diameter di in Fig. 10.11) can be fitted through the single
spots. Its center is related to the particles’ position in the XY -plane. The diameter
di of a triplet can be calibrated to the actual Z -position of the particle and increases
linearly with distance from the focal plane for microscopic imaging. Changing the
circumcircle for the aperture mask da will also change the slope of ddi/dZ . The lager
the diameter at the aperture da, the larger the slope ddi/dZ . Thus, the measurement
depth and the sensitivity and resolution of the systemcan easily be adopted to different
requirements. Since no additional elements, such as lenses or diffraction gratings
are introduced, the benefit of high quality microscope objectives with low image
aberrations is preserved. Therefore the calibration for the Z -direction, holds for the
entire sensor (ddi/dZ = const.). Another advantage of such a system is that the error
of the particle image detection algorithm is spread over three images.

The low seeding rates and the low light intensity due to the small pinholes are the
major limitations of this technique. The SNR, in this respect the maximum intensity
divided by the background noise is shown in Fig. 10.12 for standard imaging, the
3-pinhole method and astigmatic imaging. The pinholes had a diameter of 1.5mm,

the diameter of the circumcirclewas 4mm.Themagnificationwas 20×. Thiswere the
same conditions used by Yoon & Kim [124]. A glass plate with 5µm fluorescent
particles from Microparticles GmbH was illuminated from the top by an optical
fiber connected to a diode pumped cw-laser with an output power of 1 W. To reach
approximately the same measurement depth, a cylindrical lens with f = 150mm
was used for the astigmatic imaging. The images were recorded with a Sensicam QE
from PCO with an exposure of 10ms to reach almost full well capacity for in-focus
particles with standard imaging. The SNR for standard imaging shows the highest
values of SNR ≈ 90 at the focal plane at Z = 0µm and decreased to SNR ≈ 10 at a
distance of Z = ±20µm from the focal plane. The astigmatic imaging is a technique
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Fig. 10.12 Comparison of the signal to noise ratio (SNR) for standard imaging, the three-
pinhole method and astigmatic imaging (left). Particle images for different apertures masks (right),
(from [18])

that works without masking the optics and thus allows more light to reach the sensor.
The principle will be explained in detail in the next section, however, the graph shows
two peaks in the maximum intensity where the two distinct focal planes lie [20]. The
SNR is much lower than for standard imaging and decreases from around SNR = 30
to SNR = 15 for out-of-focus imaging. Using the 3-pinhole mask, a large portion
of the light is filtered out and the SNR reaches a maximum of SNR = 4 in the
center and decreases to around SNR = 2 for out-of-focus regions. The results give
an estimate for the image quality that can be expected for the different techniques.
Applying astigmatic imaging the SNRdecreases by a factor of 3 and using the pinhole
aperture it decreases by a factor of more than 20 compared to standard imaging.Min

&Kim [78] used large particles (5µm) and an image intensifier to increase the image
quality. They combined the defocused PTVmethod in the far field with total internal
reflection microscopy close to the wall and reported a decreased uncertainty for the
estimation of the wall gradients.

However, if the image quality is sufficiently high, it is often difficult to determine
particle images that correspond to a triplet. For this reason masks with different
patterns can be used to improve this procedure. On the right hand side of Fig. 10.12
the particle images are shown for the standard mask, a mask where the pinholes are
connected by lines and a mask with a circle connecting the pinholes. It is evident
from the images that it is much easier for data processing to find corresponding
triplets if they are somehow connected. All kinds ofmasks are possible. Additionally,
image preprocessing correlationwith a virtual mask [85]might help to reliably detect
triplets. Other possibilities include, using a color camera and color filters in front
of each pinhole in the aperture mask [115], or using an annular aperture [67], or
the known active rotation of an off-axis aperture [99]. To the authors knowledge
Yoon & Kim [124] were the first using the technique to investigate the flow over a
backward facing step in a volume of 768×388×50µm3. From geometric optics it is
evident that the center of the circumcircle does not directly correspond to the particle
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position in the XY -plane. For the correction of the XY -position, a polynomial fit was
used to map the final data. The calibration was done by moving a glass plate with
particles in the axial, i.e., Z -direction using a translation stage. In order to take into
account the change of refractive index, the same glass plates and the same fluid was
used. The authors used a high speed camera at a recording rate of 1000 fps tomeasure
time resolved particle trajectories, restricting the experiment to a Reynolds number
based on the hydraulic diameter of Re = 0.025 (cmp. Fig. 10.10). To overcome the
problems due to low SNR, relatively large particles of 3µm were used.

To study the flow inside an evaporating water droplet, [94] applied the technique
to a volume of 400× 300× 150µm3. A high speed CCD camera (∼250 fps), using
16 separated areas on the chip was used. Thus a background image, taking into
account the different gain for all 16 areas, had to be removed. An extensive error
analysis is reported. Finally, taking all sources of errors into account (calibration
stage resolution, processing algorithm, pixel size), the authors reported an error lower
than 3% (3.3µm) for a depth range of 110µm. The authors were able to succesfully
measure the particle trajectorieswith flowvelocities up to 1.5mm/s (cmp. Fig. 10.10).
Lu et al. [69] applied the method later for in-vivo measurements of the beating heart
of an embryonic zebrafish. The authors used an aperture with da ≈ 4 and a pinhole
size of 2mm to image 1µm fluorescent beads. For the recording an Ar+-laser was
used in combination with a high-speed camera. They were able to reconstruct the
movement of the ventricle by recording images of trapped particles at the wall during
a full cardiac cycle. [85] measured the flow of a toroidal micro vortex in a channel
with 50µm in depth. The aperture triplet had pinholes with a diameter of 1mm and a
circumcircle with a diameter da = 4mm. The particles used had a diameter of 1µm
and were imaged with 20× magnification. The author mentioned that due to the
long exposure time, trails at the particle images appeared which negatively affected
the accuracy. Nevertheless, using advanced image preprocessing, the errors were
reported to be 2µmfor the in-plane position and 3.8µmfor the out-of-plane position.
Tien et al. [114] could improve the SNR of the technique by using a color camera and
three color LED directed toward the pinhole aperture. The reported uncertainty was
only 1.5% in the out-of-plane direction for a measurement range of 325mm. Due to
the slow color camera a backward facing stepwith a Reynolds number of only around
1 could be measured. However, this is not an inherent limitation of the procedure.
The identification of particle triplets was easily possible due to the different color
filters, even for increased seeding density. Recently, Tien [113] modified the setup to
use three different cameras to avoid cross-talk and overlap as observed for the color
camera. However, the advantage of using only one camera becomes obsolete with
such setup. Although the technique is widely used, it has the drawback that a big part
of the fluorescence signal is blocked by the aperture lens. A technique that uses the
whole incoming light is astigmatic imaging.
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10.7.4 Imaging Based on Aberrations (Astigmatism)

Astigmatismor anamorphic imaging is away to break the axis symmetry of an optical
system thus allowing for the depth coding in 2D images. The word astigmatism is
based on the Greek description for not point-shaped. An optical system that features
astigmatism has two focal lines instead of a focal point and the astigmatic image of
a point source is thus an ellipse. The principle is schematically shown in Fig. 10.13.
The off-axis imaging of a point source can already cause astigmatism. Due to the
different refraction that takes place in the horizontal and the vertical directions of a
lens looked upon at an angle two focal lines perpendicular to each other are produced.
The image of the point source is first a vertical line and changes gradually into a
defocused circle and later to a horizontal line at the position of the second focal line.
Usually, opticians try to avoid astigmatism in their optical systems. Nevertheless, it
is commonly used in CD, DVD and Blue-ray players to measure with high accuracy
the distance between the disk and the reader head as well as for other auto-focus
systems [39]. Another approach that produces an astigmatic image aberration is
utilizing a tilt angle between the measurement volume and the camera, which results
in off-axis imaging [33]. This method was applied byHain et al. [35] to measure the
velocity of particles in a macroscopic volume of 16× 16× 20mm3. Unfortunately,
the appearance of the particle images did not only changed in the z-direction, but also
in the xy-plane. A complex calibration procedure using a higher order polynomial
fit was therefore applied by scanning light sheets with known positions. A similar
approach was employed by van Hinsberg et al. [36] to measure the flow in a
volume of 5.6 × 4.5 × 2.1mm3. The astigmatic aberrations were produced by an
optical filter plate, placed under an angle in the light path. The particle images for a
certain range of axis ratios were later artificially reconstructed and the 2D velocity
vectors were then obtained by cross-correlation methods.

optical system

point source

principle 
optical axis

first focal line

second focal line

image appearance

Fig. 10.13 Schematic of astigmatism caused by off-axis imaging and the appearance of the image
at various distances between the two focal planes, according to [35]



398 10 Micro-PIV

Fig. 10.14 Schematic of the astigmatism technique (left) and principle schematic of the imaging
with reversed colors (right), (from [18])

Another more flexible method is the use of cylindrical lenses. Kao & Verkman

[49] applied this technique to the measurement of the position of fluorescent par-
ticles in living cells. They used a 60× oil immersion lens to image 93 nm fluores-
cent latex beads over a depth range of 4µm. The implementation of this approach
to a standard μPIV system is shown in Fig. 10.14. The main difference is the
cylindrical lens located directly in front of the camera chip. Since no mask is used,
the microfluidic device does not have to be illuminated from another direction and
the SNR is improved, compared to techniques that rely on masking the optics (cmp.
Fig. 10.12). On the right side of Fig. 10.14 the imaging of particles is schematically
shown. The cylindrical lens has a curvature only in one direction and acts as a flat
window in the other direction. Therefore, two distinct focal planes are produced,
similar to Fig. 10.13. In the left (red dotted) schematic the cylindrical lens causes a
shortening of the distance between the focal plane and the objective lens. Particles
that are close to this focal plane show a sharp and small diameter in the x-direction
ax and a larger defocused diameter in the y-direction ay, thus producing an oblate
particle image. On the right side of the schematic (blue dashed), with the cylindrical
lens rotated by 90◦, results in a focal plane further away from the objective lens. ay is
now smaller than ax , resulting in a prolate particle image. The particle image width
and height can now be related to the depth position by a proper calibration [DC10.2].

Towers et al. [116] used a diffraction grating for multi-planar imaging as well as
a cylindrical lens with a large focal length of f = 2000mm and found astigmatism
to have less uncertainty for depth wise position estimation. Furthermore, since three
images are used by the method applying the diffraction grating, the field of view
is limited to one third of the camera sensor and hence is less efficient. Using both
techniques, an air flowwith an obstacle was later investigated [3]. For the calibration,
a fiber light source was moved to defined positions. The measurements were later
performed in a volume of 28 × 21 × 28mm3 and the uncertainty in depth was
estimated to be 25µm for the calibration. In this preliminary study some 20 vectors

http://dc.pivbook.org/microparticles_acoustic_field
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were reconstructed. The difference of the axes of the ellipse (ax − ay) was used for
the depth wise calibration but other calibration approaches are possible [100].

Chen et al. [13] applied the method to a volume of 1.8 × 1.4 × 0.5mm3. They
used a cylindrical lens with a focal length of fcyl = 500mm. The distance between
both focal planes was ≈600µm. The channel with a 170µm backward facing step
had a depth of 500µm, ensuring that particles were not to close to either one of the
focal planes. The uncertainty for the depth position was 2.8µm for the calibration
images. The authors presented a theoretical estimation of the measurement depth,
which is, in the first approximationΔZ ≈ L2/ f,where L2 denotes the distance from
the center of the measurement volume to the first principle plane and f the focal
length of the cylindrical lens. The rms value of the measured velocity was 3.3 ¯m/s
(above one third ofU∞), even though 2.8 ¯m/s was expected from the measurement
uncertainty. Cierpka et al. [22] investigated the laminar flow in a channel with a
square cross section of 500 × 500µm2 at Re = 23. The cylindrical lens used had
a focal length of fcyl = 150mm. The ratio of the particle image width and height
ax/ay was used for determining the Z -position. This limits the measurement depth
to about 40µm, making scanning of volumes necessary. The data was validated
against standard μPIVmeasurements as well as the theoretical Poiseuille flow profile
and agreed within an uncertainty of < 6% of U∞ for a confidence intervall of
20:1. Since the measurement depth using ax − ay or ax/ay is limited by the two
focal planes, an intrinsic calibration procedure, allowing also to use strong out-of-
focus particles was developed. This procedure is based on Eq. (10.10) and takes
into account all image aberrations since it is based on the particle images itself.
Thus no scanning procedure is necessary. The same optical path as well as the
same image preprocessing is used for calibration and measurements, decreasing
the uncertainty of the measurements. Using this procedure, the measurement depth
could be largely increased in addition. Figure10.15 illustrates how the different
calibration curves look like in dependency on the specific approach used. More
details on the calibration as well as an experimental estimation of the measurement
depth for differentmagnifications and focal length can be found inCierpka et al. [20]
and Rossi & Kähler [100].

Today, astigmatic particle tracking is a well established measurement technique
for 3D flow analysis in microfluidics [DC10.3]. Ragan et al. [97] applied a bent
dichroic mirror in the light path of a two-photon microscope to introduce astigma-
tism. They were able to study the motion of kidney cells expelled to external forces
in real time with 28Hz. Quantum dots were used by Holtzer et al. [38], observed
through a cylindrical lens with a very large focal length of fcyl = 10m, thus allow-
ing for very precise measurements of small depths. The accuracy for the position
measurements of the quantum dots was 43 nm for the in-plane and 130 nm for the
out-of-plane position in a volume of ≈1μm3. Huang et al. [40] used a 100× oil
immersion lens and a emCCD (Electron Multiplying Charge Coupled Device) to
detect the position of 200 nm beads that were labeled with photo-switchable mole-
cules. In a volume of 200×200×200 nm3 around the focal point, the accuracy was
reported to be ≤ 26 nm for the in-plane, and ≤ 52 nm for the out-of-plane posi-
tion. Mlodzianoski et al. [81] compared the performance of bi-plane imaging and

http://dc.pivbook.org/PIV13_completeHD
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Fig. 10.15 Different calibration approaches for a typical calibration curve. The empty circle rep-
resents the measured point, the filled circle represents the true value. Z is estimated from: a larger
diameter, b diameter difference, c diameter ratio, d minimal distance from the calibration curve in
the ax ay space, (from [100])

astigmatic imaging using a emCCD camera. Both techniques showed a comparable
measurement accuracy. For certain biological applications with thick sample sizes,
the authors found the bi-plane imaging more adaptable but also stated that for cam-
eras with non-negligible readout noise (like standard CCD), astigmatic imaging is
favorable. Recently, time resolved particle trajectories in an electro-thermally gener-
ated micro vortex could be measured in a micro volume with 50µm in depth without
traversing [58]. The three-dimensional structure of the vortex and the mechanisms
of particle trapping inside the vortex were studied. The results were used to validate
the numerical boundary conditions for a simulation of such a scenario.

In general, the astigmatism approach based on cylindrical lenses is very easy to
apply and allows for the extension of existing 2D measurement systems to fully
3D measurements, without changing the illumination light path. The measurement
depth and resolution can be changed by adopting the focal length of the cylindrical
lens used, and the intrinsic calibration procedure [20] makes the technique easily
applicable without special expert knowledge. Since no mask is used, the technique
is optically very efficient.

The comparison between standard μPIV, stereoscopic μPIV and astigmatism
µPTV showed a similar uncertainty for the in-plane velocity components [21]. In
Fig. 10.16, iso-surfaces of the out-of-plane component are shown for the flow over a
backward facing step. On the upper part of the figure, numerical flow simulations are
shown for comparison and indicate a downward flow in the vicinity of the step. In the
middle, stereoscopic measurements are presented and the region of the downward
flow was well captured. Although great care was taken to align the system, the focal
planes of both cameras differ by several micrometers as outlined in [21]. Thus the
in-plane velocity corresponds to different regions in the volume. Since the out-of-
plane components are determined from the in-plane velocity they are affected by this
misalignment. The iso-surfaces downstream of the step for X > 400µm are caused
by this effect and truly not physical. The results for the astigmatism particle tracking
cannot be affected by misalignment, since just one camera is used. The downward
flow region close to the step iswell captured, although the size of this region is slightly
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Fig. 10.16 Iso-surfaces of
the out-of-plane velocity for
the flow over a 50µm
backward facing step in a
channel with a cross-section
of 200 × 500 µm2.

Numerical flow simulation
(top, every 10th vector
shown), stereoscopic μPIV
(middle, every 2nd vector
shown) and astigmatism
µPTV (bottom, every 2nd
vector shown), (from [21])

underestimated. However, the overall comparison showed that the uncertainty of the
out-of-plane component for astigmatism µPTV is almost two times lower than for
stereoscopic μPIV [21].
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Fig. 10.17 Left: Sketch of a single-camera setup for determining the 3D particle positions via
defocused particle images, where the particle images change as function of the depth coordinate.
Right: GDPTworking principle: a target particle image It is compared to a set of calibration images
Ic by use of the normalized cross-correlation (�). The out-of-plane coordinate Zt for the target
particle is found where the maximum correlation Cm is highest as a function of the out-of-plane
coordinate Z , (figure adapted from [6])

10.7.5 General Defocusing Particle Tracking (GDPT)

In the last years different calibration procedures were examined and compared in
detail by Rossi & Kähler [100] and the calibration was extended so that arbitrary
particle image deformation can be used to determine the 3D velocity field [6]. This
approach is called General Defocusing Particle Tracking (GDPT). The GDPT work-
ing principle is sketched in Fig. 10.17 (right). The method is based on Nc experimen-
tal calibration images Ic(x, y)k , with k = 1, 2, . . . , Nc, of identical tracer particles
taken at different positions along the depth direction. This is for instance easily done
by scanning a microscope focus while observing a particle at a fixed depth position.
In a GDPT evaluation, a target image of defocused particles is searched for individ-
ual target particle images and each target particle image It (x, y) is compared to the
calibration images. It and Ic are compared using the normalized cross-correlation
function. The correlation function gives a maximum peak in the position of best
overlap with a peak amplitude Cm that rates the quality of the match (from 0 to 1).
The calibration images are searched until the best matching Ic is identified to give the
corresponding depth coordinate Zk . To obtain “sub-image accuracy”, a three-point
parabolic fit estimator is applied to refine the Z -position, while the in-plane particle
position is determined with “sub-pixel accuracy” in analogy with conventional μPIV
analysis. Figure10.18 shows a measurement of a channel flow in a microchannel and
a comparison with numerical results. The complex variation of the particle images
in this particular experiment is displayed in the top image of Fig. 10.18.

Today, the astigmatism PTV and GDPT technique is used for the analysis of
complexflows inmanyfields [5, 51, 58, 70, 71, 83, 98, 117] [DC10.4]. Furthermore,
the technique can be used for simultaneous 3D velocity and 3D temperature fields for
instance by using functional particles such as thermochromic liquid crystals (TLC)
[95, 106–108] or particles that are doped with a temperature sensitive dye [43, 72].

http://dc.pivbook.org/vibrating_particles
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Fig. 10.18 Top: Experimental particle images as a function of the out-of-plane coordinate Z from 0
to 160µm for the three test cases of different type of particle image shapes. Bottom: a Experimental
velocity profileU (Y, Z) for Case 1 in the channel cross-section together with the theoretical velocity
profile obtained using COMSOL Multiphysics. b Colormap of the relative velocity error εU . c
Isotropically-etched microchannel from Micronit Microfluidics, (figure adapted from [6])

This opens the door for broadening the application spectrum of the technique in the
future.
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Chapter 11
Applications: Boundary Layers

The following two experiments have been performed in the second half of the 1990s’
in the DLR low turbulence wind tunnel (TUG), which is of an Eiffel type. Screens
in the settling chamber and a high contraction ratio of 15:1 lead to a low turbulence
level in the test section (cross section 0.3×1.5m2). The basic turbulence level in the
test section of the TUG of Tu = 0.06% (measured by means of a hot wire) allows
the investigation of acoustically exited transition from laminar to turbulent flow as
well as turbulent boundary layers that develop in the relatively long test section. The
flow was seeded in the settling chamber upstream of the screens used to reduce the
turbulence of the wind tunnel flow.

11.1 Boundary Layer Instabilities

Contributed by:

C. Kähler and J. Kompenhans

In the case of periodic flows, the conditional sampling technique can be utilized in
order to record instantaneous velocity vector maps always at the same phase angle.
The excitation of the periodic process and the recording sequence must be phase
locked. As an example for the application of conditional sampling, the investigation
of instabilities in a boundary layer will be described.

The transitional process in a boundary layer is determined by a mechanism of
generation and interaction of various instabilities. Small oscillations may cause pri-
mary instability – two-dimensionalwaves, theTollmien–Schlichting (TS)waves. The
growth of such TSwaves leads to a streamwise periodic modulation of the basic flow,
which gets sensitive to three-dimensional, spanwise periodic disturbances. These dis-
turbances are amplified and lead to a three-dimensional distortion of the TS waves

An overview of the Digital Content to applications on boundary layers can be found at
[DC11.1].
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Fig. 11.1 Low turbulence wind tunnel

and farther downstream to the generation of three-dimensionalΛ vortices. The exten-
sion of the knowledge about this mechanism enables the prediction and control of
transition as required for applications in fluid mechanical engineering.

In order to study the behavior of instabilities, quantitative data of velocity fields
with known initial conditions have been acquired in a flat plate boundary layer, in the
TUGwind tunnel (see Fig. 11.1). In order to get reproducible and constant conditions
for the development of the instabilities it is necessary to know the initial amplitude of
the velocity fluctuations at the beginning of the observation area [34]. In the experi-
ment of Wiegel & Fischer this is achieved by introducing controlled disturbances
by means of a device for acoustic excitation which consists of a single spanwise slot
for the controlled input of two-dimensional disturbances and 40 separate slots (posi-
tioned spanwise as well) for the input of controlled three-dimensional disturbances.
The velocity at the outer edge of the boundary layer was about U = 12m/s. The
average free stream turbulence level was Tu = 0.065%. The light sheet (thickness
δZ = 0.5mm in the observation area) was oriented parallel to the plate. Its height
above the plate could be varied but was usually 0.5mm in the experiment. The obser-
vation area was 70 × 70mm2. The PIV parameters used for this investigation are
listed in Table11.1.

By applying different input signals to the acoustic excitation it was possible to
excite different transition types. We mention here the fundamental type, the subhar-
monic type and the oblique type. Figure11.2 presents the phase locked field of the
instantaneous velocity fluctuations (U −Umean, V ) obtained by exciting the oblique
type for two different disturbances. TheΛ-vortices exhibit in an aligned pattern. The
spanwise wavelength of these Λ-vortices (here ≈20mm) matches with the wave-
length of the controlled input of the 3D-waves.
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Table 11.1 PIV recording parameters for boundary layer instabilities

Flow geometry Parallel to light sheet and plate

Maximum in-plane velocity Umax ≈ 12m/s

Field of view 70 × 70mm2

Interrogation volume 1.9 × 1.9 × 0.5mm3 (H × W × D)

Dynamic spatial range DSR ≈ 31 : 1
Dynamic velocity range DVR ≈ 137 : 1
Observation distance Z0 ≈ 0.6m

Recording method Dual frame/single exposure

Ambiguity removal Frame separation (frame-straddling)

Recording medium Full frame interline transfer CCD

Recording lens f = 60mm, f# = 2.8

Illumination Nd:YAG lasera 320mJ/pulse

Pulse delay Δt = 80µs

Seeding material Oil droplets (dp ≈ 1µm)
aFrequency doubled

Fig. 11.2 Field of instantaneous velocity fluctuations of boundary layer instabilities above a flat
plate for two different amplitudes of the input signal

The direction of the flow is from left to right. The mean velocityUmean (calculated
by averaging over all velocity vectors in the recording) has been subtracted from all
velocity vectors in order to show the fluctuating components of the velocity vector
field.
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11.2 Near Wall Turbulent Boundary Layer

Contributed by:

C. Kähler and J. Kompenhans

The following PIV application performed in 1996 in a turbulent boundary layer at
the wall of a flat plate illustrates two problems: obtaining PIV data close to a wall
and recovering PIV data even in a flow with gradients (due to the velocity profile of
the boundary layer).

In the present series of experiments the measurement position was 2.3m down-
stream of a tripping region in the low-turbulence wind tunnel (see Fig. 11.1) at the
DLR-Göttingen research center [17]. At this position the turbulent boundary layer
thickness δ was of the order of 5 cm, of which the lower 3 cm was imaged. At free
stream velocities of 10.3, 14.9 and 19.8m/s between 90 and 100 PIV image pairs
were recorded. The evaluation of the recordingsweremadewithout windows shifting
and window deformation which were not available at that time. By removing a con-
stant velocity profile ofUref = 8m/s from the PIV data set, the small scale structures
in the boundary layer are highlighted as can be seen in Fig. 11.3. It is remarkable how
close to the wall, the velocity data could be recovered. The PIV parameters used for
this investigation are listed in Table11.2.

In the first part of the evaluation the boundary layer profile and the RMS com-
ponents of the velocity fluctuations were calculated as an average over all PIV
recordings. These averaged quantities agree very well with the results from the-
ory and pointwise velocity measurements as carried out by means of a hot wire.

Fig. 11.3 Field of
instantaneous velocity
fluctuations in a fully
turbulent boundary layer,
(U −Uref, V ). Position of
the wall at Y = 0
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Table 11.2 PIV recording parameters for turbulent boundary layer over a flat plate with zero
pressure gradient

Flow geometry Parallel to light sheet

Maximum in-plane velocity U∞ = 10.3, 14.9, 19.8m/s

Field of view 30 × 30mm2

Interrogation volume 2.0 × 2.0 × 1.0mm3 (H × W × D)

2.0 × 1.0 × 1.0mm3 (H × W × D)

2.0 × 0.5 × 1.0mm3 (H × W × D)

1.0 × 1.0 × 1.0mm3 (H × W × D)

Dynamic spatial range DSR ≈ 31 : 1
Dynamic velocity range DVR ≈ 44 : 1
Observation distance Z0 ≈ 1.5m

Recording method Dual frame/single exposure

Ambiguity removal Frame separation (frame-straddling)

Recording medium Full frame interline transfer CCD

Recording lens f = 180mm, f# = 2.8

Illumination Nd:YAG lasera, 70mJ/pulse

Pulse delay Δt = 7 − 20µs

Seeding material Oil droplets (dp ≈ 1µm)
aFrequency doubled

Fig. 11.4 Mean velocity
profiles, scaled with inner
variables (averaged over 100
PIV recordings)
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The nondimensional velocity profiles given in Fig. 11.4 start near the outer edge of
the viscous sublayer (Y+ ≈ 10) and extend well into the region where the large
scale structures in the boundary layer cause a departure from the logarithmic profile
(Y+ ≈ 200).

As already mentioned, the strong velocity gradients within the interrogation areas
close to the wall have mainly two effects.
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First, due to the inhomogeneous displacement of paired particle images, the
amplitude of the signal peak RD+ is diminished. In addition, the diameter
of the peak is broadened in the direction of shear. Therefore the velocity
variation in the near wall region will decrease the likelihood of detection
of the displacement peak.

Second, besides these experimental difficulties it has to be carefully checked
whether the velocity vector assigned to the center of the interrogation
window really represents the flow velocity at this location also in the
presence of velocity gradients, as has been obtained by averaging over
the interrogation window (see Fig. 7.19).

To investigate the effect of different interrogation area size on the number of
outliers all PIV recordings were interrogated four times. The result can be seen in
Table11.3 (for more details see [17]). The number of outliers in the 64× 32 window
is smaller compared to the other cases, because the number of particles is two times
larger. The fraction of outliers is only of the order of 1% in the worst case, which
clearly shows the reliability of the measurement technique.

Figure11.5 represents the semilogarithmic mean velocity profiles as a function
of the distance from the wall. For wall distances Y ≥ 2mm the mean velocity is

Table 11.3 Number of outliers as a function of the interrogation area size, shape and free stream
velocities

Δx0 × Δy0 [pixel] Outliers [%]
[10.3m/s]

Outliers [%]
[14.9m/s]

Outliers [%]
[19.8m/s]

32 × 32 1.07 1.00 1.26

64 × 16 0.72 0.58 1.03

64 × 32 0.20 0.21 0.30

64 × 64 0.14 0.19 0.17

Fig. 11.5 Spatial resolution
effects in the near wall
region (averaged over 100
PIV recordings)
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independent of the size of the interrogation window for three different measurements
(U∞ = 10.3, 14.9 and 19.8m/s).

However, for 0 < Y < 2mm the curves do not coincide due to the different
averaging. The extension of the interrogation windows in the Y direction is mainly
responsible for this. Rectangularwindows (extending parallel to thewall) showbetter
performance as compared to square windows.

Windows deformation techniques for PIV evaluation as available nowadays have
considerably contributed to the improvement of the data quality in boundary layers
and shear flows. However, it should be stressed that a test on scale sensitivity (size
and shape of interrogation window) of the velocity data and the number of outliers
should always be carried out in order to assess the data quality.

11.3 Boundary Layer Characterization

Contributed by:

C. Willert

The boundary layer measurements described in the following were performed in the
low speed wind tunnel of the DLR in Göttingen which is of an Eiffel type with a
cross section of 1 × 1m2. The measurements presented here intend to demonstrate
the potential of PIV in obtaining statistically converged turbulence data, here in a
wall-normal direction using a combination of high-speed imaging and high image
magnification. By limiting the field of view in streamwise direction to only a few
millimeters (≈200 pixel), a large number of PIV images (O(10,000) toO(100,000))
can be acquired at kilohertz rates resulting in continuous sequences that enable spatio-
temporal analysis of the data. The measurement technique is described in further
detail in [35].

Themeasurement location is about 2.0mdownstream of a boundary layer tripping
device (zig-zag tape) at the end of the convergent section immediately upstream of
the test section. The closed circuit wind tunnel flow is seeded with atomized DEHS
droplets of about 1µm size. Illumination is provided by a cost-efficient, continuous-
wave (CW) multi-diode laser that can be externally modulated at up to 100kHz.
Synchronization between high-speed camera and laser pulses is achieved using a
micro-controller (ATMEL AT-MEGA2560).

Details regarding image acquisition are provided in Table11.4. Noteworthy is the
use of macro-lenses with long working distances to achieve image magnifications
up to unity. For displacement retrieval the images are processed with high-aspect
ratio rectangular sampling windows in order to reach a high spatial resolution in
wall-normal direction (Table11.5).

Figure11.6 presents the mean stream-wise velocity profile scaled in viscous units
using the friction velocity uτ
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Table 11.4 PIV recording parameters for turbulent boundary layer over a flat plate

Flow geometry Parallel to light sheet

Illumination Modulated CW laser, 10 W at 520nm

Seeding material DEHS droplets (dp ≈ 1µm)

Recording method Dual frame/single exposure

Ambiguity removal Frame separation (frame-straddling)

Recording medium High-speed CMOS

Pixel size 10 µm

Recording lenses f = 100mm/ f#2.8 400mm/ f#8.0

Magnification M = 42.4 M = 99.8µm/pixel

M = 0.47 M = 1.10

Observation distance Z0 ≈ 0.55 m

Maximum in-plane velocity U∞ ≈10.0 m/s, 15.0 m/s

Field of view (W × H ) 200 × 2016 200 × 1008 pixel

4.7 × 47.6 2.0 × 10.1mm2

Interrogation area (W × H ) 64 × 6 64 × 6 pixel

1.51 × 0.142 0.641 × 0.060mm2

Acquisition rate facq = 2000Hz 4000Hz

Number of samples Ntot = 31739 63464

Dynamic spatial rangea DSR > 300 : 1
Dynamic velocity rangeb DVR > 300 : 1
Pulse delay Δt = 80µs 40 µs

Pulse width τ = 20µs 15 µs
aIn wall-normal direction
bIn stream-wise direction

uτ =
√

τw

ρ
=

√
ν

∂u

∂y

∣∣∣∣
0

(11.1)

where ∂u/∂y|0 is the gradient of the stream-wise velocity right at the wall. With
sufficient imaging resolution this quantity can be estimated by tracking particles in
the linear region of the viscous sublayer (y < 5+) [35]. Alternatively, a fit of the
data to direct numerical simulations (DNS) data in the buffer layer and logarithmic
region can be used for the estimation.

For the present measurements the viscous sub-layer in the immediate vicinity
of the wall is well resolved and matches the expected linear trend before deviating
within the buffer layer (y+ > 5). Overall the velocity profile and variances, shown
in Fig. 11.7, match data from DNS for a zero pressure gradient turbulent boundary
layer at similar Reynolds numbers [30, 32]. Similar agreement can be observed for
the skewness and flatness (kurtosis) of the streamwise velocity fluctuation shown
in Fig. 11.8, with a skewness of zero and flatness of 3 corresponding to a Gaussian
distribution. Just as for the streamwise fluctuation

〈
u′u′〉2 noticeable deviations are
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Table 11.5 Global parameters of the turbulent boundary layer measurement

Free stream
velocity

U∞ [m/s] 10.1 15.2

Boundary layer
thickness

δ99 [mm] 35.7 34.7

Displacement
thickness

δ∗ [mm] 5.77 5.65

Momentum
thickness

θ [mm] 4.19 4.06

Shape factor H12 = δ∗/θ 1.377 1.391

Wall shear rate ∂u/∂y|0 [s]−1 11380 23800

Friction velocity uτ [m/s] 0.418 0.605

Friction
coefficient

c f 0.00343 0.00316

Reynolds number Reδ 23400 34300

Momentum
Reynolds number

Reθ 2750 4020

Shear Reynolds
number

Reτ 970 1360

Wall unit y+ = ν/uτ µm 36.8 25.4

Integral time
scale

TI ms 3.33 2.15

BL turnover time Te = δ99/U∞ ms 3.53 2.28

Fig. 11.6 Mean stream-wise
velocity profile scaled with
inner variables (viscous
scaling) for a turbulent
boundary layer at
Reθ = 2750 and
Reθ = 4020. For better
visibility symbols are only
shown for y+ < 15

observed in the viscous sublayer (y+ < 5) which can be attributed to both the spatial
filtering effect of the PIV interrogation sample and the increased noise originating
from light scattering from the glass surface.
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Fig. 11.7 Profiles of
Reynolds stresses for a
turbulent boundary layer at
Reθ = 2750 and
Reθ = 4020. Legend as in
Fig. 11.6. For better visibility
symbols are only shown for
y+ < 15

Fig. 11.8 Profiles of
skewness and flatness of the
stream-wise velocity for a
turbulent boundary layer at
Reθ = 2750 and
Reθ = 4020. For better
visibility symbols are only
shown for y+ < 15

An estimate of the measurement uncertainty can be provided through the 95%
confidence interval, which indicates a 95% certainty that the mean u falls within the
bounds

u ± 1.96

√
σ2
u

N
(11.2)

whereσ2
u is the variance of the velocityU consisting of N independent samples [1, 2].

The convergence behavior presented in Fig. 11.9 was obtained using a bootstrapping
approach (see e.g., [27]) that assumes that the mean of entire sample corresponds to
the expected value of a sample of infinite length. Based on this figure the number of
independent samples for convergence to a given uncertainty can be approximated.
In this case a 1% uncertainty requires about 100 independent samples for mean
and about 5000 samples for the variance. In this context it is important to observe
that for time-resolved velocity data the number of independent samples N can be
orders of magnitude smaller than the actual number of samples in the sequence
Ntot , especially at increased sampling frequencies. Here the integral time scale TI ,
obtained through integration of the auto-correlation of time-varying velocity u(t),
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Fig. 11.9 a relative error of
mean and variance of
streamwise velocity U at
y+ = 100 with respect to
number of samples; b
convergence behaviour of the
streamwise velocity at
y+ = 100 for selected image
sequences at two Reynolds
numbers and two
magnifications

(a)

(b)

can be used to estimate the effective number of independent samples in a sequence
of temporal length T :

Neff = T

2TI
(11.3)

An alternative estimate for the number of independent samples can be obtained using
the number of eddy turn-over times of the boundary layer flow Te:

Neff = T U∞
Te

(11.4)

As presented in Table11.6 the values of TI and Te are of similarmagnitude suggesting
that the boundary layer turn-over time is suitable for the estimation of the number of
independent samples Neff. The overall convergence of the measurands can be further
improved proportional to 1/

√
M by averaging M independent sequences of equal

length [27]. This is of particular relevance when computing frequency spectra from
the data [26].
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Table 11.6 Uncertainty estimates based on 95% confidence interval of mean and variance of the
streamwise velocity at y = 100+

Reθ Magn. m Tot. Samples
Ntot

Eff. samples
Neff

Uncert. Mean
εU (%)

Uncert.
Variance εσ2

U
(%)

2750 1.1 63464 2382 0.48 3.52

4020 1.1 63464 4087 0.39 1.74

11.4 Turbulent Boundary Layer Analysis by Means of
Large-Scale PIV and Long-Range µPTV

Contributed by:

N. Reuther and C.J. Kähler

The investigation of turbulent boundary layer flows is of great importance from both
the scientific and technological point of view. In aerodynamics turbulent boundary
layers are of major interest as they determine the drag of aircrafts and the separation
characteristics of airfoils. In recent years the observation of very large scale coher-
ent flow motions has achieved a lot of scientific attention because a manipulation
of these so-called superstructures may help to reduce the drag and to delay flow
separation. Furthermore, their existence might explain the development of a second
peak in the streamwise turbulent intensity profile at high Reynolds numbers in the
outer layer, observed by Fernholz & Finley [12]. The average length of these
structures is about 8 boundary layer thicknesses but they can bemuch longer in a non-
averaged or instantaneous representation. These structures have been well described
in flat plate boundary layer flows with zero pressure gradient [5, 9, 16]. However, in
most practical applications the pressure gradient is of paramount importance for the
aerodynamic performance.

Since turbulent boundary layers subjected to pressure gradients were barely inves-
tigated in the past,more experimental data is needed.Hence, the aimof the experiment
described subsequently is to investigate the behavior of superstructures subjected to
pressure gradients. Moreover, statistically averaged quantities are of great interest
in terms of pressure gradient flows and high Reynolds numbers as the scaling of
the universal constants and the boundary layer profile with the pressure gradient is
still under scientific discussion [24, 25]. In particular, resolving the near wall flow
motion to determine the wall-shear-stress adequately is highly relevant in terms of
determining the friction velocity uτ which is important for scaling these types of
flows. The application of PIV to measurements of high Reτ turbulent boundary layer
flows is also challenging due to the necessity to resolve a wide range of scales.

To realize a sufficiently large turbulent boundary layer with well-defined pres-
sure gradients a 7m long boundary layer model, which consists of two s-shaped
deflections and a 4m long flat plate part, was installed in the atmospheric wind tun-
nel at the Bundeswehr University Munich (AWM). A schematic of the wind tunnel
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Fig. 11.10 Schematic of the atmospheric wind tunnel Munich (AWM) and the boundary layer
experiment

and the boundary layer experiment, which was mounted to the side wall to avoid
flow phenomena at the trailing edge affecting the measurement domain, is shown in
Fig. 11.10.

Due to the size of the turbulent superstructures, large-scale PIV was used to fully
resolve the total length even of the largest turbulent scales. The field of view was
approximately 18 boundary layer thicknesses δ or 2.3m in streamwise direction,
respectively. In order to locally increase the resolution in the adverse pressure gra-
dient region and to resolve the smaller scales for proper scaling, the 2D-2C PIV
measurement was combined with long-range μPTV, which is more suitable to the
very near wall region where sharp velocity gradients are present [20, 21, 23]. The
strong dynamic of the near wall turbulence is displayed best by means of high reso-
lution volumetric PTV measuremets, see [DC11.2], [DC11.3] and [3, 4] for details.
Details about the PTV approach can be found in [8, 13, 14]. Figure11.11 schemat-
ically shows the location of the large-scale and the long-range microscope camera.
All PIV parameters used for this investigation are listed in Table11.7. To analyze
the Reynolds number sensitivity, experiments were performed at three different flow
velocities.

http://dc.pivbook.org/near_wall_tracks_3D_PTV
http://dc.pivbook.org/near_wall_velocity_3D_PTV
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c1 c2 c3 c4 c5 c6 c7

c8
c9

c10

Fig. 11.11 Boundary layer experiment: dashed rectangles indicate FOV resolved by means of 9
large-scale cameras (c1 − c9) while solid rectangle indicates location of the long range microscope
camera (c10)

Table 11.7 PIV recording parameters for the three Reynolds numbers investigated

Flow geometry Nearly parallel to light sheet

Maximum in-plane velocity Umax ≈ 11.5m/s

Umax ≈ 28.2m/s

Umax ≈ 43.2m/s

Field of view 270 × 320mm2 (c1 − c7)

370 × 440mm2 (c8 + c9)

17 × 20mm2 (c10)

Interrogation volume 2.0 × 2.0 × 1mm3 (H × W × D) (c1 − c7)

2.7 × 2.7 × 1mm3 (H × W × D) (c8 + c9)

Observation distance Z0 ≈ 1.0m

Recording method Dual frame/single exposure

Ambiguity removal Frame separation

Recording medium sCMOS

Recording lens f = 35/50/180mm (c1 − c7/c8 + c9/c10)

Illumination Nd:YAG laser, 400mJ/pulse

Pulse delay 160/70μ (c1 − c9/c10)

70/30µs

40/20µs

Seeding material Oil droplets (dp ≈ 1µm)

To achieve a homogeneous seeding density in the test section DEHS particles,
with an average size of approximately 1µm [19], were added to the flow in the intake
tower of the blow-down wind tunnel. Particularly for the high Reynolds number case
multiple seeding generators were required to obtain an adequate seeding density
as well for large-scale PIV as close to the wall in the adverse pressure gradient
region for particle tracking. Illuminating the particles in the experiment described
is challenging for two reasons. Firstly, undesirable reflections at the wall must be
avoided in order to resolve the flow velocity close to the wall. This is very difficult or
even impossible to realize for curved geometries as a tangential model illumination
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is required to avoid reflections at metal surfaces [18, 23]. Secondly, setting up a light
sheet with a constant thickness, ideally approximately 1mm, over more than 2m
is demanding. Hence, to overcome these difficulties, two Nd:YAG lasers were used
to illuminate the particles in the region of interest: One illuminating the flat plate
part tangentially and one illuminating the pressure gradient region as indicated in
Fig. 11.10. To prevent reflections the aluminum model was polished additionally as
this allows to suppress reflections nearly totally as shown in [23]. To keep the light
sheet thickness constant along the field of view, long working distances and adequate
long focal length lenses are required. Moreover, ensuring a perfect overlap between
the two laser sheets aligned separately is of great importance as well as avoiding
vibrations of both laser sheets.

To capture the full boundary layer instantaneously, 9 sCMOS cameras, arranged
side by side, were equipped with 50mm lenses (c1 − c7) and 35mm lenses (c8 +
c9), respectively, where the boundary layer thickness increases significantly. The
long-range microscope PTV camera was equipped with a 180mm lens and two
tele-converters, each with amplification of factor 2, resulting in an effective focal
length of 720mm. Usually special long-range microscopes are used for the imaging
but using low cost tele-converters leads often to similar particle images, in terms
of shape and intensity, than expensive long-range microscopes. Thus, individual
field of views of 0.27 × 0.32m2 (50mm lens), 0.37 × 0.44m2 (35mm lens) and
0.017 × 0.02m2 (180mm lens/2 tele-converters), respectively, were realized based
on aworking distance of approximate 1m. Since strong velocity gradients are present
in case of boundary layer flows, choosing an adequate pulse delay requires special
care. In this case, the flow velocity and thus the particle displacement additionally
decreases in streamwise direction due to increased effect of the pressure gradient.
Hence, the local particle displacement, or in otherwords the pulse delay, was adjusted
to guarantee relatively low measurement uncertainties over the whole field of view
by allowing an average particle image shift of 15 pixel in the outer flow.

Statistical averaged quantities were investigated based on 20,000 double-frame
images in case of the large-scale and 30,000 double-frame images in case of long-
range microscope camera, respectively. The large number of samples is required to
obtain statistically converged values of higher order moments according to [22]. Sin-
gle large-scale PIV recordings were evaluated by using iterative multi-pass window-
correlation approacheswith image deformation. The final interrogationwindows size
was 16 × 16 pixel with 50% overlap. In contrast, the long-range microscope data
was evaluated by means of state-of-art PTV algorithms which is beneficial to avoid
bias errors due to a spatial averaging but also to get velocity information closer to the
wall [20, 21]. Subsequently, the single vector fields of the 9 large scale FOVs were
stitched by interpolating the overlapping regions in Matlab. Therefore, an accurate
calibration and perfect alignment of each camera is an indispensable requirement in
order to avoid aberrations and thus unpleasant transitions of the individual FOVs.
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Fig. 11.12 Mean boundary layer velocity profile scaled in inner units for the low Re case
(U∞ = 10m/s)

By combining both, large-scale PIV and long-range μPTV, respectively, the inner
as well as outer region of the turbulent boundary layer could be sufficiently well
resolved to determine all relevant quantities for the scaling properly. Themean veloc-
ity profile scaled in inner variables is shown in Fig. 11.12. Experimental data of the
large-scale PIV provides data down to Y+ ≈ 70 (1/Y+ ≈ 35µm), while the long-
range μPTV resolves the inner region, in other words the viscous sublayer, the buffer
and the logarithmic layer up to Y+ ≈ 100. Thus, there is a small region where the
data obtained overlaps (70 < Y+ < 100). As can be seen in Fig. 11.12, velocities
obtained in this region by means of window correlation are slightly higher than the
ones obtained by particle tracking. Strong velocity gradients exists particularly in
the near wall region, which significantly decrease the PIV measurement accuracy as
the vector assigned to the center of the interrogation window does not adequately
represent the flow velocity at this location, see [21]. Hence, flow velocities obtained
by means of PIV in proximity to the wall were slightly over predicted.

Figure11.13 represents the streamwise turbulent intensity profile in the adverse
pressure gradient region. Here, the turbulent intensities are slightly under predicted
by using PIV due to averaging over the interrogation window. Hence, small-scale
fluctuations are barely resolved by means of large-scale PIV. However, a fairly good
agreement was obtained for the overlapping region. Small as well as the large-scale
fluctuation were adequately resolved by combining large-scale PIV and long-range
microscope PTV. In terms of turbulent boundary layer research, it is interesting to
note that in the adverse pressure gradient region even at lower Reynolds numbers
a second outer layer peak evolves at a similar location were Fernholz & Finley
observed a second outer layer peak for high Reynolds number zero pressure gradient
flows [12]. It is assumed by some researchers that this peak is associated with the
superstructures.
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Fig. 11.13 Streamwise turbulent intensity profile scaled in inner units for the low Re case
(U∞ = 10m/s)

Due to their three-dimensional nature, analyzing the coherent large-scale super-
structures is challenging. However, in order to analyze their approximate streamwise
extent, it is sufficient to characterize the projection of the structures in the measure-
ment plane. Such an instantaneous projection is shown in Fig. 11.14, where instan-
taneous streamwise velocity fluctuations resolved by the multi-camera approach are
presented. Here, the black line indicates the instantaneous turbulent/non-turbulent
interface calculated based on local flow velocities [6]. This figure demonstrates the
necessity of a multiple cameras approach to adequately resolve the turbulent super-
structures, since the streamwise extent of an individual structure ismultiple boundary
layer thicknesses long. Tounderstand theflowphysicswith respect to superstructures,
average properties are of interest rather than characteristics of individual structures.
Thus, spatial correlations of streamwise velocity fluctuations were performed for
various wall-normal and streamwise locations, respectively. Results are shown in
Fig. 11.15 for correlation points located in the zero- (ZPG), favorable (FPG) and
adverse pressure gradient region (APG). Comparing the behavior of the average
streamwise extent to the pressure gradient reveals that large-scale motions subjected
to negative pressure gradients seem to gain size dependent on the pressure gradient. In
contrast, motions subjected to positive pressure gradients seem to decrease in stream-
wise extent. As shown in [15], the shortening and lengthening of the superstructures
can be linked to the decreasing and increasing edge velocity.

In summary, it can be stated that large-scale flow measurements with high spa-
tial resolution are technically possible by installing multiple cameras side by side.
However, this requires a light sheet of constant thickness along the full field of view.
By using long distances between the laser and the measurement position and long
focal length lenses, light sheets of a thickness of 1mm over 2m can be generated. To
avoid wall reflections a polishedmodel surface in combination with tangential model
illumination is required. The latter cannot be done if the model is curved. However,
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Fig. 11.14 Streamwise velocity fluctuation field of the FOV realized by means of 9 sCMOS
cameras. Black line indicates instantaneous turbulent/non-turbulent interface
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Fig. 11.15 Two-point correlation results obtained for correlation points in the ZPG, FPG and APG.
Contours are plotted for 0.2–0.9 in intervals of 0.1

by combining several independent double pulse lasers whose light sheets overlap
perfectly in the measurement location, it was possible to generate an almost tangen-
tial illumination along the complete region of interest with minimal wall reflections.
Intensity variations due to the intensity overlap did not bias the results. Nevertheless,
perfect alignment of the camera systems and accurate calibration of the single FOVs
was the fundamental prerequisite for stitching individual instantaneous vector fields
after PIV evaluation. Moreover, by allowing an average particle image shift of 15
pixel in the outer flow, the measurement uncertainty was minimized as much as pos-
sible. However, close to the wall the PIV results are biased due to spatial averaging
effects [20]. In order to measure the friction velocity for the inner scaling of the data
a long-range microscope was used for the imaging of the particles and a PTV evalua-
tion approach to avoid bias errors due to spatial averaging and to increase the spatial
resolution in proximity to the wall. Recently, the technology was used to capture the
boundary layer along a model with 16 cameras simultaneously, see [15].

11.5 Shock Wave/Turbulent Boundary Layer Interaction

Contributed by:

F. Scarano, R.A. Humble, B.W. van Oudheusden

The interaction between an oblique shock wave and a turbulent boundary layer
(SWTBLI) creates a series of complicated flow phenomena, such as unsteady flow
separation and shock/turbulence interaction that present unique experimental chal-
lenges [10, 31, 33]. The application of PIV in the supersonic flow regime presents
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Table 11.8 PIV recording parameters for shock wave/turbulent boundary layer interaction on a
flat plate (second set denotes parameters for boundary layer study.)

Flow geometry Parallel to light sheet

Maximum in-plane velocity Umax ≈ 500m/s (Ma = 2.1)

Field of view 124 × 39mm2 (16 × 5mm2) (W × H )

Interrogation volume 1.9 × 1.9 × 1.5mm3 (0.7 × 0.08 × 1.5mm3)

Dynamic spatial range DSR ≈ 136 : 1
Dynamic velocity range DVR ≈ 400 : 1
Observation distance z0 ≈ 600mm (z0 ≈ 150mm)

Recording method Dual frame/single exposure

Ambiguity removal Frame separation (frame-straddling)

Recording medium Full frame interline transfer CCD
1376 × 1040 (432 active) pixel

Recording lens f = 60mm, f# = 8 ( f = 105mm, f# = 8)

Illumination Freq. doubled Nd:YAG laser,
400mJ/pulse at 532 nm

Pulse delay Δt = 2µs (0.6µs)

Seeding material TiO2 (dp ≈ 400 nm)

the specific challenges of describing the high-speed flow in the presence of shock
waves with sufficient accuracy, necessitating the quantitative evaluation of the tracer
particle’s dynamic behavior [29]. The SWTBLI problem additionally requires the
large velocity gradient close to the wall and the high-frequency turbulent fluctuations
to be resolved. The PIV parameters used for this investigation are listed in Table11.8.

The particle tracer relaxation time/length is a crucial parameter dictating the
spatio-temporal resolution of the measurement. It is directly evaluated by measur-
ing the particle velocity profile across a planar steady shock wave. Figure11.16
shows the normal velocity profile against the shock-normal abscissa s, and returns
a particle relaxation time of τp = 2.1µs. The corresponding frequency response is

Fig. 11.16 Normal velocity
profile against shock-normal
abscissa s
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fp ≈ 0.5MHz. The Stokes number St = τp/τflow (τflow = δ/U∞) expresses the
fidelity of particle tracers in the specific flow experiment [28]. For the present case
St = 0.06, yielding an RMS tracking error below 1%.

The flow statistical properties are evaluated on the basis of 500 PIV recordings
acquired at 10Hz in a supersonic wind tunnel of 270(H)×280(W )mm2 test section.
The upstream mean boundary layer profile (δ99 = 20mm, Reθ = 3.36× 104) scaled
with inner variables is shown in Fig. 11.17. The experimental data agree with the
composite formula down to y+ ≈ 200.When the evaluation is carried out using high-
aspect ratio interrogation windows (61 × 7 pixel) the wall-normal spatial resolution
is improved extending the agreement to the overlap region (y+ ≈ 80, y < 0.2mm).

The instantaneous recording depicted in Fig. 11.18 shows a non-uniform seeding
particle concentration due to the density variation in the flow. The incident and
reflected shock waves can be visualized by the increase in tracer particle density,
whilst the boundary layer is highlighted by a comparatively lower seeding level. Laser
light reflections from the wall were minimized during the experiment by illuminating
almost tangent to the wall.

Fig. 11.17 Upstream mean
boundary layer velocity
profile

Fig. 11.18 Single PIV recording with mean velocity profile
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Fig. 11.19 Instantaneous stream-wise velocity distribution (top) and statistical fluctuations
(middle). Mean velocity vector field (bottom))
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An instantaneous stream-wise velocity distribution is shown in Fig. 11.19 (top).
The incoming boundary layer has a clear intermittent nature. The global structure
of the interaction is formed by the impinging shock penetrating the boundary layer,
turning and weakening until it vanishes at the sonic line. The adverse pressure gra-
dient generated by the shock causes a dilation of the subsonic layer, which causes a
second compression wave system to emanate upstream of the impinging shock. The
irregular shape of the separated region exhibits turbulent coherent structures, mostly
originating from the separated shear layer instability. Downstream of the interaction
these structures enhance the momentum mixing, which drives the boundary layer
recovery.

The mean flow behavior is described by the averaged velocity field in Fig. 11.19
(middle). The incident and reflected shock waves are visible as a sharp flow decel-
eration and change of direction for the first, whereas the reflected shock exhibits a
smoother spatial variation of the velocity due to its unsteady nature and the averaging
effect. An inflection point prior to separation is visible in the boundary layer profile.
However, from themean velocity vector profiles no reverse flowcan be inferred.After
reattachment, the distorted boundary layer has approximately doubled its thickness
and develops downstream with a relatively low rate of recovery.

The spatial distribution of the turbulence intensity magnitude (u′2 + v′2)1/2/U∞
is depicted in Fig. 11.19 (bottom) and shows the turbulent properties of the incoming
boundary layer, the increased level of fluctuations throughout the interaction region
and its redevelopment downstream. The higher level of fluctuations associated to the
impinging shock (approximately 4%) is typically encountered in these experimen-
tal conditions and is ascribed to the combined effect of the decreased measurement
precision and to small fluctuations of the shock position. The increased level of fluc-
tuations associated with the impinging shock penetrating the boundary layer is due
to its interaction with turbulent coherent structures convected in this region. The
reflected shock exhibits a clear unsteady behavior and relatively high levels of fluc-
tuation, which in this case should not be regarded as turbulence. Two weak features
downstream of the reflected shock (one parallel and the other roughly perpendicular
to it) are due to optical aberration effects introduced by the inhomogeneous index of
refraction field of this compressible flow [11].
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Chapter 12
Applications: Transonic Flows

Common problems appearing the application of PIV at high flow velocities in wind
tunnels are limited in optical access and problems of focusing the images of the tracer
particles due to vibrations and density gradients in the flow [19]. Nevertheless, the
instantaneous flow fields above a helicopter blade profile and in the wake of a model
of a cascade blade have been investigated successfully at transonic flow velocities
by means of the photographic PIV technique already two decades ago [21].

Today, PIV can be applied to transonic flows in industrial wind tunnels, such as
the DNW-TWG with a cross-section of 1 × 1m2, even on a routine basis. Modern
model deformation measurement techniques allow for the determination of the exact
model location and deformation under load in parallel with the measurement of the
instantaneous flow fields.

The first two experiments were carried out in the DLR high-speed blow-down
wind tunnel (HKG). Transonic flow velocities are obtained by sucking air from an
atmospheric intake into a large vacuum tank. A quick-acting valve, located down-
stream of the test section, is rapidly opened to start the flow. Ambient air, which is
dried before entering the test chamber, flows for a maximum of 20 s through a test
section with 725mm spanwise extension. Grids in the settling chamber and a high
contraction ratio lead to a low turbulence level in the test section.

12.1 Cascade Blade with Cooling Air Ejection

Contributed by:

M. Raffel and J. Kompenhans

The aim of this investigation carried out in 1996 was to study the effect of the
ejection of cooling air on the wake behind a model of a cascade blade [21]. Due to

An overview of the Digital Content to applications on transonic flows can be found at
[DC12.1].

© Springer International Publishing AG, part of Springer Nature 2018
M. Raffel et al., Particle Image Velocimetry,
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Table 12.1 PIV recording parameters for cascade flow

Flow geometry Ma = 1.27 parallel to light sheet

Maximum in-plane velocity Umax ≈ 400m/s

Field of view 150 × 100mm2

Interrogation volume 2.8 × 2.8 × 1mm3 (H × W × D)

Dynamic spatial range DSR ≈ 57 : 1
Dynamic velocity range DVR ≈ 100 : 1
Observation distance z0 ≈ 1m

Recording method Single frame/double exposure

Ambiguity removal Image shifting/rotating mirror

Recording medium 35mm film, ASA 3200, 100 lps/mm

Recording lens f = 100mm, f# = 2.8

Illumination Nd:YAG lasera 70mJ/pulse

Pulse delay Δt = 2 − 4µs

Seeding material Oil droplets (dp ≈ 1µm)
aFrequency doubled

a specially adapted wind tunnel wall above and below the model and an adjustable
tailboard above the model, the flow field of a real turbine blade could be simulated
in a realistic manner. The PIV recordings were taken with the photo-graphical PIV
recording system utilizing the high-speed rotating mirror for image shifting at a
time delay between the two laser pulses of 2 − 4µs. The PIV parameters used
for this investigation are listed in Table12.1. Figure12.1 presents the instantaneous
flow velocity field at the trailing edge of the plate (thickness 2 cm) for a cooling
mass flow rate of 1.4% at a free stream Mach number of Ma = 1.27. Expansion
waves and terminating shocks can be easily seen. No data were obtained in the area
above the model as the laser light was blocked off by the model. Data drop-out was
also found in the area directly downstream of the model. The reason is mainly that
the size of the interrogation area could not be further decreased at evaluation due
to algorithms available at that time. This would have been necessary in order to
satisfactorily resolve the strong velocity gradients close to the trailing edge of the
model. In addition, strong density gradients in this part of the flow field caused much
broader particle images. Without ejection of cooling air, the wake behind the plate
can be characterized as a vortex street. With ejection of air this is no longer true: two
separate thin shear layers can be detected in the presentation of the instantaneous
vorticity shown in Fig. 12.1.
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Fig. 12.1 Flow velocity (top) and vorticity field (bottom) behind a cascade blade at Ma = 1.27
and a cooling mass flow rate of 1.4%



442 12 Applications: Transonic Flows

12.2 Transonic Flow Above an Airfoil

Contributed by:

M. Raffel and J. Kompenhans

The application of PIV in high-speed flows yields two additional problems: the
limited velocity fidelity of the tracer particles and the presence of strong velocity and
density gradients.

For the proper understanding of the velocity maps it is important to know at
which distance behind a shock the tracer particles will again move with the velocity
of the surrounding fluid. Experience shows that a good compromise between particle
following behavior and sufficiently high light scattering can be found if this distance
is allowed to be of the order of one or two interrogation areas.

Strong velocity gradients in the flow will lead to a variation of the displacement
of the images of the tracer particles within the interrogation area. Back in 1992, this
influence could only be reduced by application of image shifting, that is by decreas-
ing the temporal separation between the two illumination pulses and increasing the
displacement between the images of the tracer particles by image shifting to the
optimum for evaluation. This was especially important, when auto-correlation and
optical evaluation methods were applied as in this case it is required to be able to
adjust the displacement of the images of the tracer particles to the range for optimal
evaluation (i.e., ≈200µm). The PIV parameters used for this investigation are listed
in Table12.2.

In the case of optical evaluation methods image shifting helps also to solve the
problem of large variations of the displacements of the tracer particle images within

Table 12.2 PIV recording parameters for transonic flow above a NACA0012 airfoil

Flow geometry Ma = 0.75 parallel to light sheet

Maximum in-plane velocity Umax ≈ 520m/s

Field of view 300 × 200mm2

Interrogation volume 5.6 × 5.6 × 1mm3 (H × W × D)

Dynamic spatial range DSR ≈ 57 : 1
Dynamic velocity range DVR ≈ 150 : 1
Observation distance z0 ≈ 1m

Recording method Single frame/double exposure

Ambiguity removal Image shifting/rotating mirror

Recording medium 35mm film, ASA 3200, 100 lps/mm

Recording lens f = 100mm, f# = 2.8

Illumination Nd:YAG lasera 70mJ/pulse

Pulse delay Δt = 3µs

Seeding material oil droplets (dp ≈ 1µm)
aFrequency doubled
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the PIV recording. A successful evaluation is achieved for a range of particle image
displacements of 150µm ≤ dopt ≤ 250µm. The upper and lower limits for this
optimal particle image displacement is determined by the flow to be investigated and
can be adapted to the optimal range of displacement on the recording medium by
applying the image shifting technique, and adding an additional shift in the direction
of the mean flow. Less data drop-out can be expected by this means.

Strong velocity gradients are present in flowfields containing shocks as are present
in transonic flows. Figure12.2 shows such an instantaneous flow field – above a
NACA 0012 airfoil with a chord length of Cl = 20 cm – at Ma∞ = 0.75 [22].
By subtracting the speed of sound from all velocity vectors the supersonic flow
regime and the shock are clearly detectable. Due to the application of image shifting
(Ushift = 174m/s) the requirement for the fluctuations to be less or equal to the
diameter of the interrogation spot could be fulfilled with an optimum interrogation
spot diameter of 0.7mm even at the location of the shock. No data drop-out is found
even in interrogation spots located in front and behind the shock (flow velocities
fromU = 280m/s to 520m/s). The associated parameters for the PIV recording are
presented in Table12.3.

The previous example should demonstrate, that already two decades ago the phys-
ical problems associated with the application of PIV in transonic flows could be
tackled with some experimental effort even for photographic recording. To date,
many of these problems have been solved in a more general way, for example using

Naca 0012 airfoil

Fig. 12.2 Instantaneous flow field over a NACA 0012 airfoil at α = 5◦ and Ma∞ = 0.75,
Ushift = 174m/s, Cl = 20 cm
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Table 12.3 Image recording parameters associated with the instantaneous flow field of Fig. 12.2

M = 1 : 6.7 N ≈ 15

Umin
[m/s]

Umax
[m/s]

Δt
[µs]

Ushift
[m/s]

ΔXshift
[µm]

ΔXmin
[µm]

ΔXmax
[µm]

Without I.S. 200 520 5 0 0 149 388

With I.S. 3 174 78 167 311

frame straddling enabling pulse delays of the laser of much less than 1µs (optimal
displacement of particle images). Furthermore, sophisticated evaluation algorithms
providing high local resolution even in presence of strong displacement gradients
and much stronger pulse lasers providing much higher intensities allow for either
larger observation areas or a smaller aperture leading to sharp particle images even
in case of strong vibrations of the wind tunnel and the PIV set-up.

12.3 Transonic Flow Around a Fan Blade

Contributed by:

J. Klinner, C. Willert

In the following, two experiments are briefly described which were performed at the
transonic cascade wind tunnel of the DLR in Köln (see Fig. 12.3) at Ma1 = 1.25.
The tunnel is a closed loop, continuously running facility featuring chord Reynolds
numbers ranging from Re = 1 × 105 − 3 × 106.

The purpose of the first campaign was to study the impact of various transition
control methods on shock induced separation. PIV measurements were conducted
above the blade’s suction side in the separation region and within the transitional
separation bubble. In this environment PIV investigations have to deal with
pronounced shock motion and associated unsteadiness of the separation region (see
Fig. 12.4). Further experimental challenges involve buffeting of the highly loaded
thin air foil as well as low seeding densities inside the upstream boundary layer and
in the attached transitional separation bubble.

The second measurement campaign was focussed on the transonic velocity field
around the erosion-degraded leading edge of a fan airfoil. The leading edge of a fan
blade is one of the most affected parts of a turbofan since it has a high probability
of high momentum, foreign particle impact such as dust in particular during take-off
and landing. The intention of the study was to provide a database on velocity fields
around different leading edge geometries in order to confirm numerical predicted
locally increased accelerations around the leading edge. These flow accelerations in
turn lead to changes of the shock system and expansion region and are believed to
be partially responsible for stagnation pressure losses of the fan.



12.3 Transonic Flow Around a Fan Blade 445

Transonic wall
with suction

Supersonic nozzle
(M =1.1 - 1.4)1

Exit probe

Suction

Fig. 12.3 Schematic of the transonic cascade wind tunnel at the DLR Institute of Propulsion
Technology

Fig. 12.4 Left: Schlieren image of the shock system in front of the leading edge near stall at
Ma1 = 1.25; the red arrows mark positional changes of the shock wave visualized by time resolved
schlieren imaging at frame rates of 20 kHz (right)

Both experiments involved the same planar 2C PIV setup using a classical nor-
mal viewing arrangement (see Table12.4) with the measurement plane located at
midspan. Due to restrictions of optical accessibility the laser light is introduced
through a light-sheet probe about 550mm downstream from the cascade as illus-
trated in Fig. 12.5. The far downstream distance of the PIV light sheet probe is
chosen to minimize disturbances of the flow in upstream direction. For leading edge
measurements the droplet seeding consisted of an atomized paraffin-ethanol mixture
that is dispersed by two Laskin type atomizers. More details regarding the light sheet
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Table 12.4 PIV recording parameters for leading edge flow and for the flow in the vicinity of the
transitional separation bubble

Flow geometry Parallel to light sheet

Maximum in-plane velocity U∞ ≈ 410 m/s (Ma= 1.22)

Re based on chord length 1.4 × 106

Illumination Dual Nd:YAG lasera , 50 mJ/pulse

Seeding material Paraffin droplets (dp ≈ 0.5µm)

Recording lenses f = 200mm f# 5.6

Recording medium Full frame interline transfer CCD

Pixel size 7.4 µm

Ambiguity removal Frame separation (frame-straddling)

Observation distance z0 ≈ 0.5 m

Magnification M = 0.66 (11.2µm/pixel)

Field of view (W × H ) 22.9 × 22.9 22.9 × 7.83mm2

Interrogation volume
(W × H × D)

0.54 × 0.54 × 0.5 0.54 × 0.27 × 0.5mm3

Number of samples Ntot = 2000 10000

Dynamic spatial range DSR ≈ 43 : 1 ≈43 : 1
Dynamic velocity range DVR ≈ 100 : 1 ≈150 : 1
Pulse delay Δt = 250 ns 400 ns
aFrequency doubled

Fig. 12.5 Test section and light sheet orientation

probe and seeding procedure are described in [18]. For measurements of the separa-
tion bubble the tracer density of paraffine droplets was found to be insufficient and
thus a smoke generator is used which generated tracer droplets by evaporation and
re-condensation of refined mineral oil.
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Fig. 12.6 Left: PIV raw imagewith rectangular region for evaluation of blade displacements; Right:
vertical blade displacements over 200 frames

The unsteady aerodynamic loading of the thin blade resulted in flexure (i.e., vibra-
tions) of up to ±0.23mm (±20pixel). Using a correlation-based tracking algorithm
the relative position of the blade surface was determined for each recording and
used to offset the image data to a coincident blade position prior to PIV processing.
Therefore, positional blade displacements are evaluated in a small rectangular region
above the blade suction side as indicated in Fig. 12.6.

At midspan, the chord-wise position of the shock-induced separation is coupled
with the unsteady shock position above the suction side (for details on self-sustaining
shock oscillation above transonic airfoils see [20]). Near the blade, both passage
shock and separation region fluctuated by ±5mm (±5% of chord or ±450pixel). In
order to enable a conditional averaging with regard to the chordwise position of the
separation region sequences of up to 10000 PIV samples were acquired and sorted by
shock position with an axial resolution of 1 mm. For each sample the instantaneous
axial shock position in each PIV sample was detected based on the maximum axial
velocity gradient in a row that is located ≈7mm above the blade.

Figure12.7 presents a PIV result that was obtained by averaging of Ntot = 1500
samples at a ‘fixed’ shock position. The reverse flow within the transitional separa-
tion bubble is clearly visible. Through postprocessing the dividing streamline was
obtained at zero net mass flux by direct integration of the velocity profile normal to
the profile (see [10]). Through this procedure the blade-normal extension of the shock
induced flow separation can be visualized. The measured flow field also indicates
reattachment of the turbulent shear layer downstream of the separation bubble.

Regarding the leading edge measurements, Fig. 12.8 shows two examples for the
transonic flow around different leading edge geometries near choking. The sharp
leading edge (left sub-figure) exhibits a homogeneous expansion around the suction
side and shows a weak lip shock on the pressure side of the blade. A small subsonic
region is visible between bow shock and leading edge. For the eroded leading edge
model (right sub-figure) this subsonic region shifts upstream of the leading edge and
is significantly larger which as a consequence leads to higher shock losses compared
to the sharp edge. In addition, the blunt leading edge exhibits differences in the
expansion region downstream of the shock. The pressure side lip shock is more
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Fig. 12.7 Shock induced flow separation with reverse flow inside the transitional separation bubble
for a highly loaded fan blade at Ma1 = 1.25

Fig. 12.8 Flow velocities around the sharp (left) and the blunt (right) leading edge near choking
at Ma1 = 1.25

pronounced and a further weak lip shock appears on the suction side, both caused
by the higher flow acceleration around the blunt leading edge. More details on the
leading edge flow around transonic fan blades at different operation conditions as
well as numerical results are published in [17].
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12.4 Stereo PIV Applied to a Transonic Turbine

Contributed by:

J. Woisetschläger, H. Lang and E. Göttlich

In axial rotating machinery, usually velocity data are provided in terms of axial,
circumferential and radial velocity. Stereo PIV allows the calculation of these com-
ponents from the in- and out-of-plane velocities recordedwithin the light-sheet plane.
For this example of application, the schematic of the test section is given in Fig. 12.9.
24 stator blades and 36 rotor blades were used in this turbine with rotational speeds
between 9600 and 10600 rpm. For this test rig air is continuously provided by a
compressor station in the basement of the institute at maximum electric power of
2.8MW with a total mass flow of 22 kg/s and a pressure ratio of 3.5 (stage). Inlet
flow temperature was between 360 and 403K. The turbine’s control system (Bently
Nevada) provided 12 TTL and 1 analog pulse per revolution. By combining both, a
high-resolution trigger signal was available.

Optical Configuration

Most challenging about this application is the highly turbulent, high speed and
unsteady flow where neither to the observation window nor the light sheet probe
nor the seeding pipe are allowed to cause disturbances. High amounts of seeding
have to be used and a careful calibration of the imaging geometry has to be done due
to a curved observation window. The benefit of PIV to immediately obtain unsteady
flowfield data outweighs these difficulties. The recording parameters for this flow are
given in Table12.5. The test rig and the camera arrangement are shown in Fig. 12.10,
with one camera axis being perpendicular to the light sheet and the second camera

Table 12.5 PIV recording parameters for the transonic turbine flow

Flow geometry Three-dimensional flow through curved turbine
blades with a small radial velocity component

Maximum in-plane velocity Umax ≈ 450m/s

Field of view (both cameras) 47.5 × 37.5mm2

Interrogation volume 1.2 × 1.2 × 2mm3 (H×W×D)

Observation distance 260mm

Recording method Dual frame/single exposure

Recording medium 1280 × 1024 pixel, progressive scan interline
transfer CCD (6.7µm pixel pitch)

Recording lens f = 60mm/ f#2.8

Illumination Dual cavity Nd:YAG laser* 120mJ/pulse

Pulse delay Δt = 0.7µs

Seeding material DEHS, Palas-AGF 5.0D particle generator
(dp ≈ 0.3 − 0.7µm)

*Frequency doubled
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Fig. 12.9 Test section (measures in mm)

Fig. 12.10 Turbine test rig with optical setup for stereoscopic PIV with transonic flow conditions
after stator and rotor

axis inclined by 27◦ to the first. This angle was limited by the geometry of the tur-
bine’s casing. The cameras were mounted according to the Scheimpflug condition.
Figures12.10 and 12.11 provide details on the two light sheets used (rotor and stator
planes). The stator ring was rotatable, so that a full blade pitch was accessible with
two consecutive recordings. Figure12.11 also gives details on the light sheet probe.
The light sheet probe was fixed to the cameras base plate while a flexible silicon
tube was used to seal the air inside the turbine. This rigid system eased focusing and
calibration. The camera lenses were focused remotely controlled during test rig oper-
ation by two stepper motors. The laser light was guided through an articulated arm to
the light sheet probe. A high-temperature resin was used to glue the single elements,
especially the cover glass (three-component resin, R&GGmbH). This glass shielded
the aligned optical prism against the fluctuating pressure caused by the flow. The
light sheet was observed through a plan-concave quartz glass window (HERASIL;
anti-reflection coated) with dimensions 123 × 75 × 15mm3 and a R264 curvature
on one side.
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Fig. 12.11 Optical setup and light sheet probe (all measures in mm)

An aerosol generator (AGF 5.0D, PALAS GmbH) injected DEHS oil droplets
approximately 500mm upstream the stator blades through a specially formed pipe
(S shape, 7mm inner diameter). In the most upstream part of the pipe a large number
of holes with 1.8mm diameter were drilled (shower head). This part with a length
of 130 mm was aligned in a tangential direction upstream the light sheet, parallel to
the light sheet. With an approximate diameter of 0.7µm these tracer particles act as
low-pass filter with a cut-off frequency of approximately 80 kHz [34].

Results

Since the flow through a turbine is highly directional with only the secondary flow
effects (vortex shedding, rotor interaction) being of special interest, an image shifting
technique was applied in the main flow direction (up to 11 pixel). Additionally, a
background image with no seeding was subtracted from each of the single recordings
in order to improve the contrast of the tracer particles. In some cases a peak locking
effectwas observed from the images (see Sect. 6.2.2). A slight defocusing using a step
motor driven device for focusing the camera lenses helped to reduce this effect. For
each rotor-stator position investigated, approximately 200 recordings (dual frame)
were done. Such procedure is known as ensemble-averaging. Here the ensembles are
sorted by the angular position of the rotor (rotor-stator position). A cross-correlation
techniquewith 64×64 interrogation size and 50%overlapwas then applied resulting
in the single vector fields. A 2D-Gaussfit in an 3 × 3 pixel matrix was used for sub-
pixel resolution. The single vector fields were validated using the peak height, a
maximum and minimum range and a moving average filter (5 × 5 pixel). This filter
compares mean value and standard deviation for the centre vector with the values of
the surrounding vectors. If the deviation is too high the vector is rejected. Due to the
high turbulence sometimes only a relatively small number of vectors were validated

http://dx.doi.org/10.1007/978-3-319-68852-7_6
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Fig. 12.12 Error in the
out-of-plane component in
the vicinity of the shock due
to a misalignment during the
calibration procedure

(50%). Then, a higher number of single recordings must be used for the averaging.
Additionally, the wake region is always poorly seeded, due to the fact that the vortex
shedding from the trailing edge of the turbine blade contains boundary layer fluid
without seeding. After averaging a number of recordings at a given phase of vortex
shedding the core of the vortices will contain less validated vectors compared to the
main flow. In these areas this might increase the uncertainty in the estimation of the
mean value by 10% or even more compared to the rest of the field. Since the light
sheet plane was observed through a curved window section a higher order approach
had to be used for dewarping the two camera images [27]. After the recordings were
done, the window section was fixed to the base plate of the two cameras (with the
light sheet probe attached). So all parts were removed from the turbine together to
enable calibration outside the turbine test rig.

Since the shock areas are most pronounced only at mid-span, focusing the parti-
cles in the shock area is less of a problem. Unfortunately, the displacement gradients
happen to influence the results, especially when the calibration target is misaligned.
This effect depends on the strength of the gradients and the misalignment of the two
camera projections due to a misalignment of the calibration target. When backpro-
jecting the two vector sets to the measurement plane one camera will then provide
the value from upstream the shock for a given position, while the other projection
provides the value from downstream the shock for the same position in the light-sheet
plane. This will lead to a measurement error which can be easily recognised by a far
too large out-of-plane component. This effect can be seen in Fig. 12.12.

Finally we ended up with following error estimates:

• ±2 - 4m/s per recording (main flow section) with 10−12 pixel particle movement,
0.1 pixel uncertainty (Gauss fit) and more than 10 particles per interrogation area,

• five times less sensitivity of the out-of-plane component compared to the in-plane-
component (due to only 27◦ between the camera axes),

• additional ±3m/s in the shock vicinity (5 pixel misalignment),
• after averaging ±1m/s statistical error (in-plane) and ±5m/s out-of-plane with a
minimum of 100 validated vectors per interrogation area (outside the wake).
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Fig. 12.13 Velocity (left), vorticity (middle) and yaw angle (right) atmid-span in a transonic turbine
stage for six different rotor-stator positions at 10600 rpm [DC12.2]

In a final step the in-plane and out-of-plane components have to be transformed
into axial, tangential and radial components to provide the full data set for comparison
to data obtained by computational fluid dynamics. Two results for the mean velocity
(all three components) and the vorticity (from the two in-plane components) are pre-
sented in Fig. 12.13 for six rotor-stator positions. When looking at the vorticity one
can observe seven phases of vortex shedding during one period of blade passing. This
means the vortex shedding frequency is about 40 kHz. A detailed comparison with

http://dc.pivbook.org/transsonic_turbine-f5
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interferometric measurements indicated that the tracer particles used started to act as
low-pass filter at about 80 kHz [34]. Therefore, only the first harmonic of the vortex
movement can be found in the PIV results. While high resolution CFD methods
predict kidney-shaped vortices, PIV results showed vortices of more or less circular
type because of the tracer particles acting as low-pass filter. On the other hand, PIV
provided the unique possibility to investigate the interaction between shocks, shock
reflections, vortex shedding and wake-wake interaction in these turbulent and tran-
sonic flows. In such transonic turbine flows the stator shock is reflected by the rotor
blades as seen in the yawangle plots. These reflections trigger vortex shedding – every
7th vortex is thus enforced. It also means that rotor movement, shock reflections and
vortex shedding, are in phase in such types of machinery. Thus, ensemble averaging
for one rotor-stator position results in cleary defined, sharp vortices, although 200
images are averaged for each frame in Fig. 12.13. Further discussion of the results
can be found in [13, 14, 33–35].

12.5 PIV Applied to a Transonic Centrifugal Compressor

Contributed by:

M. Voges and C. Willert

In the present application PIV was chosen to analyze the complex flow phenomena
inside a vaned diffuser of a new generation transonic centrifugal compressor, as
this planar technique is capable of detecting unsteady flow structures and to resolve
even high velocity gradients as well as unsteady shock configurations previously
undetectable with point-wise techniques such as laser-2-focus velocimetry (L2F)
[11]. Measurements were carried out at rotational speeds between 35,000 and 50,000
rpm. The operating conditions are summarized in Table12.6. The compressor stage
was designed for a pressure ratio of 6 : 1. Due to the advanced impeller geometry
the diffuser section has a conical shape with a constant passage height of 8.1mm
(Fig. 12.14).

The conical shape of the diffuser plane required specialized engineering solutions
concerning the laser light delivery as well as on the imaging side. Off-the-shelf light

Table 12.6 Operating conditions for PIV investigation inside the diffuser passage

Rotational speed 35, 000 rpm 44, 000 rpm 50, 000 rpm 50, 000 rpm

Pressure ratio 2.5 : 1 4.0 : 1 5.6 : 1 5.3 : 1
Mass flow 1.4 kg/s 2.15 kg/s 2.6 kg/s 2.83 kg/s

Mean
temperature

110 ◦C 175 ◦C 245–255 ◦C 230–235 ◦C

PIV pulse
separation Δt

2.5µs 2.0µs 1.5µs 1.5µs
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Fig. 12.14 Centrifugal compressor test rig (left); photograph of pressure casing with window and
light sheet probe in lower-right corner (right)

sheet probes commonly have a 90◦ beam deflection and generally are not actively
cooled or heat resistant. For this application a special periscope probewas specifically
designed that precisely matched to the geometrical conditions of the diffuser and
casing. The light sheet probe including the internal beam path is shown in Fig. 12.15.
The periscope probe allowed for adjustment of the light sheet in rotational and axial
position and angle relative to the chord of the vane profile. Together with the probe
support in the diffuser casing it was possible to adjust the light sheet to the three vane
span locations chosen for flow investigation: center plane (50% span), one plane
close to the hub (19% span) and one plane close to the tip (74% span). The probe
support close to the diffuser outlet was not perpendicular to the outer machine casing,
but inclined to match the conical diffuser area. The free beam path inside the probe
had a diameter of 6mm. A pair of cylindrical lenses inside the probe formed the light
sheet with a thickness of 1mm and a divergence angle of about 6◦. At the outlet of
the periscope probe a mirror deflected the light sheet with an angle of 97◦, in order
to facilitate its adjustment in the diffuser vane passage. Before entering the light
sheet probe the beam diameter of the PIV laser has to be reduced to pass through the
periscope probe without striking the surface of the metal inner tube. Here a pair of
spherical lenses was used in a telescopic set up. The periscope was also continuously
purged with compressed, dry air to prevent deposition of seeding particles as well
as to cool the probe with its optical components with air exiting at the open delivery
end.

To provide sufficient optical access for planar PIVmeasurements a relatively large
quartz window was needed in the diffuser casing. The prepared access port provided
a camera observation area of one complete diffuser vane passage, including the
impeller exit region (Fig. 12.16). A quartz window and a metal window supporting
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Fig. 12.15 Setup of
periscope light sheet probe

Fig. 12.16 Observation window and camera positions

brace were manufactured with considerable effort to precisely match the inner con-
tour of the diffuser casing, thereby minimizing disturbances of the near-wall flow
(Fig. 12.17).While the outer surface of the glass was flat, the inner surface was CNC-
milled according to the conical diffuser shape and subsequently surface polished by
hand. A bulky design of the window was necessary in order to withstand the high
temperature and pressure strains during compressor operation and also reduces the
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Fig. 12.17 Cross-sectional
view of centrifugal
compressor

likelihood of glass fracture. To reduce compressive stresses and to provide a reliable
seal between the vane passages a silicone sealing was applied to the contact surface
of the vanes in the window area. For flow observation both the frequency-doubled,
dual-cavity Nd:YAG laser and the thermo-electrically cooled, double-shutter CCD
camera (1600×1200 pixel at 14 bit/pixel) were operated at a frame rate of 15Hz. The
increased frame rate significantly reduced overall measurement time, thus reducing
operating costs of the test facility. In addition facility seeding is only required for a
reduced time period, which resulted in significantly decreased window contamina-
tion. The camera itself was mounted on a Scheimpflug adapter to optimize alignment
of the camera optics with the laser light sheet. To further increase the camera’s spatial
resolution in the investigated diffuser passage the camera was traversed resulting in
two camera positions, one position observing the impeller exit, the other position
observing the flow downstream in the diffuser throat (Fig. 12.16). Both measure-
ments were performed in succession for each operating condition and light sheet
position respectively.

Calibration and light sheet alignment was performed by means of a target that
could reproducibly positioned between the vanes of the diffuser passage. To account
for refraction effects due to the thick glass window it was necessary to perform the
calibration with the window installed. The target was made of a thin aluminum plate
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thickness with a precise 2.0 × 2.0mm2 dot grid applied to its surface. Adjustment
of the grid within the vane passage was achieved with three small set-screws.

All of the PIV equipment was mounted on a separate rigid support in order to
minimize the influence of rig vibration. An articulated laser guide arm delivered the
laser light to light sheet forming shaping optics and light sheet probe which were
rigidly attached to the compressor rig. Seeding particles were introduced upstream of
a contraction in front of the impeller. Here a circumferential traverse supported four
seeding probes with different radial positions which allowed for a nearly uniform
seeding distribution across a given sector of the pipe flow. Droplet-based seeding
was produced by a battery of three Laskin-nozzle generators filled with paraffin oil.
Although the oil evaporation temperature is near 200 ◦C, it should be noted that the
evaporation temperature increases with increased pressures, which in part explains
the fact the seeding particles remained visible in the diffuser at temperatures above
250 ◦C. The use of solid particle seeding was also considered but deemed too risky
without additional investigations. However Wernet reports successful use of solid
particle seeding in previous turbomachinery investigations [30, 31].

The size of the seeding particles was limited to 0.3−0.8µm through the use of an
impactor downstreamof theLaskin-nozzle generators. At higher temperatures during
compressor operation, the smallest particles might evaporate while larger particles
survive longer in the flow field, although they have reduced their size when reaching
the investigated flow area. By switching off the impactor the particle size distribution
in the seeded flow could be increased to 0.8−1.2µm. This had a significant positive
effect on the PIV signal during measurements at design conditions of the compressor
stage, but also did not result in window contamination.

For phase-stationary acquisition of PIV images a phase shifter was triggered by
the 1/rev-trigger of the compressor. PIV image sequences of 188 images each were
obtained at 16 equally spaced phase angles on one particular main-splitter-main
blade passage of the impeller. While this number of images is considered to be
sufficient for the calculation of phase-average velocities, it certainly is insufficient to
reach convergence for the estimation of statistical quantities such as RMS values or
Reynolds stresses. Here an estimated 1000 images per phase angle may have been
more adequate. For this application a compromise was made between the detailed
investigation of the flow phenomena occurring in the advanced compressor stage
on the one hand and the precise analysis of the various parameters characterizing
the diffuser flow on the other hand. Thus the limited operation time interval on the
compressor rig was used to perform detailed investigation of the diffuser flow field
with respect to the various operating conditions.

Evaluation of the PIV image data was performed after pre-processing with high
pass filter, subtraction of background image and masking image areas without veloc-
ity information (e.g., diffuser casing, window support or shadowed areas). Transfor-
mation from the CCD sensors coordinates to physical space was performed using
the calibration grid. Fortunately distortion of the particle images (blurring) as well
as geometrical distortion (lensing effect) by the curved inner contour of the window
was insignificant due to the proximity of the light sheet plane to the window surface.
Therefore a separate nonlinear mapping procedure of the images was not required.
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The PIV processing was based on an adaptive, grid refining cross-correlation scheme
with continuous image deformation as described in Sect. 5.3.4.3. At the final resolu-
tion the algorithm used interrogation sample sizes of 32×32 pixel (1.0×1.0mm2) at
50% overlap (final grid size: 0.5× 0.5mm2) and sub-pixel peak position estimation
using Whittaker reconstruction. Outlier detection employed normalized median fil-
tering [32], followed by linear interpolation of rejected vectors. A correlation plane
signal-to-noise ratio of 50 or better could be achieved; the number of spurious vectors
was below 3% for all imaged planes.

The re-combination of the obtained velocity fields for both camera views could be
easily performed during post-processing of the PIV data with the help of the common
calibration grid, as both camera views overlap in one area. With a mean pixel shift
varying from 13 pixel at 35,000 rpm up to 20 pixel at 50,000 rpm, the corresponding
relative measurement error was estimated at 0.5−0.8% (2.7−3.5m/s). Given a final
size of 1.0×1.0mm2 for the interrogation area results in structure passing frequencies
between 600 kHz and 1.4MHz in themeasured velocity range of 300−700m/s. Here
the size of the particles has an important influenceon theobtainedvelocity data.As the
response time of particles about 1µm in size is on the order of 10µs (see Sect. 2.1.1),
the particles behave like a lowpass filterwith a cut off frequency of 100 kHz applied to
theflow.Given ablade passing frequency around20 kHz suggests that only large scale
structures are faithfully captured,while smaller scales are damped out.Here the use of
sub-micron particlesmay be considered, but this would have the effect of a significant
decrease in light scattering efficiency of the particles (Rayleigh scattering regime).
In this context it should be noted that PIV is only capable of capturing a certain

Fig. 12.18 Mach number distribution calculated from the averaged velocity fields at 19, 50 and
74% diffuser passage height (operating conditions: 50,000 rpm, mass flow = 2.6kg/s) [DC12.3]

http://dx.doi.org/10.1007/978-3-319-68852-7_5
http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dc.pivbook.org/rc_4
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Fig. 12.19 Stream lines at
19% (hub) follow the
deflection imposed by the
diffuser vane, with the
passage core flow passing
straight through; at 74% (tip
region) the stream lines show
evidence of the tip clearance
flow as the stream traces turn
in the opposite direction
compared to the hub flow
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Fig. 12.20 Instantaneous Mach number distribution at 50% span, 50,000 rpm, for one phase angle,
characterizing the splitter passage flow; flow patterns of preceding impeller passages are visible in
the diffuser throat (1/12th of total vectors displayed) [DC12.4]

http://dc.pivbook.org/rc_5
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Table 12.7 PIV recording parameters for transonic centrifugal compressor

Flow geometry Ma = 0.4 − 1.2 parallel to light sheet

Maximum in-plane velocity Umax ≈ 300 − 700m/s

Field of view 48 × 33mm2

Interrogation volume 1 × 1 × 1mm3 (H × W × D)

Dynamic spatial range DSR ≈ 80 : 1
Dynamic velocity range DVR ≈ 200 : 1
Observation distance ≈500mm

Recording method Dual frame/single exposure

Recording medium 1600(H) × 1200(V ) pixela, progressive scan
CCD

Recording lens f = 105mm, f# = 4.0

Illumination Dual cavity Nd:YAG laserb, 120mJ/pulse

Acquisition rate 15Hz (188 image pairs per sequence)

Pulse delay Δt = 1.5 − 2.5µs

Seeding material Paraffin oil (dp ≈ 0.3 . . . 1.2µm)
aOnly 1100(V) lines utilized
bFrequency doubled

portion of the spatial energy spectrum, limited by the wave numbers corresponding
to the largest scales (given by the field size) and the smallest scales respectively
(interrogationwindow size). A detailed analysis on the effect of the velocity spectrum
captured with PIV on the measurement accuracy is given by Foucault et al. [12].

Figures12.18, 12.19 and 12.20 provide some samples of the experimental data
obtained with PIV in the radial compressor diffuser passage (Table12.7). A closer
discussion of these PIV results, more detailed information on the compressor rig as
well as further investigations using stereo PIV can be found in Voges et al. [28].

12.6 Transonic Buffeting Measurements on a 1:60 Scale
Ariane 5 Launcher Using High Speed PIV

Contributed by:

F. Schrijer, A. Sciacchitano and F. Scarano

The aim of the experiments was to investigate transonic buffeting in the base region
of the Ariane 5 launcher within the framework of the ESA TRP “Unsteady Subscale
Force Measurements within a Launch Vehicle Base Buffeting Environment”. Mea-
surements were performed on a 1:60 scale Ariane 5 model in the DNW-HST wind
tunnel at Mach 0.5 and 0.8. Various flow control devices were added to the base of
the main launcher such as a skirt and scoop and their effect on the flow field unsteadi-
ness was inferred. In total four configurations are tested. For more information on
the tested configurations, the reader is referred to [15] (Table12.8).
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Table 12.8 Experimental parameters

Flow geometry Ma = 0.5 and 0.8 parallel to light sheet

Maximum in-plane velocity Umax = 280m/s

Field of view 92 × 92mm2; 110 × 100mm2

Interrogation volume 3.6 × 3.6 × 2mm3 (H × W × D)

Dynamic spatial range DSR = 25 : 1
Dynamics velocity range DVR = 100 : 1
Observation distance 150cm

Recording method Dual frame/single exposure

Recording medium CMOS camera (Highspeed star 6)

Recording lens f = 200mm, f# = 2; f = 180mm, f# = 2.8

Illumination Nd:YLF laser

Recording frequency facq = 2.7 kHz

Seeding material DEHS

Fig. 12.21 Experimental setup

The model is located horizontally in the wind tunnel test section and is supported
by a z-sting to reduce acoustic interference. Illumination was provided by a Litron
LDY303HE Nd:YLF laser which is rated at 22.5mJ/pulse at 1 kHz. The laser is
positioned on top of the test section inside the wind tunnel plenum. The light sheet
forming optics is placed directly at the exit of the laser. Subsequently, the formed
sheet is reflected into the test section by means of a front-coated mirror (Fig. 12.21).

The laser sheet thickness was set to approximately 2mm and the width was 15 cm.
The particle images were recorded by 2 LaVision HighSpeedStar 6 CMOS cameras
having a resolution of 1024 × 1024 pixel. Camera 1 was equipped with a Nikkor
200mm objective at f# = 2. The field of view of this camera was 92 × 92mm2

(optical magnification is 0.22). The second camera had a Nikkor 180mm objective
at f# = 2.8 and the field of view was 110×100mm2 (optical magnification is 0.19).
Liquid DEHS tracer particles were used in the experiments having a typical response
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Fig. 12.22 Raw image taken by the camera 2 (left) and image after pre-processing (right)

time of 2µs [23]. The particle concentration was estimated to be between 1 and 5
particles/mm3.

The measurement acquisition frequency was set to 2.7kHz (maximum at full
resolution). The laser pulse time separation was set to 5µs for Mach 0.5 and 4µs
at Mach 0.8 in order to optimize the particle displacement between two successive
PIV snapshots. At Mach 0.5, 1000 image pairs were recorded for each configuration,
which resulted into a measurement duration of 370ms. For Mach 0.8 the camera
buffer was completely filled resulting in 2728 image pairs and a total measurement
duration of 1010ms.

Although the model was treated with a black marker pen, substantial image pre-
processing was required in order to remove laser-light reflections coming from the
model, wind tunnel walls and windows. The pre-processing algorithm is based on
a pixel wise filtering in the frequency domain, which allows to separate the low
frequency which is associated to the reflections from the high frequency content
coming from the particles [26]. A typical result of the pre-processing algorithm is
illustrated in Fig. 12.22, where it can be clearly seen that reflections present in the
top image are successfully removed without compromise to the particle images.

After pre-processing, the velocity fields are obtained from the image pairs using an
iterative cross-correlation based interrogation algorithm using window deformation.
The software used for acquisition and processing is DaVis 7.4 by LaVision. The
instantaneous velocity fields use snapshot correlation with a final window size of
32×32 pixel and 75% overlap; this choice allows sufficient spatial resolution (vector
pitch of 0.72mm in the stitched flowfield) and robustness (about 8–10 particle images
per window). The PIV interrogation window is elliptically shaped with aspect ratio
2:1 for amore accurate measurement of the velocity field in the shear layer. The time-
averaged flow in the boundary layer is calculated by averaging the correlation signal
over the entire sequence, which results in a very robust estimate of the velocity
profile at high spatial resolution (window size: 16 × 16 pixel and vector pitch of
0.36mm) (Fig. 12.23). After the images are processed, the results from both cameras
are stitched to provide the complete flow field in the base of the model spanning a
region from 1cm upstream to 1cm downstream of the nozzle.
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Fig. 12.23 Boundary layer profile close to shear layer separation

A typical instantaneous velocity field is depicted in Fig. 12.24, where the vectors
are sub-sampled of factor 4 in the horizontal direction for clear visualization. The
continuous black line in the contour delimits the back-flow regions. Themain features
of the flow are visible: the flow separates at the edge of the model base and reattaches
on the nozzle surface at approximately x = −10mm. The shear layer between the
external and the base flow has unsteady behaviour and flaps in the vertical direction.
Therefore, the reattachment point oscillates forth and back over the model surface.

In Fig. 12.25 the mean horizontal velocity is shown for Mach 0.8. Similar to the
instantaneous snapshots the vector field as is shown is subsampled with a factor 4 in

Fig. 12.24 Instantaneous flow field for Mach 0.5
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Fig. 12.25 Average flow field for Mach 0.8 (solid black line indicates the region of backflow)

horizontal and a factor 2 in vertical direction for sake of clarity. The mean velocity
field also clearly shows the lowvelocity region between themodel and the shear layer,
where the velocity is below 20m/s. The reverse-flow region (above −20m/s) takes
place close to the model surface and is relatively small. Shear layer impingement
occurs on the nozzle between x = −30mm and x = −40mm.

The turbulence intensity herein defined as T I =
√
0.5

[
(ū ′

/U∞)2 + (v̄
′
/U∞)2

]
is shown in Fig. 12.26 for Mach 0.8. When travelling downstream along the shear
layer, the turbulence intensity increases and reaches a peak value of about 18%.

Finally the power spectrum of the velocity is computed in a region directly above
the separated shear layer, see Fig. 12.27. A peak is found at a frequency of 400Hz,
which corresponds to a Strouhal number of 0.2 which is the typical frequency at
which transonic baseflow buffeting occurs.

Fig. 12.26 Turbulence intensity for Mach 0.8
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Fig. 12.27 Velocity power spectrum taken directly above the separation point

12.7 Supersonic PIV Measurements on a Space Shuttle
Model

Contributed by:

J.T. Heineck, E.T. Schairer and S.M. Walker

Before the Space Shuttle could return to flight after the loss of Columbia, NASA
was required to validate the computational fluid dynamics (CFD) codes that it uses
to predict the trajectories of debris that may be shed from the External Tank (ET)
during launch. To meet this and other requirements, NASA conducted two tests of
a 3% scale model of the Shuttle ascent configuration in the NASA Ames Unitary
Plan 9– by 7–foot Supersonic Wind Tunnel (9 × 7 SWT). In these tests, Dual Plane
Particle Image Velocimetry (PIV) was used to measure the three components of
velocity upstream of the Orbiter wings where debris shed from the ET would be
convected downstream. The measurements were made in four cross-stream vertical
planes located at different axial positions upstream of the Orbiter and above the ET.
The measurements were made at two Mach numbers (1.55 and 2.5) over a range of
model attitudes (Table12.9).

An adjustable dual-plane laser projection system was required to allow the
position of the second plane to be remotely moved downstream during testing
operations. This was necessary because the Mach number range was too large to
allow a fixed downstream separation of the first and second laser sheets. Each
sheet was produced from separate laser heads, with each head providing 250mJ
per pulse. The laser heads were rotated 90◦ with respect to each other to allow
the beams to be combined using a polarized beamsplitter cube. The beam from



12.7 Supersonic PIV Measurements on a Space Shuttle Model 467

Table 12.9 PIV recording parameters for supersonic flow above space shuttle external tank

Recording geometry Light sheet swept 15◦ from normal to the
stream

Maximum cross-plane velocity Umax = 585m/s

Maximum in-plane velocity Vmax = 130m/s

Field of view 870 × 380mm2

Interrogation volume 20 × 10 × 4mm3 (H × W × D)

Observation distance 1.8m–3.2m

Recording method Dual frame - single exposure

Recording medium CCD 1386 × 1024 pixel

Recording lens f = 35mm, f# = 2.0 and 50mm, f# = 1.2

Illumination Two Nd:YAG laser∗ 250mJ/pulse

Seeding material Oil droplets (dp ≈ 0.5µm–1.0µm)
∗Frequency doubled

the second laser was reflected into the cube by a mirror mounted on a high-
resolution translation stage. With this arrangement, the separation of the laser
sheets corresponded to the readout of the translation stage controller. The plate
that supported both lasers and all of the optics was carried by a linear traverse
that provided one meter of displacement in the streamwise direction. This tra-
verse permitted remote control of the streamwise locations of the measurement
planes.

Fig. 12.28 Sample plot of normalized axial velocity in the most upstream measurement plane
Ma∞ = 2.5, α = 0◦, β = 0◦
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The high stream velocity necessitated the use of the dual plane technique. These
measurements revealed a complex network of interacting shock waves and a region
of turbulent, separated flow on the ET just upstream of the Orbiter-to-ET attach point
(“bipod”),where foambroke loose duringColumbia’s final flight. Figure12.28 shows
average axial velocities in the most upstream measurement plane for a typical case.
Higher spatial-resolution measurements were made in a single vertical plane in the
separated-flow region above the Intertank section of the ET.More than 7000 samples
were acquired at a single test condition to allow computing turbulence statistics.
Figure12.29 shows a plot of the overall velocities measured at this position. Further
details can be found in [16].

Figure12.28 clearly shows the bow shock-wave from the nose of the External
Tank (ET). The data are not laterally symmetric because the measurement plane
was not perpendicular to the flow (it was yawed 15◦). In addition, the cable tray on
the starboard side of the ET ogive (Fig. 12.28) probably induced flow asymmetry.
Figure12.29 shows the shock wave from the flange at the upstream edge of the
Intertank. As in Fig. 12.28, the measurement plane is yawed with respect to the
freestream direction. The lower-speed region near the surface is a separation bubble.
Turbulence statistics were derived from this dataset.

Fig. 12.29 Contours of mean axial velocity with vectors indicating mean spanwise and vertical
velocities (m/s). Ma∞ = 2.5, α = 0◦, β = 0◦
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12.8 PIV in a High-Speed Wind Tunnel

Contributed by:

S.J. Beresh

Introducing PIV to compressible flows raises unique challenges, but this has not
prevented many users from successfully implementing PIV at supersonic and even
hypersonic Mach numbers (e.g., [25]). This brief chapter is meant only to describe
the author’s own experience operating PIV at transonic and supersonic velocities
in the Trisonic Wind Tunnel (TWT) at Sandia National Laboratories. The TWT is
a blowdown-to-atmosphere facility capable of Mach 0.5 − 3.0 using a number of
interchangeable test sections of typically 305mm×305mmdimensions, all enclosed
in a pressurized plenum (more recording parameters are listed in Table12.10).

As is often the case when operating PIV in demanding flows, the largest challenge
is satisfactorily seeding the flow. In a high-speed flow, particle lagmust beminimized
by using smaller particles. These scatter less light, which generally must be com-
pensated by greater laser energy, though sometimes laser and camera arrangements
may be advantageously designed to collect light in forward scatter. Moreover, most
high-speed tunnels used for research are blowdown facilities, which are consider-
ably more difficult to seed than closed-return wind tunnels because only one pass is
available to achieve an adequate uniformity of the particle distribution in time and
space.

Seeding in TWT is accomplished using a thermal smoke generator (Corona Vi-
Count 5000) that produces a large quantity of particles typically 0.2 − 0.3µm in
diameter (peak of q1, see Sect. 2.1.6) from a mineral oil base. The smoke generator
is contained within a pressurized tank to force the smoke through a duct into the
elevated pressure of the TWT’s stagnation chamber, where injector tubes distribute
the particles throughout the flow. The flow conditioning section of the TWT removes
disturbances induced by particle injection and assists in dispersing the particles. This
method has successfully scaled up to larger facilities as well [7].

In situ measurement of particle response across the shock wave generated by a
wedge has been conducted at several supersonic Mach numbers and shock angles,
consistently indicating a particle diameter of 0.7–0.8µm. This is greater than the
nominal particle diameter produced by the smoke generator and is assumed to be
attributed to agglomeration in the ducting. Further details on the analysis ofmeasured
particle sizes are given in Sect. 2.1.6. The particle size is expected to be identical
under transonic operation of the TWT. A posteriori analysis of the velocity gradients
in several transonic PIV experiments estimates Stokes numbers of nomore than 0.05,
which indicates negligible error due to particle lag.

Solid particles also have been effectively used in high-speed facilities (e.g., [7]).
These have the advantage of dispersal as smaller agglomerated particle sizes if treated
appropriately, but ordinarily have a specific gravity about four times that of oils.
They also can be more difficult to clean and may pose a damage risk to some tunnel
components. The liquid-based particles have proven effective and reliable in TWT
for all cases save those with massively separated, low density wakes at supersonic
conditions.

http://dx.doi.org/10.1007/978-3-319-68852-7_2
http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Table 12.10 Typical PIV recording parameters for flows in Sandia’s TWT

Flow geometry Many varied aerodynamic applications

Maximum in-plane velocity 285m/s at Mach 0.8; 600m/s at Mach 2.5

Field of view From 25 × 25mm2 to 250 × 160mm2

Interrogation volume From 0.5 × 0.5 × 1.0mm3 to
5.0 × 5.0 × 2.0mm3

Dynamic spatial range Maximum ∼ 100 : 1
Dynamic velocity range Maximum ∼ 150 : 1
Observation distance ∼1.0m

Recording method Dual frame/single exposure

Ambiguity removal Frame-straddling

Recording medium Full-frame interline transfer CCD or CMOS

Recording lens f = 105 or 200mm

Illumination Dual-cavity frequency-doubled Nd:YAG laser
300 − 400mJ/pulse at 532 nm, 10Hz

Pulse delay 0.5 − 4.0µs

Seeding material Mineral oil (dp = 0.7 − 0.8µm)

Additional considerations arise for high-speed flows, an example of which is
aero-optical distortion [9]. An inhomogeneous refractive index due to turbulence is
generally negligible at the modest compressibility of the TWT, but bulk differences
in the refractive index are present at the windows. This creates a subtle but non-
negligible difference in the optical path for oblique camera angles in stereoscopic
PIV for wind-off versus wind-on conditions, influencing the camera registration.
Self-calibration may be used to correct such errors, but is not universally effective
[8]. Obviously, the greater velocities of compressible flows require briefer laser pulse
separation times, but this lies well within the capabilities of modern PIV cameras.
Time-resolved [DC12.5] PIV remains difficult because rapid pulse sequences are
required rather than just pairs, but recently even this has become feasible in com-
pressible flows [2]. Finally, optical access tends to be considerably more restricted
in high-speed facilities, in part due to pressure requirements but also because most
such facilities date from when schlieren imaging was the only optical consideration.
Creating paths for the laser sheet may require a fair amount of mechanical alteration.
Stereo PIV often is advantageous over two-component PIV because of its greater
flexibility in camera position.

Despite these complications, and numerous other surprises that inevitably emerge
during the course of an experiment, PIV has proven very capable and rewarding in
compressible flows. An example is shown in Fig. 12.30, in which stereo PIV was
acquired in the crossplane of a trailing vortex generated by a wall-mounted fin. The
laser sheet was introduced from the bottom of the wind tunnel (left), passing through
a window in the underside of the plenum then through a matching flush-mounted

http://dc.pivbook.org/run008cycle1_movie_n
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Fig. 12.30 Stereo PIV in the crossplane of a fin trailing vortex; photograph (left) and experimental
sketch (right). Not to scale. Mirrors reduce the oblique camera angles [DC12.6]

window in the floor of the test section. Both cameras looked through the same win-
dow of the test section (right), viewing the laser sheet from opposite directions,
because placing one camera at the other side-wall window precludes access to the
test section. To accommodate the limited optical access, the laser sheet was posi-
tioned in the center of the side-wall window used for imaging, then mirrors were
rigidly mounted inside the plenum to reduce the sharpness of the oblique camera
angles. Wind tunnel vibrations have been found not to pose a difficulty for the mir-
rors at subsonic conditions, or even for supersonic conditions at modest Reynolds
numbers. Camera lenses were placed on Scheimpflug mounts to obtain the neces-
sary oblique focal plane. Four different downstream stations were surveyed not by
translating the laser sheet and cameras, but instead by the much simpler process of
moving the fin itself. Data were obtained using a 10 Hz laser with about 400mJ per
pulse, with pulse separation times of 1.4µs.

Figure12.31 shows an example of the results with the fin canted at a 10◦ angle of
attack and a freestream Mach number of 0.8 [5]. Four measurement stations show
contour plots of the out-of-plane (streamwise) velocities alongwith an inset that adds
in-plane velocity vectors for the downstream station. The axes have been normalized
by the fin chord length c and velocities by the freestream velocity U∞. Data such as
these measure the fin trailing vortex and derived quantities such as vortex circulation,
position, and size [DC12.7] may be used to explore the aerodynamic interference
with a downstream control surface [5]. Mean [3] and turbulent [4] characterization
[DC12.8] of the vortex provide insight into its behavior and decay as well as aid the
development of predictive models.

A more complex optical arrangement was required for the example shown in
Fig. 12.32. Here, aMach 0.8 flow over a finite-width rectangular cavitywasmeasured
by a dual stereo configuration employing four cameras viewing a laser sheet aligned
to the streamwise plane [2, 6]. The cavitywas installed into the floor of the test section
and a glass floor to the cavity allowed the laser sheet entry. Four cameras were used
to obtain two stereo fields of view that together spanned the entire cavity extent.
All four cameras were equipped with lenses mounted on Scheimpflug platforms
viewing the imaging region using compound angles. Half-angles of 12◦ separated
the two cameras of each stereo pair in the streamwise plane; this is sub-optimal for

http://dc.pivbook.org/hswindtunnel_f1
http://dc.pivbook.org/hs_windtunnel_figs
http://dc.pivbook.org/a10M8_3d_shiftbyc4turb_k_fig


472 12 Applications: Transonic Flows

Fig. 12.31 Mean streamwise velocity field (out-of-plane) of the fin trailing vortex at Mach 0.8
[DC12.9]

Fig. 12.32 Dual stereo PIV of transonic flow over a rectangular cavity; photograph of the camera
positions (left) and experimental sketch (right). Not to scale [DC12.10]

stereoscopic measurements but a greater angle would have suffered occlusion of the
field of viewby the fore or aft edges of the cavity.Additionally, the cameraswere tilted
in the vertical plane at about 35◦ to provide sufficient angle to peer over the cavity
side lip and view its floor. This vertical angle was made possible within the optical
access restrictions of the TWT by rigidly mounting a mirror horizontally inside the
plenum to reflect scattered light back down towards the cameras at a sharper angle.
The mirrors are not evident in Fig. 12.32.

The camera configuration of Fig. 12.32 is a good example of the power and flex-
ibility of stereo calibration. Cameras may be aligned as demanded by optical access
restrictions and a routine calibrationwill provide the necessary corrections. The cam-
eras were each placed on tilt and translation stages to facilitate a precise alignment.
Calibrations were accomplished by scanning a single-plane alignment target through
the volume of the laser sheet to acquire seven planes of calibration data, which were

http://dc.pivbook.org/hswindtunnel_f2
http://dc.pivbook.org/hswindtunnel_f3
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calibrated using a polynomial fit. Self-calibrationwas performed tominimize camera
registration error. The polynomial calibration is preferred due to its superiority for
imaging through the two thick windows of the test section and plenum. While the
use of a two-plane target has become commonplace in PIV experiments, the extra
calibration planes provide additional fiduciary dots to improve the quality of the
polynomial fit.

Although the vibration external to the wind tunnel is fairly mild, over the duration
of an experiment such perturbations are sufficient to cause camera alignment to drift.
Self-calibration can be used to correct such drift on a daily or even run-to-run basis,
but if possible it is preferable to construct a rigid camera setup. The photograph in
Fig. 12.32 shows that numerous optomechanics were used to brace both the camera
bodies and the lenses. Once alignment was complete – but prior to the final stereo
calibration – the braces were secured. In practice, a well-designed experiment can
remain stable for many weeks if quality optomechanics are used and care is taken
by personnel working nearby.

An example instantaneous velocity field is shown in Fig. 12.33. Vectors show the
in-plane velocities superposed on a contour plot of the streamwise velocity compo-
nent. The positions of the cavity walls coincide with the axes to locate the field of
view. In the primary plot, vectors have been subsampled by a factor of four along each
axis and smoothed to emphasize the large-scale turbulent structure; the inset shows
the finer scale turbulence that can be measured from unaltered vectors. Figure12.33
portrays the shear layer over the top of the cavity growing as it approaches the aft end
of the cavity, while reverse velocities can be observed in the recirculation region near
the cavity floor. Large-scale vortices are visible in the primary plot and the smaller
scales shown in the inset demonstrate the range of features that are contained in a
single measurement. Data such as these may be further analyzed for such quantities
as mean and turbulent fields [2] [DC12.11] or the coherent structures associated with
resonance [29].

Fig. 12.33 Sample instantaneous vector field of flow over a cavity. Vectors in the primary plot are
subsampled 4 × 4 and the inset shows all vectors in a zoomed region [DC12.12]

http://dc.pivbook.org/mean_and_turbulent
http://dc.pivbook.org/hswindtunnel_f4
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In addition to their value for the discovery of fluid dynamics, data such as these are
used for the development and validation of predictive simulations. For example, the
cavity flow data have been used to develop predictive capability for the aeroacoustic
environment of stores carried in flight [1]. Other PIV data sets concerning a jet in
crossflow have been used to calibrate simulations for jet interactions onmaneuvering
vehicles [24]. Numerous other examples may be found in which PIV is impacting
the predictive tools used for modern aerospace engineering.
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Chapter 13
Applications: Helicopter Aerodynamics

Rotor Nomenclature

a∞ speed of sound (m)
c chord (m/s)
CT rotor thrust coefficient (CT = T/ρπΩ2R4)
MH hover tip Mach number (MH = ΩR/a∞)
Nb number of blades
R blade radius (m)
r radial distance (m)
rc vortex core radius (m)
T thrust (N)
σ solidity (σ = Nbc/πR)
ψ blade azimuthal position (deg)
Ω rotational rotor speed (rad/s)

13.1 Rotor Flow Investigation

Contributed by:

H. Richard, B.G. van der Wall and M. Raffel

With increasing use of civil helicopters the problem of noise radiation has become
increasingly important within the last decades. Blade vortex interactions (BVI) have
been identified as amajor source of impulsive noise. As BVI-noise is governed by the
induced velocities of tip vortices, it depends on vortex strength and miss-distance,
which itself depends on vortex location, orientation, and convection speed relative
to the path of the advancing blade. Blade vortex interaction can occur at different

An overview of the Digital Content to applications on helicopter aerodynamics can be found at
[DC13.1].
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locations inside the rotor plane depending on flight velocity and orientation of the
blade tip path plane.

Within the last decade a large number of experimental investigations were per-
formed in order to better understand and to model the development of rotor blade tip
vortices [10, 15, 18, 19, 24, 25, 27, 28, 30, 31, 34, 36, 38]. Most of these studies
were done in hovering condition, because the flow field is azimuthal axisymmetric
under this condition, the vortices are convected below the rotor plane and are iso-
lated in early stage in comparison to forward or descent flight where the vortices are
entrained downstream andmight interact with bladewake, other vortices andwith the
following blades.While earlier velocity measurements were obtained using intrusive
techniques such as hot-wires, more recent flow measurements rely exclusively on
optical techniques, mainly PIV [18, 37].

13.2 Wind Tunnel Measurements of Rotor Blade Vortices

Contributed by:

H. Richard, B.G. van der Wall and M. Raffel

This wind tunnel experiment has been performed in 2001 on a rotor model of 4m
diameter in the 6m × 8m open test section of the Large Low-speed Facility (LLF)
of the German Dutch Wind Tunnel (DNW) operated at 33m/s. The helicopter rotor
model used was a model of the MBB Bo 105 of the German Aerospace Center
(DLR) Institute of Flight Systems in Braunschweig. The measurements have been
performed in the frame of the HART II program [39]. The PIV parameters used for
this investigation are listed in Table13.1.

The rotor consists of four hingeless blades with 0.121m chord length, rectan-
gular blade planform, and −8◦ linear twist. The airfoil was a NACA 23012 with
tabbed trailing edge. During this test, the model was mainly operated in descent
flight conditions where blade vortex interaction dominates the noise radiation. The
rotor rotational frequency was 17.35Hz leading to a tip speed of 218m/s. The PIV
system consisted of five digital cameras and three double pulse Nd:YAG lasers with
2 × 320mJ each, which were mounted, as sketched on Fig. 13.1, onto a common
traversing system in order to keep the distance between the cameras and the light
sheet constant while scanning the rotor wake. The length of the traversing system
was in the order of 10m, the height approximately 15m. Two stereo systems were
used simultaneously. One systemwas equippedwith a 300mm lens in order to record
a small observation area: 0.15m × 0.13m, centered to the blade tip vortex and the
second system was equipped with a 100mm lens resulting in a field of view of
0.45m× 0.38m. The large field of view was intended for an overview of the vortex
and of the surrounding flow whereas the small field of view was intended for vortex
analysis.

For each position and rotor condition, 100 instantaneous PIV images were
recorded. More than half a Tera Byte (650 GB) of PIV raw data had been recorded at
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Table 13.1 PIV recording parameters for HART II

Flow geometry U∞ = 70m/s

Maximum in-plane velocity Umax ≈ 70m/s

Field of view 450 × 380mm2 and 150 × 130mm2

Interrogation volume 3.1 × 3.1 × 2mm3 (H × W × D)

Dynamic spatial range DSR ≈ 31 : 1
Dynamic velocity range DVR ≈ 40 : 1
Observation distance z0 ≈ 5.6m

Recording method Double frame/single exposure

Ambiguity removal Frame separation (frame-straddling)

Recording medium Full frame interline transfer CCD
(1280 × 1024 pixel)

Recording lens f = 100mm and 300mm, f# = 2.8

Illumination 3×Nd:YAG lasera 320mJ/pulse

Pulse delay Δt = 7 − 20µs

Seeding material DEHS droplets (dp ≈ 1µm)
aFrequency doubled

Fig. 13.1 HART II stereoscopic PIV setup

various positions on the advancing and the retreating side. 3C-PIV data from rotating
tip vortices experiments are challenging from an analysis point of view. Conditional
averaging is mandatory for proper analysis of vortex properties in order to take into
account the model motion, vortex wander, aperiodic phenomena and other disturbing
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Fig. 13.2 Averaged velocity (top) and vorticity (bottom) maps of a blade tip vortex; large field of
view (left) and close-up view (right)

effects. In most cases the vortices are not measured perfectly perpendicular to their
axis and the measurement plane must be re-oriented into the vortex axis system.
Several methods to perform such post-processing are described in [37].

Conditionally averaged velocity and vorticity maps obtained by each stereo sys-
tem are displayed in Fig. 13.2. The detection of the vortex needed to perform the
conditional average was done using the wavelet detection method.

The results on the left were obtainedwith the large field of view stereo system. The
blade tip vortex is clearly visible as well as the wake of the previous blade whereas
on the small field of view on the right only the vortex can be seen but with a high
spatial resolution.



13.3 Measurement of Rotor Blade Vortices in Hover 481

13.3 Measurement of Rotor Blade Vortices in Hover

Contributed by:

H. Richard, B.G. van der Wall and M. Raffel

In order to investigate the development of blade tip vortices under different rotor
conditions like thrust and rotational speed, both two- and three-component PIVmea-
surementswere performed on the same 40%Mach scaledBo105model rotor in hover
condition as has been explained earlier. The vortices were traced from their creation
at the trailing edge of the blade up to half a revolution behind the blade with azimuth
steps between 1◦ and 10◦ and different spatial resolutions. In addition, a sequence of
three-component measurements was performed just after the vortex creation at finer
azimuth steps of 0.056◦ in order to generate a three-dimensional volumetric data set
of the blade tip vortex. The influence of the PIV image analysis parameters on the
vortex parameters derived -in particular sampling window size and window overlap-
has been investigated. The measurements presented are part of the HOTIS (HOver
TIp vortex Structure) project.

Within the HOTIS project velocity field measurements were conducted using
two-component (2C) and three-component (3C) PIV on a four-bladed rotor in hover
condition in ground effect inside the rotor preparation hall of the Institute of Flight
Systems at DLR Braunschweig. The aging process of the blade tip vortex and the
influence of the rotor parameters on the vortex characteristics were investigated at
different vortex ages from 1◦ to 150◦ for several rotor parameters: rotation speed
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Fig. 13.3 Averaged velocity and vorticity maps of a young blade tip vortex measured with 2C-PIV
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(200, 540 and 1041 rpm) and thrust (from 0N to 3500N). The blade tip vortex
was measured with different spatial resolutions: low and very high spatial resolu-
tion in case of 2C-PIV measurements and with high spatial resolution for 3C-PIV.
Figure13.3 shows an example of the vortex development measured with the very
low resolution 2C-PIV system. The spatial resolution, defined by the field of view
and the size of the interrogation window, is an important parameter when looking
for vortex properties such as maximum swirl velocity or core radius [37]. In addition
to these measurements, 3C measurements were performed for vortex ages between
3.4◦ and 7◦ using very fine age increments of 0.056◦ in order to generate an averaged
volumetrically resolved velocity data set of the vortex.

13.3.1 The Experimental Setup

The rotor model, which has been described in Sect. 13.2 was installed in the center of
the 12m×12m×8m rotor testing hall ofDLRBraunschweig. The rotorwas operated
in ground effect - the hub center located 2.87m above the ground - at different
rotation speeds of 200, 540 and 1041 rpm, corresponding to tip Mach numbers of
MH = 0.122, 0.329 and 0.633, and with different thrust coefficients varying from
CT /σ = 0 to 0.072. Due to the closed hall, recirculation existed and generated an
inherently unsteady flow field.

The illumination source of the PIV setup consisted of a double oscillator,
frequency-doubled Nd:Yag laser (320mJ/pulse at 532 nm) and light sheet forming
optics which were bolted to the ground below the rotor. The light sheet was oriented
vertically upward and parallel to the trailing edge of the rotor blade and had a waist
thickness of 1–2mm at the measurement plane and a width of around 30 cm. Three
thermo-electrically cooled CCD-cameras, one regular (1280 × 1024 pixel) and two
intensified PCO cameras (1360 × 1076 pixel) were used. One camera for 2C-PIV
and for recording the position of the blade tip and the two other cameras in stereo

Fig. 13.4 Sketch of the PIV
setup and of the rotor model
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Fig. 13.5 The different
fields of view

x [m]

y 
[m

]

-0.2 -0.15 -0.1 -0.05 0 0.05

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

2C-PIV

2C-PIV

3C-PIV

arrangement for 3C-PIV. The cameras were mounted on a support structure consist-
ing of standard optical rails which was bolted to the wall of the testing hall. The
complete PIV setup is shown on Fig. 13.4. The camera support can be seen on the
left hand side of the figures. The cameras were located at 4.5m from the rotor hub
and the stereo cameras were mounted with a stereo viewing angle of 47◦. Laser and
camera were synchronized according to the one per revolution signal given by the
reference blade of the rotor. This signal was delayed using a phase-shifter in order
to measure at a desired blade azimuth angle.

Two component PIV measurements were performed using the middle camera
which was first equipped with a f = 85mm lens and later with a f = 600mm
yielding field of views of 281mm × 357mm (low spatial resolution) and 58mm ×
45mm (high spatial resolution). The stereo system was equipped with a pair of
f = 300mm lenses with a common field of view of 126mm × 96mm.
Figure13.5 shows the different fields of view measured during the campaign. The

time delay between the two laser pulses was between 2 and 40µs depending of the
size of the field of view and of the velocity to bemeasured.Around 200measurements
were taken for each setting. The flow seeding was introduced to the measurement
area by Laskin nozzle particle generators filled with DEHS fluid producing particles
with a mean diameter below 1µm.

13.3.2 Evaluation and Analysis

Dewarping coefficients were extracted from calibration images in order to map the
stereo recordings onto a common grid. A so-called disparity correction was applied
as well using the actual PIV recordings in order to account for possible misalignment
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between the calibration target and the light sheet plane. This correction is performed
by cross-correlating simultaneously recorded images of the two views (upper and
lower camera). The residual misalignment was found to be on the order of 100 pixel
corresponding to a few millimeters in the object space. The resulting vector map is
then used to correct the original mapping coefficients which were used to dewarp the
raw PIV images prior to PIV interrogation. The images obtained during the measure-
ment were pre-processed using high pass filter (=3 pixel), then binarized and finally
low-pass filtered (=0.7 pixel) in order to increase the signal to noise ratio. A multi-
grid PIV algorithm based on pyramid grid refinement and full image deformationwas
applied to process the image starting with large interrogation windows on a coarse
grid and refining the windows and the grid with each pass. A sampling window of
64 × 64 pixel was used in the initial step gradually refining down to 24 × 24 pixel
as final window size at 75% sample overlap which represent an interrogation area
of 2.3mm × 2.3mm for the 3C measurements and 1.05mm × 1.05mm for the 2C
measurements with very high resolution. Sub-pixel peak position estimation was
performed by means of Whittaker reconstruction. All the processing was done using
the PIVview software which makes use of the advanced algorithms presented in
Sect. 5.3.4.3.

The primary aim of these measurements was to gain a better understanding of the
development of the blade tip vortex, especially in its early stages of development. The
velocity vector fields are used to extract vortex characteristics such as the maximum
swirl velocity, the core radius or the peak of vorticity. Prior to the full processing of
the PIV image, the influence of the PIV interrogation window size and overlap on
these characteristics was investigated.

Samplingwindow size:One of themost important PIVparameters is the size of the
interrogation or sampling window which, in terms of other measurement techniques,
defines the probe volume. In case of vortex characteristic investigation, the decrease
of window size results in an increase of maximum swirl velocity and a decrease of
vortex radius [31, 37].

Sampling window overlap: Numerical investigations of the effect of correlation
window overlap on vortex characteristics (maximum swirl velocity and core radius)
were performed in [37] using a Vatistas model [35]. The same investigation was
reproduced using a real PIV image (ψ = 5◦,Ω = 56.55 rad/s and thrust T = 550N).

First this image was processed with 96 × 96 pixel and 128 × 128 pixel windows
sizes with overlap between 2 pixel (98% overlap) to the window size value (0%
overlap) in x direction whereas the overlap in y direction was kept constant at 50%
of the window size. Figure13.6 shows the maximum tangential (swirl) velocity and
core radius extracted from the horizontal velocity profile (one dimensional analysis).

The curves obtained are in good agreement with the numerical simulation men-
tionedbefore.They converge todifferent values dependingon thewindowsize and the
oscillations decrease with increasing overlap. The swirl velocity values are always
equal or below the value obtained with the maximum sampling whereas the core
radius oscillates around it. Maximum swirl velocity is reached when the center point
of an interrogation window falls onto the maximum in the velocity profile which has
an increased probability as the overlap is increased.

http://dx.doi.org/10.1007/978-3-319-68852-7_5
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Fig. 13.6 Maximum tangential velocity and core radius versus overlap

In a second step the same image was processed using window sizes of 48, 64,
96, and 128 pixel size with overlap between 2 pixel and the window size value. The
maximum swirl velocity and core radius were computed by averaging circularly
the tangential velocity profile over r (two dimensional analysis), the radial distance
from the vortex center. This radial averaging method is known to be more robust.
The curves obtained are presented on Fig. 13.7.

The effect of the window size is still noticeable but the curves are smoother and
the oscillations which were observed in Fig. 13.7 are nearly completely damped.
This investigation shows that the overlap parameter can play an important role when
looking for vortex characteristics and that in order to avoid random effects an overlap
as large as possible should be used in order to avoid these sampling artifacts.
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Fig. 13.8 Multi region principle for vortex flow analysis

While the minimum interrogation window size is limited by experimental param-
eters like seeding distribution, in-plane loss of image pairs (mainly compensated by
multi-grid algorithms) and image background noise, the overlap parameters do not
have such limitation. The only limitation for the use of large sample overlap is the
processing time and the size of the resulting data set. In effect the processing time
and the size of the resulting data set increase by a factor of 4 when the overlap is
increased by 50%. The processing performed in 2004 on a Pentium IV (3.0 GHz,
1GB RAM) of a 1360 × 1076 pixel 2C-PIV image using multi-grid algorithm with
64×64 pixel initial window size and 24×24 pixel final window size with an overlap
of 22 pixel (91% overlap) lasted 2.5min and generated files of 14MB. Under these
conditions it was not realistic to use such parameters for a large number of images:
the processing of the images recorded during HOTIS campaign would require few
months requiring nearly one Tera Byte to store the result. In order to overcome
this problem and to be able to use larger sample overlap a new feature was imple-
mented within the processing software which allowed using multi-region interroga-
tion parameters based on physical properties. The procedure consisted of:

1. Processing of the PIV image using a large window size and small overlap, for
example 64 × 64 pixel window size with 50% overlap, the vector field obtained
is used to compute differential operators. In case of vortex flow: the vorticity and
the λ2 operator.

2. The vorticity or/and the λ2 operator are used to estimate the location of the vortex
center which is used to define the position of the new region of interest. This
region is then processed using finer window size and larger overlap, for example
24 × 24 pixel window size with 90% overlap.

3. The vortex characteristics are extracted from this region (solid curve in Fig. 13.8).

In the example, Fig. 13.8, less than a sixth of the PIV image area was processed
using small window size optimizing in this way the time and storage requirements.

In addition to azimuth steps of 1◦ to 10◦, sequences of 3C measurements
were performed with vortex age increments of about 0.056◦ for vortex ages from
3.4◦ to 7◦ for different rotor conditions. These small increments allow reconstruct-
ing a 3D volume of the vortex due to the azimuthal axisymmetry of the flow field.
The resulting volume allows the computation of the two missing components of the
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ωx ωy ωz

Fig. 13.9 Contour plot of the three vorticity components

vorticity vector (ωx and ωy), based on out-of-plane derivatives of u, v and w. The
reconstruction of the volume can only be done using averaged results because every
plane forming the volumewas recorded at different instants of time. After conditional
averaging, the orientation of each plane was corrected in order to take the step angle
into account. Figure13.9 shows the three vorticity components after merging all the
3C-PIV vector fields. The vortex tube as well as the blade wake is clearly visible on
these graphs.

13.3.3 Conclusions

Helicopter model tests were performedwith a 40%Mach scaled rotor of the Bo105 in
a hover testing chamber and in a large low-speed wind tunnel. The blade tip vortices
were traced from their creation up to half a revolution with small age increments. A
parametric studyof the twomainPIVparameters - the correlationwindowsize and the
overlap - was done. It shows that the overlap should be as large as possible in order to
avoid random effects and to improve the accuracy of the vortex characteristics which
can be extracted from the result. The results show that a high spatial resolution
is required in order to resolve the vortex characteristics and particularly the core
radius of young vortices properly. A three-dimensional reconstruction of the blade
tip vortex has been applied for vortex ages betweenψ = 3.4◦ and 7◦ using a very fine
age increment step of Δψv = 0.056◦. The volume reconstruction allows computing
all the differential quantitieswhich can not be obtained by single plane 3C-PIV.Afirst
post-processing and analysis shows that the vortex characteristics - swirl velocity,
core radius and axial velocity - seem to be independent of the blade tip speed at least
in the range measured during the tests (0.122 ≤ MH ≤ 0.633).
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13.4 Flow Diagnostics of Dynamic Stall on a Pitching
Airfoil

Contributed by:

K. Mulleners and M. Raffel

Dynamic stall is a classic example of unsteadyflowseparation that occurs for example
on helicopter or wind turbine rotor blades in response to an unsteady change of the
angle of attack beyond the static stall angle. It is characterized by the formation of a
large-scale dynamic stall vortex and a delayed onset of massive flow separation with
respect to static stall [2, 20, 21].

Guided by the idea that an unsteady aerodynamic phenomenon such as dynamic
stall is best studied in a time-resolved manner, Mulleners & Raffel [22, 23]
developed a novel approach to characterize dynamic stall on a pitching airfoil based
on a combination of time-resolved PIV and an extensive coherent structure analysis,
which is summarized here.

Experimental Setup

Stereoscopic time-resolved PIVwas conducted in the vertical cross sectional plane at
the mid-span location of a pitching airfoil. The PIV parameters for this investigation
are listed in Table13.2. The two-dimensional airfoil model with OA209 profile and
chord length c = 0.3m was placed in a uniform flow at a free stream Reynolds
number Re = 9.2 × 105 in the closed-circuit, continuous low-speed wind tunnel at
DLR Göttingen. The wind tunnel had an open test section with a rectangular nozzle
of 0.7m×1.0m. The airfoil was subjected to a sinusoidal oscillation about its quarter

Table 13.2 Stereoscopic time-resolved PIV recording parameters for the investigation of dynamic
stall on a pitching airfoil

Flow geometry Parallel to light sheet

Free stream velocity U∞ = 50m/s

Field of view 335 × 165mm2 (W × H )

Interrogation window 6.4 × 6.4mm2 (W × H )

Recording method Dual frame/double exposure

Ambiguity removal Frame separation (frame-straddling)

Recording medium High repetition rate CMOS camera
1024 × 1024 pixel

Acquisition frequency 1500Hz (double images) = 3000 fps

Recording lens f = 85mm

Illumination Freq. doubled Nd:YLF laser 12mJ/pulse at
527 nm

Pulse delay Δt = 30µs

Seeding material DEHS (dp ≈ 1µm)
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chord axis withmean incidence α0, amplitude α1, and reduced frequency k. The latter
is defined as k = π fosc c/U∞, with fosc the pitching frequency. Mean incidence,
amplitude and reduced frequency were varied to attain different stall cases. In the
current example, results are presented for a representative deep dynamic stall case
with α0 = 20◦, α1 = 8◦, and fosc = 2.6Hz resulting in k = 0.05 and about 570
velocity snapshots per pitching cycle.

The PIV data was evaluated according to standard procedures using the multi grid
algorithm with image deformation, a final interrogation window size of 32 pixel ×
32 pixel, and an overlap of approximately 80%. This yields a grid spacing or physical
resolution of 6 pixel or 1.2mm = 0.004c.

Prior to analysis, the velocity fields were rotated into the airfoil reference system
with the x-axis along the chord, the y-axis along the span and the z-axis upward
perpendicular to the chord, while the origin coincides with the rotation axis, i.e., the
airfoil’s quarter chord axis, at model mid-span.

Coherent Structure Analysis

The coherent structure analysis methods selected to identify and characterise the
salient flow features that emerge during a dynamic stall cycle include an Eule-
rian and a Lagrangian procedure to locate the axes of vortices and the edges of
Lagrangian coherent structures respectively, and a proper orthogonal decomposition
of the velocity field to extract the energetically dominant coherent flow patterns and
their temporal evolution.

The Eulerian vortex detection method utilises the dimensionless scalar function
Γ2 introduced by Graftieaux et al. [4] to locate the axis of individual vortices and
to determine their sense of rotation. According to its definition, Γ2 is a dimensionless
scalar function, with −1 ≤ Γ2 ≤ 1. The location of possible vortex axes is indicated
by the local extrema ofΓ2 and the sense of rotation is given by the sign of the extrema.
The markers in Fig. 13.10 indicate the assessed vortex axes locations and the colour
of the markers indicates whether these vortices are clockwise or counter-clockwise
rotating.

The Lagrangian approach adopted here is the finite-time Lyapunov exponent
(FTLE)method [5, 7], which is deemed robust and relatively insensitive to short-term
anomalies in the velocity data and thus particularly suited to analyse experimental
data [9]. The FTLE is a scalar measure for local stretching or expansion of fluid
particle trajectories and maximising ridges in the FTLE field have been shown to
represent structure boundaries in vortex dominated flows [6, 8, 32]. The FTLE field
is calculated at a time instant tn as

FTLE(xn, tn, T ) = 1

2T
log σ(xn, tn, T ), (13.1)

with xn the initial vector locations for trajectories starting at tn , and σ the coefficient
of expansion for the trajectories after an integration time T . The coefficient of expan-
sion is defined as the maximum eigenvalue λ of the Cauchy–Green tensor, which is
determined from the local spatial gradient of the flow map, according to
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Fig. 13.10 Velocity, vorticity, and FTLE fields representing the different stages of the dynamic
stall life cycle: attached flow (row 1), emergence of flow reversal and shear layer growth (row 2),
shear layer roll-up (row 3), stall onset (row 4), and flow reattachment (row 5). (A colored version
of the figure can be found at [DC13.2])

http://dc.pivbook.org/dynstall_stages
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σ(xn, tn, T ) = λmax

([
∂χ(xn, tn, T )

∂xn

]t [
∂χ(xn, tn, T )

∂xn

])
, (13.2)

with χ(xn, tn, T ) the flow map that maps particles with initial vector locations xn at
time tn along their Lagrangian trajectories onto their new location after an integration
time T . The superscript t indicates a matrix transposition.

The FTLE fields can be evaluated for both forward T > 0, and backward T < 0
advection and are labelled correspondingly as positive (pFLTE) and negative finite-
time Lyapunov exponent (nFTLE) fields. Maximising ridges in the pFTLE and the
nFTLE fields respectively indicate regions where the flow is currently experiencing
local stretching or local attraction.

The presence and formof relevant FTLE ridges are indicated in the right columnof
Fig. 13.10. The ridges are selected as regions where the values of the FTLE are larger
than 40% of the maximum of the field. In the present example, the FTLE method is
applied to a low order model of the velocity field to highlight the dynamics and the
topological signature of the large-scale coherent structures that dominate the flow
field. The low-order model was constructed based on the first 69 modes of the proper
orthogonal decomposition of the velocity field, representing 99.5% of the energy.

The third method used to extract coherent flow structures is the proper orthog-
onal decomposition (POD) of the velocity field. The fundamental idea of POD is
to approximate the flow field by a linear combination of spatial eigenfunctions with
temporal coefficients such that the original spatiotemporal flow field is approximated
as accurate as possible based on an energy-weighted measure [17]. In the current
example, the two-dimensional in-plane velocity field u = (u, w) was decomposed,
according on the snapshot method introduced by Sirovich [33], as

u(x, z, tn) =
N∑
i=1

ai (tn) ψ i (x, z), (13.3)

where N is the number of instantaneous field realisations and tn is the discrete time
stamp. The spatial functions or modes ψ i (x, z) can be associated with instantaneous
organised flow pattern whose temporal evolution is described by the corresponding
temporalmode ai (t) andwhose relative contribution to the total energy is represented
by the corresponding eigenvalue λi [17]. The eigenvalues are sorted in decreasing
order such that the first modes represent the most dominant flow structures in terms
of energy content.

Results

Based on the combination of time-resolved velocity field information and the results
of the coherent structures analysis methods, the chronology and causality of the
prominent stall events was revisited and characterised [22, 23]. By analysing the
locations and interactions of the identified vortex cores, the unsteady flow develop-
ment over an oscillating airfoil within a single dynamic stall life cycle was classified
into five successive stages: the attached flow stage, the stall development stage, stall
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onset, the stalled stage, and flow reattachment. Snapshots representative of the dif-
ferent stages are presented in Fig. 13.10, including the velocity and vorticity fields in
the left column and the corresponding FTLE fields in the right column. The markers
in the velocity field indicate the vortex cores as identified by the Eulerian vortex
detection method and the timing of the snapshot is given with respect to the pitching
period starting at the minimum angle of attack.

The stall development stage is the part of the DS life cycle between static and
dynamic stall onset covering the unsteady separation process. The flow separation is
initiated by an adverse pressure gradient and involves the formation and detachment
of a shear layer from the airfoil’s surface [3, 29]. With increasing angle of attack
beyond static stall, an adverse pressure gradient builds up and leads to the formation
of a prominent recirculation region that grows normal to the surface (Fig. 13.10 row
2). At the interface between regions of reverse and free stream flow, a shear layer
develops that controls the successive stall development [11]. The primary instability
of the shear layer generates small-scale vortices that interact only weakly at first.
Subsequently, viscous interactions increase leading to the roll-up of the shear layer
into a large-scale DS vortex (Fig. 13.10 row 3). The development of this secondary
instability of the shear layer is clearly visualised by the ridges in the nFTLE field,
which represent material lines that segregate the inviscid free-stream flow from the
viscous flowwithin the shear layer. The bulging of these ridges indicates the engulfing
process that accompanies the shear layer roll-up.

The primary stall vortex subsequently detaches due to vortex induced separation
signalising dynamic stall onset (Fig. 13.10 row 4) [26]. The onset of dynamic stall
was specified directly from the velocity field based on the third POD eigenmode
(ψ3), which represents the large-scale dynamic stall vortex (Fig. 13.11). The first
and second POD mode represent a fully attached and a fully separated flow state,
respectively. Time histories of the associated time development coefficients are pre-
sented in the top panel of Fig. 13.11 with the sinusoidal variation of the pitch angle
in the background for reference. In the beginning of the cycle, the flow is attached,
indicated by high absolute values of a1. Near t/T = 0.4, |a1| decreases while |a2|
increases, indicating a transition from an attached to a separated flow state. During
that transition, |a3| increases, indicating the growth of the primary stall vortex. Once
the dynamic stall vortex separates from the shear layer that provides its circulation,
the time coefficient drops drastically. The first local maximum of |a3| thus marks the
detachment of the dynamic stall vortex and dynamic stall onset. The occurrence of
dynamic stall onset can also be identified by the emergence and subsequent down-
stream convection of a saddle point near the leading edge. The saddle point can be
recognised by the intersection of the ridges in the pFTLE and the nFTLE field [12].
Near the end of the cycle, the excess wake fluid is convected downstream and the
flow reattaches from the leading edge toward the trailing edge, as indicated by the
nFTLE ridges (Fig. 13.11 row 5).
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Fig. 13.11 Three most dominant POD modes representing an attached flow state (ψ1), a separated
flow state (ψ2), and the dynamic stall vortex (ψ3). The associated time development coefficients,
normalised with the square root of twice the eigenvalue, indicate the temporal evolution of the
relative contributions of the individual modes within a single pitching period T . The pitch angle
history is added in the background in grey for reference. (A colored version of the figure can be
found at [DC13.3])

13.5 Investigation of Laminar Separation Bubble
on Helicopter Blades

Contributed by:

M. Raffel, C. Rondot, D. Favier and K. Kindler

Detailed studies of the boundary layer profile and the characteristics of the flow
velocity distribution close to the leading edge of a helicopter blade profile were
conducted using 2C-PIV. The relatively small scales of flow structures related to

Table 13.3 PIV recording parameters for microscale wind tunnel investigations

Flow geometry Boundary layer on an OA209 blade tip model

Maximum in-plane velocity Umax = 10mm/s

Field of view 1.658 × 1.358mm2

Interrogation volume 96 × 96 pixel

Observation distance z0 = 35.5 cm

Recording method Double frame/single exposure

Recording medium CCD camera, 1280 × 1024 pixel

Recording lens Mirror objective lens, M = 4.86, f# = 6

Illumination Nd:YAG lasera 2 × 200mJ/pulse

Pulse delay Δt = 10ms

Seeding material Oil droplets (dp � 1µm)
aFrequency doubled

http://dc.pivbook.org/dynstall_POD_modes
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dynamic stall, the study in which the flow field has been measured with a relatively
high spatial resolution. The feasibility of μ-PIV measurements utilizing a mirror
telescope in a wind tunnel has been demonstrated successfully. The spatial resolution
of approximately 50µmallowed for an assessment of the different turbulencemodels
and damping coefficients for the improvement of CFD predictions (Table13.3).

Introduction

Over the past decade, considerable progress has been made in the development of
performance prediction capabilities for isolated helicopter components.ModernCFD
methods deliver promising results formost attached air flows. The prediction of high-
speed and high-load cases still needs more intensive experimental investigations of
the unsteady viscous flow phenomena, such as the dynamic stall at the retreating side
of the rotor and the complex mechanism of the stall in the vicinity of the blade tip.

Overall flow field measurements on pitching airfoils, pitching finite blade models
and on rotating blades in hover chambers and wind tunnels have been successfully
performed at different places. In this section we focus on measurements, which
have been obtained for a steady incidence angle of 11.5◦, since the flow phenomena
involved are well understood and documented. This incidence angle corresponds to
the point where maximum lift is obtained, shortly below the incidence angle where
massive flow separation occurs. The flow around the OA209 profile for this range of
Reynolds number, span wise location and incidence angle is determined by the tran-
sition of the boundary layer and the flow separation on the suction side which results
in the generation of vorticity dominating the wake flow and the performance of the
wing. This holds in a similar way for finite wings and 2D-airfoil profiles. For the
present case of moderate Reynolds numbers and high incidence angles, laminar flow
separation occurs shortly behind the leading edge and transition to turbulent flow
conditions occurs immediately after separation. The resulting turbulence intensity
forces a reattachment of the flow within a short distance, resulting in a significantly
increased maximum lift with respect to the low Reynolds number cases. The separa-
tion together with the re-attachment forms a laminar separation bubble containing a
recirculation region, which has only a few millimeter extension in chord wise direc-
tion (see Fig. 13.12). The turbulent boundary layer behind the bubble allows the flow
to stay attached even at relatively high adverse pressure gradients.

Detailed investigations of the turbulence intensity, the size and the temporal devel-
opment of the flow structure at the leading edge are required in order to validate CFD-
codes which are under development for a more accurate prediction of the dynamic
stall cases. Therefore, stereoscopic PIV and pressure measurements have been per-
formed to quantize the overall flow features close to the tip of a rotor blade, both in
steady cases and during pitching motion. Two-components PIV measurements with
an observation field size of 1mm and 50µm resolution, have been performed further
inboard in order to resolve the relevant flow features in the phase shortly before the
stall onset in steady and unsteady cases. The results of the steady case have been
comparedwith ELDV (Embedded Laser Doppler Velocimetry see [1]) andCFDdata.
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Fig. 13.12 Sketch of the separation bubble

The Test Setup

The Nd:YAG laser system used had 2 × 200mJ pulse energy at 532 nm and was
equippedwith conventional light sheet optics. The cameras had a resolution of 1280×
1024 pixel.

The setup used for the PIV measurements with a very high resolution is similar
to the one described in [16], but has been used under relatively rough conditions
in a wind tunnel. The microscope lens used for the test was a mirror objective lens
QM100ofQuestarCorporation. It is optimized forworkingdistancesG, ranging from
G = 150mm to G = 380mm. It has an aperture angle of ω = arctg(D/2G) with
D being the aperture diameter. The numerical aperture for the working distance of
G = 355mm, which has been chosen for the experiment, is A = n · sin ω = 0.083
with n being the refractive index of air. The F-number was f# = 1/2A = 6 and
the magnification M = 4.86 resulting in a calibration factor of 754 pixel/mm. The
diffraction limitedminimum imagediameterwasddi f f = 2.44 f#(M+1) = 45.6µm
and the estimated depth of focus δZ = 2 f#ddi f f (M + 1)/M2 = 136µm. The light
sheet thickness was 400µm. Particle image diameters observed were between 50
and 130µm (8–20 pixel) which is similar to observations made in [13, 14]. The
development of the boundary layer, the reverseflow region and the shear layer towards
the outer flow can clearly be seen in the results presented in Fig. 13.13.

The experiments have been performed in the S2 Luminy wind tunnel of the Labo-
ratoire d’Aérodynamique et de Bioméchanique du Movement LABM of the French
research center CNRS at the University of Marseille. The PIV measurements were
performed close to the leading edge of an OA209 blade tip model, in a plane orthog-
onal to the span in a distance of approximately 200mm.



496 13 Applications: Helicopter Aerodynamics

Fig. 13.13 PIV results
obtained with a mirror
telescope objective at
α = 11.55◦, steady case. The
magnitude of the velocity
has been plotted by gray
levels. The coordinates x and
y are given in millimeters.
The origin is placed on the
model surface (y), 5% chord
length behind the leading
edge (x) (A colored version
of the figure can be found at
[DC13.4])

The majority of the μ-PIV measurement has been made at a steady incidence
angle of 11.5◦ and has been compared with CFD and ELDV results at the same
condition.

Results and Discussion

The imagequality obtainedwith themirror telescopeobjective, allows for the analysis
of the unsteady flow features at a spatial resolution of �50µm. The number of
outliers is of the acceptable order of 5%. The relative accuracy, as compared to
conventional PIV recordings, is slightly lower due to the fact that the particle images
are approximately five times larger. However, the uncertainty due to noise is assumed
to be in the order of 0.1m/s and the wall distance of each measurement location can
be determined very precisely, since the surface is visible in each recording. Therefore,
the development of the boundary layer, the reverse flow region and the shear layer
towards the outer flow can clearly be seen in the result Fig. 13.13.

Figure13.14 depicts tangential velocity profiles through the laminar separation
bubble obtained by CFD with SA- and SST turbulence models and by ELDV, PIV
and μPIV. It can be seen that the agreement of most of the different methods in the
outer regions (20mm and above) is relatively high (∼98%) with respect to the free
stream velocity). However, the more detailed presentation in Fig. 13.14 shows that
the differences between the different experimental results as well as of the different
CFD results becomes evident. The reason for the differences of the PIV and the
μ-PIV results can easily be explained by the weak spatial resolution of the recordings
made with the 100mm-lens. The differences between the ELDV measurements and
theμ-PIVmeasurements are more significant and differ not as much in the measured
flow velocity, but in the size of the separation bubble in wall normal direction. One
reason for this might be a small disagreement of the incidence angle adjustment of

http://dc.pivbook.org/laminar_separation


13.5 Investigation of Laminar Separation Bubble on Helicopter Blades 497

Fig. 13.14 CFD, ELDV and PIV results of the laminar separation bubble at α = 11.5◦ and
x/c = 0.05; steady case

both tests. However, the conclusion, which turbulence model resolves the flow field
in the separation bubble best, can easily be drawn in favor for the SA-turbulence
model.

Conclusions

Discrepancies concerning the size of the separation bubble on a helicopter blade
profile have been observed as well as an acceptable agreement of the velocity mag-
nitudes found by the different measurements. The present results can be considered
to be a good data basis for the validation of numerical codes. It has been demon-
strated that instantaneous velocity fields determined byPIV at high spatial resolutions
can be used to choose turbulence models and numerical damping coefficients. The
strength, scale, and distribution of the laminar separation bubble - measured for the
first time with such a high resolution in a wind tunnel experiment - are essential for
the validation of numerical simulation techniques.
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Chapter 14
Applications: Aeroacoustic and Pressure
Measurements

14.1 PIV Applied to Aeroacoustics

Contributed by:

A. Henning

In the research field of aeroacoustics, fluctuations in turbulent flows which are part
of a sound generating process can be identified by means of the so-called causality
correlation technique [5, 6, 29]. In this approach, the coefficientmatrix resulting from
the calculated correlation coefficients between the acoustic pressure fluctuations in
the far field andvelocityfluctuations in a turbulent flowfield is analysed.The temporal
resolution of the coefficient matrix is set by the sampling rate of the pressure signal
in the far field. The spatial resolution is determined by the spatial sampling rate of
the measured flow quantity (Table14.1).

In the wind-tunnel study presented here, noise sources at the leading edge slat
in a high-lift device configuration are detected by a technique, using PIV for the
acquisition of the velocity field in the vicinity of the slat cove [7]. Pressurefluctuations
in the far field are captured via microphone arrays located outside of the test section.
PIV measurements provide instantaneous flow quantities φ at the position x at the
time ti . Synchronously the pressure fluctuations p are recorded at positions y with a
sampling rate of 100 kHz. This allows the calculation of the time resolved correlation
coefficient matrix Rφ,p. The sample correlation coefficient Rφ,p(x, y, τ ) is defined
as:

Rφ,p(x, y, τ ) = Sφ,p(x, y, τ )

σφ(x) σp(y)
=

〈
φ′(x, t) p′(y, t + τ)

〉

√〈
φ′(x, t)2

〉〈
p′(y, t)2

〉 , (14.1)

with the correlation function defined as:

An overview of the Digital Content to applications on acoustic and pressure measurements can
be found at [DC14.1].

© Springer International Publishing AG, part of Springer Nature 2018
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Table 14.1 PIV recording parameters for aeroacoustic investigation on high-lift device

Flow geometry Flow inside leading edge slat-cove

Maximum in-plane velocity Umax ≈ 90m/s

Field of view 75 × 48mm2 (W × H )

Interrogation volume 1.5 × 1.5 × 1.0mm3 (W × H × D)

Dynamic spatial range DSR ≈ 50 : 1
Dynamic velocity range DVR ≈ 300 : 1
Observation distance z0 ≈ 1000mm

Recording method Dual frame/single exposure @5Hz

Ambiguity removal Frame separation (frame-straddling)

Recording medium Full frame interline transfer CCD 1600 × 1200
pixel

Recording lens f = 180mm f# = 2.8

2× Illumination Freq. doubled Nd:YAG laser 200mJ/pulse at
532 nm

Pulse delay Δt = 15 − 25µs

Seeding material DEHS (dp ≈ 1000 nm)

Sφ,p(x, y, τ ) = 1

N

N∑

n=1

[
φ′(x, tn) p′(y, tn + τ)

]
. (14.2)

where φ′(x, t) represents the zero-mean part of a near-field quantity φ measured at
position x and time t . The variable τ is the time shift between the pressure signal and
φ. The correlation coefficient is normalized by the root-mean-square (RMS) values
of φ′ and p′ which are denoted by σφ(x) and σp(y). The statistical significance and
therewith the signal to noise ratio of the resulting coefficients increases with

√
N , but

only if the PIV samples are statistically independent [30]. Therefore in most cases
using a high-speed PIV system for the correlation technique will result in a large
number of samples not contributing to the significance of the results. Only a low
sampling rate of the PIV measurement guarantees a maximal contribution of each
sample to the significance of Rφ,p. The measurements under free field conditions
presented here demonstrate the applicability of this technique, if the number of PIV
samples N is chosen to be high enough (N = 16000 in the present case).

Experiments were conducted in the Aeroacoustic Wind Tunnel Braunschweig
(AWB) of DLR, which is an open-jet closed-circuit anechoic test facility with a
rectangular 0.8m by 1.2m nozzle exit. The AWB is equipped with acoustic wall-
treatment in combination with sound absorbing turning vanes installed in the flow
circuit [20]. Measurements are performed on the DLR F16 model. It is a multi
element 2D high-lift airfoil with a modular design. In the work presented here a 3
elements configuration is investigated. In this experiment special slat-tracks on the
suction side have been designed allowing the PIV camera to look inside the slat-
cove (see Fig. 14.1). The 2D model is installed between side plates with turntables,
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Fig. 14.1 Cross sectional view of the F16 model. The span of the airfoil is l = 800mm. The box
indicates the regions of interest (ROI) observed by the PIV camera. Dots are indicating the positions
of the pressure probes at the mid-span

designed in extension of the nozzle. The model chord length is c = 300 mm (clean
configuration) and the span measures 800mm. A parametric study is performed
varying the deflection-angle α, the slat -gap and -overlap as well as the flow speed
U∞ (see Table14.2). The PIV measurements are sampled at a low frequency of 5Hz
and can be regarded as statistically independent. To avoid shadowing effects, the
slat region is illuminated from the top and the bottom of the model simultaneously.
The PIV-camera is installed on a mount capable to rotate around the same axis as
the model, allowing to maintain the field of view in the coordinate system of the
model for all different values of α. The seeding is injected from a corner of the wind
tunnel upstream of the model configuration in a way that the particles have to pass
the complete wind tunnel before they reach the PIV field of view. Figure14.2 shows
a picture of the experimental setup. A 2D-microphone array is located outside the
flow-field below the high-lift device (pressure side). It consists of 64 microphones
(M51 by LinearX). The distance between the model and the microphone membranes
is approximately −5.89c in the vertical y-direction. A linear microphone array is
located above the model (suction-side) at a distance of approximately 3c. It consists
of 8 microphones. The microphone signals were simultaneously sampled with an
A/D conversion of 16 bits at a sampling frequency of fs = 100 kHz. All channels
had an anti-aliasing filter at fu = 50 kHz. To reduce the influence of low-frequency
wind-tunnel noise on the measured signals a high-pass filter with a cut-off frequency
fl = 500Hz has been applied. In order to avoid a jitter between the PIV timing
and the pressure data acquisition both measurement systems are synchronized by a
master clock. Wall pressure fluctuations are measured with a set of pressure probes
(XQC-132A-093, manufactured by KULITE) at the mid-span of the airfoil arranged
in the chordwise direction at the leading edge of the wing main-body. A second set

Table 14.2 Deflection-angle, gap and overlap values for slat (δs , gs , ovls ) and flap (δ f , g f , ovl f )
normalized with the model chord. Measurements have been performed at free stream velocities of
U∞ = 40, 50 and 60m/s

Conf δs gs (%) ovls (%) δ f g f (%) ovl f (%)

Ref 27.834◦ 2.27 1.07 35 2.11 0.56

3eopt-2 23.299◦ 2.61 2.09 35.011 0.986 1.52
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Fig. 14.2 Picture of the
experimental setup in the
Aeroacoustic Wind Tunnel
Braunschweig (AWB)

of sensors is distributed in spanwise direction along the leading edge of the wing
main-body. The analog signals were filtered, digitalized and recorded by the Viper
data acquisition system used for the microphone signals with the same parameters.

Figure14.3 shows the correlation results Rv,p for the 3eopt-2 configuration at
U∞ = 60m/s and α = 11◦ with v being the velocity component in the vertical
y-direction. Here p is the pressure fluctuation measured at a single microphone
of the 2D-Array located at 90◦ to the flow direction at x/c ≈ 0 (pressure side).
Figure14.3a shows the spatial distribution of the overall maximum values. One result
obtained during previous applications of the technique is the fact, that regions of
maximum correlation values cannot be interpreted as dominant source regions [6].
Figure14.3b depicts the temporal evolution of the coefficient for a fixed point in
space x = [x/c; y/c] = [0.064;−0.024]; corresponding to the point where the
overall maximum is located in Fig. 14.3a. Figure14.3c shows the spatial distribution
of Rv,p for τ = 3.99ms, the point in time the coefficient is maximal in Fig. 14.3b.
This value of τ does not correspond to the sound travel time from the slat cove
to the position of the microphone. Analyzing the point in time when the maximal
correlation values occur depending on the position in space is a key element for a
deeper understanding of the sound generating process using the causality correlation
technique. Figure14.3d shows the temporal evolution of Rv,p along a streamline
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Fig. 14.3 Cross-correlation results Rv,p with v being the velocity component in the vertical
y-direction. a Spatial distribution of the overall maximum values. b Temporal evolution of Rv,p for
x = [x/c; y/c] = [0.064; −0.024]. c Spatial distribution of Rv,p for τ = 3.99ms. d Space-time
evolution of Rv,p along the gray line in Figure a

shown in Fig. 14.3a (gray line) crossing the point of the overall correlationmaximum.
The time delay corresponding to the sound travel time from a possible source in the
flow field to the microphone is τ ≈ 5.2ms. Analyzing the diagonal of maximum
values in Fig. 14.3c, this corresponds to a location at the slat-cusp; the source of
coherent flow structures being convected through the slat cove and being accelerated
through the slat gap.

14.2 PIV in Trailing-Edge Noise Estimation

Contributed by:

D. Ragni

The application of PIV in the measurement of broadband trailing-edge noise gen-
erated by the scattering of the turbulent-flow past the trailing-edge of an airfoil [3]
is quite recent. The topic is mostly relevant in the wind-turbine industry, which is
exploring new add-ons installation such as serrations [16] and porous trailing-edges
[9] for noise mitigation. Tomographic PIV has been used to elucidate the complex
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Fig. 14.4 Iso-surface of streamwise vorticity along the serration surface. Streamlines are color
contoured with streamwise-velocity component. Free- stream velocity 10m/s, serration h/b =
4/2 cm, NACA0018 airfoil with 20 cm chord [2]

3D flow created by those add-ons under substantial pressure gradient, as it can be
seen for example in Fig. 14.4, concerning a recent application about serrated-trailing
edges for noise reduction [2].

TomographicPIVadditionally allows to use the 3Dvelocityfields in the estimation
of trailing-edge noise. Studies fromdiffraction theory [1] showed in fact that turbulent
trailing-edge noise can be estimated from the hydrodynamic characteristics of the
incoming boundary-layer on an airfoil edge. In particular the energy associated to
the pressure fluctuations on the surface can be computed from tomographic PIV data
by estimating:

• the unsteady surface pressure auto-spectral density Φpp;
• the spanwise correlation length of the structures lz;
• the convective-velocity of the associated flow structures uc.

By knowing the energy associated to the pressure fluctuations, the trailing edge
noise estimation can be carried out through a radiation integral, as explained by
[23, 27].Although unsteady-surface pressure is typically retrieved by high repetition-
rate PIV systems, recent studies are proposing a smart adaptation of Taylor’s hypoth-
esis of frozen turbulence, for the conversion of the relatively higher spatial-resolution
of low-repetition-rate PIV systems into temporal information [22].

As a remarkable example, the study from [22] a tomographic PIV setup has
been used to measure 3D velocity fields of a turbulent boundary-layer convecting
over a straight trailing-edge of a flat plate Table14.3. An instantaneous tomogram is
presented in Fig. 14.5 together with a close-up of the flow features in the boundary
layer. For a free-stream velocity of 10 m/s, 2000 images have been acquired and
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Fig. 14.5 Top: Iso-surfaces of the velocity magnitude at 0.6 of the free-stream value of a turbulent
boundary-layer convecting on a straight edge (xt = 0), together with contours of velocitymagnitude
at xt -xz-plane at xn = 0.64mm. Detail with additional iso-surfaces of Q on top-right. Bottom:
estimation of equivalent source power level based on reconstructed pressure field and comparison
with acoustic measurements [23], free-stream velocity of 10m/s

the aforementioned statistical parameters have been computed. Estimation of the
equivalent source power level based on the reconstructed pressure fields are presented
in Fig. 14.5 and compared to acoustic measurement from far-field microphones and
from a similar approach, but using high-speed PIV [23]. From the comparison of the
resulting scaled 1/3 octave band SWL a relatively good agreement with the acoustic
measurements within 4 dB is appreciated from for f δ∗/u∞ lower than 7. The sharp
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Table 14.3 Parameters for tomographic PIV experiment

Configuration 3D-3C

Field of view (3D) 60 × 30 × 6mm3

Interrogation window (3D) 0.5 × 0.5 × 0.5mm3

Spatial dynamic range (FOV) DSR ≈ 70

Free Stream pixel shift (FOV) 16 pixel

Magnification M = 0.40

Recording method Dual-frame

Dataset ensemble (N) 2000

Recording medium LaVision Imager Pro LX 4870 × 3246 pixel2

Recording lens f = 105mm f# = 16

Illumination Freq. doubled Nd:YAG laser 200mJ/pulse at
532 nm

drop off seen in the acoustic measurements at f δ∗/u∞ = 1 cannot be reproduced by
the estimation from the high-speed data due to hardware limitations and to signal-
to-noise ratio effects, which typically sets the maximum effective flow measured
frequency to about 4 kHz (systems with 10 kHz acquisition frequency), just below
the Nyquist value. On the other side, by employing a relatively higher resolution
with a low-repetition rate PIV system, the curve of the microphone data can be better
approximated.More in detail, the blue squares show the results obtained in the present
study using the low repetition rate tomographic PIV system and the correlation length
obtained from the pressure field. The low frequency range is limited by domain extent
in streamwise direction and frequencies below f δ∗/u∞ = 3 are not obtained by the
low repetition rate system too. For higher frequencies up to f δ∗/u∞ = 1 agreement
within 2 dB can be easily reached.

14.3 A High-Speed PIV Study on Trailing-Edge Noise
Sources

Contributed by:

A. Schröder, U. Dierksheide, M. Herr, T. Lauke

Introduction

Airframe noise is essentially due to the interaction of unsteady, mostly turbulent flow
with the structure of the airplane, particularly caused by vortical flows around edges
or over open cavities. A classical problem in this field is the trailing edge noise, which
involves different noise generating mechanisms. Extensive investigations have been
conducted on airfoil- and on flat plate trailing edges. According to [10, 15, 21] the
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Fig. 14.6 Setupof the high-speed-PIVsystematAWB(left) and the directionalmicrophone focused
at the measurement volume at the trailing-edge (right)

major noise contribution is provided by the span-wise component of vorticity, the
corresponding dipole (“principal edge noise dipole”) is the sc. perturbed Lamb vector
being perpendicular to the plane of the plate. A numerical simulation of trailing edge
noise can be performed, based on such HS-PIV input data.

Setup, Measurements and Procedure

A flat plate (chord based Re = 5.3 × 106 and 6.6 × 106) with profiled leading
and trailing edges was mounted vertically in the Aeroacoustic Wind Tunnel Braun-
schweig (AWB), which is an open jet anechoic test facility (see Fig. 14.6). The
flat plate boundary layer was tripped at the leading edge, reaching a thickness of
δ = 0.03m on each side of the trailing edge, corresponding to free stream velocities
ofU = 40m/s to 50m/s and a chord length of 2m. Towards the trailing edge the plate
is slightly and symmetrically convergent (5◦ taper), but no flow separation occurs.
Table14.4 gives the PIV recording parameters, a full description of the experimental
setup is provided in [8, 28]. The PIVmeasurement volume was located at the trailing
edge in a x-y-plane within the turbulent boundary layer in order to track the flow
structures with a spatial resolution of 256 pixel in y- and 1024 pixel (corresponding
to 135mm) in x-direction. The used high-speed PIV system consists of a NewWave
Pegasus PIV, dual cavity Nd:YLF laser with an output beam wavelength of 527 nm,
a pulse length of 135 ns and 2×10mJ at 1 kHz and approximately 2×7mJ at 4 kHz
for each resonator, optics to produce a light sheet and a HighSpeedStar4 (HSS4)
CMOS camera with a spatial resolution of max. 1024 × 1024 pixel at 2 kHz frame
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Table 14.4 PIV recording parameters for high-speed PIV (HS-PIV) measurements at the trailing-
edge of a flat plate

Flow geometry Perpendicular to trailing-edge

Maximum velocity 50m/s

Field of view 140 × 37mm2

Interrogation volume 4 × 4 × 0.7mm3

Dynamic velocity range 0–50m/s

Observation distance 1.2m

Recording method Double frame/single exposure/4 kHz

Recording medium CMOS-camera

Recording lens f = 105mm, f# = 1.8

Illumination Nd:YLF laser, 7mJ per pulse

Pulse delay Δt = 20 s

Seeding material DEHS (dp ≈ 1µm)

rate. In this application, a double frame rate of 4 kHz was achieved, thus yielding
images at 8 kHz with a spatial resolution of 1024×256 pixel and a 10 bits gray-scale
dynamics. 2.6GB camera memory inside the camera housing allowed to capture
4096 double-images per run. The camera lens was a Nikon 105mm with an aper-
ture of f# = 1.8. The evaluation of the particle images was performed with a cross
correlation scheme using standard FFT with multi-pass (four iteration steps), image
deformation, interrogationwindow shift and a finalwindow size of 32×32 pixel, with
75% overlap, corresponding to a resolution down to 3mm in both directions. The
Whittaker reconstruction was used for the deformation scheme and peak detection
was achieved by a three point Gaussian fit. For post-processing, a median filter was
used to remove outliers. As an example, Fig. 14.7 shows an instantaneous velocity
field out of a run of 4096 velocity vector fields measured in one second.

A “straight forward” method which should result in a direct calculation of the
source terms and therefore a reconstruction of the whole sound field was applied:
As the major vortex source term, the perturbed Lamb vector, i.e., the source term
of the acoustic analogies of [10, 15, 21], was directly computed from the measured
HS-PIV velocity field quantities (namely the instantaneous velocity, vorticity and
the mean flow). After linear interpolation onto the body-fitted block-structured grid
for the trailing edge, these source term values were fed into the subsequent com-
putational aeroacoustic (CAA) simulations. Assuming a mean flow at rest (Ma =
0) the computations were performed by the DLR acoustic code PIANO (Perturba-
tion Investigation of Aerodynamic Noise), which in this case solves the acoustic
perturbation equations (Fig. 14.8).

Conclusions

The example presented is one of the first applications of highly time-resolved PIV to
a classical aeroacoustic problem at industrially relevant Reynolds numbers. A new
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Fig. 14.7 Instantaneous velocity vector field (v′ scalar field gray leveled) of a 4 kHz run in the
trailing edge region (top) and the corresponding directional microphone signal (actual value at the
arrow position)

Fig. 14.8 Frequency spectra at different flow velocities measured by the directional microphone
(left) and the pressure wave calculations by CAA code PIANO on the basis of HS-PIV data (right)

method for the prediction of trailing edge noise was suggested with the future aim to
compute the noise field and directivity by using PIV data, namely the aeroacoustic
source quantities, as input for a CAA calculation. Both high-speed PIV and acoustic
experiments (for a later validation of the suggested method) were performed on a
flat plate model in an aeroacoustic wind tunnel. The PIV data-set was captured at a
double-frame rate of 4 kHz with a sufficiently large field of view and enough spatial
resolution to resolve all main features of the sound generating flow.
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Time resolved PIV allows the non-intrusive quantification of the relevant flow
parameters and helps to investigate vortex- structure interactions. In terms of the
aeroacoustic optimization of existing aircraft components such an “optical” detection
of aeroacoustic source terms will be beneficial, since a huge amount of (at least low-
speed) problems could be investigated at lower costs without the need of quiet test
facilities.

14.4 Three-Dimensional Vortex and Pressure Dynamics of
Revolving Wings

Contributed by:

M. Percin, R. van de Meerendonk and B.W. van Oudheusden

Flapping-wing aerodynamics, as observed in biological flyers, is a three-dimensional
unsteady phenomenon, where the flow structure is further complicated by the use of
low-aspect ratiowings. Accordingly, flappingwings generate three-dimensional flow
structures, among which the leading edge vortex (LEV) was shown to be responsible
for the enhanced force generation [4, 13]. The stability of the LEV, which ensures
continuous generation of high forces, has received special attention and it has been
hypothesized that spanwise pressure gradients and the associated vorticity transport
[4], and the apparent rotational accelerations that are characterized by the Rossby
number [11, 12] play an important role in this aspect. Clearly, to fully characterize the
flow structure, experimental investigation in flapping-wing aerodynamics requires
a time-resolved volumetric measurement technique which is capable of capturing
three-dimensional vortical structures. In this respect, tomographic-PIV technique,
the applicability of which has been explored in earlier studies [18, 19], is used in
order to obtain three-dimensional velocity fields around a revolving-surging flat-plate
wing model starting from rest.

The experiments were performed in an octagonal water tank (600mm in diam-
eter and 800mm in height) at the Aerodynamics Laboratory of Delft University of
Technology (see Fig. 14.9). The water tank is made of acrylic glass allowing full
optical access for illumination and tomographic imaging. The revolving motion of
the model is controlled by a driving system that is mounted vertically in the water
tank and it consists of a brushed DC motor and a gearbox (gear ratio of 132:1). A
water-submergible ATI Nano-17/IP68 force sensor and a servo motor are connected
to the wing to measure the hydrodynamic forces and to control the angle of attack,
respectively. The latter is set to 45◦ in the current study. Three flat plate models (viz.,
a rigid wing made of acrylic glass of 1mm thickness, a moderate-flexible wing of
0.175mm thick polyester film and a high-flexible wing of 0.125mm thick polyester
film) were tested, all sharing the same geometry of 50mm chord length (c) and
100mm span length (R), resulting in an aspect ratio of 2. The model was positioned
at approximately 5c distance from the water surface, 7c distance from the bottom
wall and 4.2c (wing-tip to wall) distance from the side wall to avoid wall interfer-
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Fig. 14.9 Overview of the experimental setup

Table 14.5 PIV recording parameters for the flow around a revolving wing

Flow geometry Flow around a revolving low-aspect-ratio flat
plate

Reference velocity Vref = 0.2m/s (velocity at 0.75 R span
position)

Maximum velocity Vtip = 0.24m/s (wing-tip velocity)

Measurement volume (each) 100 × 75 × 45mm3 (W × H × D)

Illumination Double-pulse Nd:YAG laser 200mJ/pulse at
532 nm

Seeding material Polyamide spherical particles of dp = 56µm

Recording medium 4 × 12 bit PCO Sensicam CCD cameras
1376× 1040 pixel with a pixel pitch of 6.45µm

Recording lens f = 60mm f# = 16

Observation distance z0 ≈ 650mm

Recording method Dual frame/single exposure

Pulse delay Δt = 2.5 − 10ms

Interrogation volume 3.3 × 3.3 × 3.3mm3 (W × H × D)

Digital resolution DR ≈ 13.8 voxels/mm

Particle image diameter dτ ≈ 2.8 pixel

Seeding density 0.035 ppp

Dynamic spatial range DSR ≈ 30 : 1
Dynamic velocity range DVR ≈ 240 : 1
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ence or free-surface effects, as verified by dedicated tests. The wing model starts the
motionwith a constant acceleration from rest and reaches the terminal velocity (Vref )
of 0.2m/s, as defined at the 75% span reference position, over one chord length of
travel (δ∗ = 1.0). Subsequently, it continues to revolve at the constant velocity. The
Reynolds number based on Vref is 10,000 and the Rossby number is 1.93.

The components of the tomographic-PIV setup and recording parameters are
summarized in Table14.5. The flow field around the complete wing was captured
by performing measurements in three volumes with an overlap of 0.1c. The illumi-
nated volume was kept at a fixed position corresponding to the volume 2 as shown
in Fig. 14.10, and to change the measurement volume the complete driving system
including the wing was shifted along the z direction. The resultant measurement
domain is 100× 75× 125mm3 (2c× 1.5c× 2.5c) in x , y, z directions, respectively.
Three cameras (Camera 1, 3 and 4) were arranged in a linear imaging configura-
tion on the same x − z plane at an aperture angle of 90◦, while the fourth camera
(Camera 2) was placed above the Camera 3 at an angle of 20◦. The tomographic-PIV
measurements were conducted in a phase-locked manner and double-frame images
of tracer particles were taken at the moment when the wing is oriented normal to
Camera 3. To capture a different phase, the starting position of the wing motion
was changed accordingly. The PIV measurements were repeated five times for each
phase of the motion and resultant vector fields are ensemble-averaged. The repeata-
bility of the physical phenomenon, which is a necessary condition for the success

2c 

0.1c 

Vol 1 Vol 2 Vol 3 

0.9c 

R=300 [mm] 

z 

x 

4.2c 

0.25c 

0.02c 1.5c 

Reference Plane 

Camera 4 

Camera 1 

Camera 2, 3 0.84c 

45° 

Fig. 14.10 Schematic top view of the tomographic-PIV arrangement
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of this approach, was tested and verified in the previous experiments [17]. The PIV
measurements were performed for the interval of 0 < δ∗ < 4 (δ∗ = δ/c, where δ

is the distance travelled at 0.75R reference position) with temporal resolutions of
dt∗ = 0.25 and 0.5 (dt∗ = t × Vref /c, where t is time in seconds). In addition to
obtaining the flow fields, the PIV images were used for the reconstruction of the wing
geometry. The wing profile at the wing tip is detected in all camera images by means
of an in-house algorithm and the profile is reconstructed in the three-dimensional
space by use of the mapping information acquired in the tomographic-PIV calibra-
tion. To account for the twist of the flexible wings, a number of guidance points at
three other spanwise locations are triangulated and used in the reconstruction of the
three-dimensional wing geometry.

Figure14.11 illustrates three-dimensional vortical structures by means of isosur-
faces of Q criterion at δ∗ = 1, 2.5 and 3.5. The results for the moderate-flexible wing
show the presence of a vortical system that consists of an LEV, a tip vortex (TV),
a root vortex (RV), a coherent starting trailing-edge vortex (TEV) and subsequent
small-scale TEVs that are connected to swirling features around the TV. During the
course of the revolving motion, the LEV lifts off from the wing surface at the out-
board sections of the wing, tilts toward the trailing edge and eventually bursts into
smaller structures. It is noteworthy that the flow structures captured in the three dif-
ferent volumes are matching fairly well although the measurements were performed
asynchronously, which verifies the repeatability of the physical phenomenon and
justifies the ensemble-averaging measurement approach.

Fig. 14.11 Vortical structures for the case of the moderate-flexible wing visualized by mean of
isosurfaces of Q criterion at δ∗ = 1, 2.5 and 3.5
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Fig. 14.12 Vortical structures and reconstructed pressure fields (blue: -13Pa, red: 6Pa) for the case
of the moderate-flexible wing at δ∗ = 1, 2.5 and 3.5

The three-dimensional velocity fields were also used to reconstruct instantaneous
pressure fields around the wing. A representative result is shown in Fig. 14.12, where
isosurfaces of negative (blue) and positive (red) pressure are plotted together with the
isosurfaces of the Q criterion. The pressure fields reveal that there is a large suction
region associated to the LEV enhancing the lift generation [14].

14.5 PIV-Based Pressure and Load Determination
in Transonic Aircraft Propellers

Contributed by:

D. Ragni

The increased demand of low fuel consumption and high efficiency has encouraged
the use of aircraft propellers in the aeronautical field. Tobe competitivewith turbofans
and turbojets, modern aircraft propellers usually need to operate at high revolution
frequencies and severe blade loading, typically determining the coexistence of high
Reynolds number and compressibility effects. On the experimental side, the com-
plexity involved in measuring at transonic speed on rotating objects has inspired
the use of non-intrusive techniques such as particle image velocimetry to compute
the flow pressure and the sectional loads in rotating blades. Figure14.13 shows an
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Fig. 14.13 Setup and visualization of absolute velocity and 3D pressure-coefficient of a Beaver
aircraft-propeller blade operating in the transonic regime (Re = 230,000, MR(r/R = 1) = 0.71)
[25]

application from the authors in [25] following the study from the same authors in
[24]. The flow field of a scaled DHC Beaver aircraft propeller running at transonic
speed has been investigated by means of a multi-plane stereoscopic particle image
velocimetry setup. Velocity fields, phase-locked with the blade rotational motion, are
acquired across several planes perpendicular to the blade axis and merged to form a
3D measurement volume. Transonic conditions have been reached at the tip region,
with a blade revolution frequency of 19, 800 rpm and a relative free-stream Mach
number of 0.73 at the tip. The pressure field and the surface pressure distribution are
inferred from the 3D velocity data through integration of the Navier–Stokes momen-
tum equation in differential form, allowing for the simultaneous flow visualization
and the computation of sectional and total aerodynamic loads. The momentum and
pressure data are further integrated by means of a contour-approach to yield the
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aerodynamic sectional force components as well as the blade torsional moment. In
the referenced study, a steady Reynolds averaged Navier–Stokes numerical simula-
tion of the entire propeller model has been used for comparison to the measurement
data.

The wind-tunnel has been continuously operated during the PIV images acqui-
sition; in particular, the values of the free-stream velocity, stagnation/free-stream
pressure and temperature have been averaged during the single-plane acquisition
(≈2min) and the data corrected for it. The flow is seededwith particles produced by a
SAFEXTwin Fog generator with SAFEX Inside Nebelfluide (mixture of dyethelene-
glycol andwater, with 1micronmedian diameter). The tracer particles are introduced
directly downstream of the wind-tunnel test section and uniformly mixed during
the recirculation. Laser light is provided by a Quantel CFR200 Nd-Yag laser with
200mJ/pulse energy, illuminating the field of view through laser optics forming a
laser sheet of 2mm thickness (about 20cmwide). TwoLaVision Imager Pro LX cam-
eras with 4, 872 × 3, 248 pixel and two Nikon lenses of 180mm focal length at f#8
have been used. Sets of 150 images have been recorded in phase-lock mode at a max-
imum acquisition frequency of 2.5Hz. Cameras and laser have been simultaneously
traversed by two separate mechanisms, the relative position of which determined
the actual field of view. The recordings are evaluated with a window deformation
iterative multi-grid with window size down to 8× 8 pixel at 50% overlap (0.20mm
resolution), and subsequently averaged. In propeller applications the major sources
of uncertainties are due to reflections/shadows, particle relaxation time and peak-
locking. Of crucial importance is the choice of the particles [26] due to the high
centrifugal forces and to the high acceleration dictated by the rotating blades. If
multiple optical-access/laser sources are not available, shadows and reflections can
be mitigated by illuminating the blade sections from its trailing-edge. Beside allow-
ing for a more correct pressure-reconstruction for the load-determination (since the
region lost is mostly potential flow region, so less relevant), it allows reducing reflec-
tions due to the lower effect of perspective, especially in stereoscopic configurations
(Fig. 14.14).

With the present transonic propeller configuration (chord-based Reynolds larger
than 200,000 and relative Mach numbers larger than 0.6) it is recommended to have
digital resolutions larger than 10 pixel/mm for an accurate determination of the
sectional-loads. Best prediction of surface pressure has been achieved by keeping
reflection within 0.5mm [24] (see parameters in Table14.6). Once a full scanning of
the blade is carried out, the surface pressure distribution together with the sectional
loads can be obtained for the full blade Fig. 14.14.
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Fig. 14.14 3D sectional loads and surface-pressure distribution from PIV stereoscopic data phase-
locked for a Beaver-propeller blade (Re = 230,000, MR(r/R = 1) = 0.71) [25]

Table 14.6 PIV recording parameters for the Beaver aircraft propeller study [26]

Configuration 2D-3C

Field of view (W × H ) 120 × 80mm2

Interrogation window (W × H ) 0.2 × 0.2mm2

Free Stream pixel shift(FOV) 15 pixel

Magnification M = 0.31

Recording method dual-frame phase-locked (pl)

Dataset ensemble (N) 150–200 (pl)

Recording medium LaVision Imager Pro LX 4870 × 3246 pixel2

Recording lens f = 180mm f# = 8

Illumination Freq. doubled Nd:YAG laser 200mJ/pulse at
532 nm
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Chapter 15
Applications: Flows at Different
Temperatures

15.1 Study of Thermal Convection and Couette Flows

Contributed by:

C. Böhm, C. Willert, H. Richard

These experimental investigations of flows by means of PIV have been carried out
in 1996 by DLR in cooperation with the Center of Applied Space Technology and
Microgravity (ZARM), University of Bremen, in order to complete their numeri-
cal simulations and LDV measurements [3]. The experimental setup is shown in
Fig. 15.1. The PIV parameters used for this investigation are listed in Table15.1.

A fluid (silicone oils M20 and M3) seeded with 10µm diameter glass particles
with a volumetric mass near 1.05 g/cm3 and a refraction index of n = 1.55, is filled
in the gap between two concentric spheres. The outer sphere is composed of two
transparent acrylic glass hemispheres (refraction index of n = 1.491), with a radius
of 40.0mm, and the inner sphere is made out of aluminum with a radius of 26.7mm.
To minimize optical distortions because of the curvature of the model, the outer
sphere is included in a rectangular cavity filled with silicone oil to provide a plane
liquid–air interface and reduce optical refraction.

To study the thermal convection flows, the inner sphere is heated homogeneously
up to 45 ◦Cwhereas the outer sphere is held at constant temperature. Six temperature
sensors are installed on both spheres as indicated in Fig. 15.1. A 25Hz CCD camera
with an internal shutter (40ms between each frame) was used in combination with
a continuous argon-ion laser. This was possible because of the low velocity flow
studied (≈0.5 cm/s). A 100mm Zeiss Makro Planar objective lens was used during
the flow measurements with a f# number of 2.8. For a magnification between 1/2
and 1/4, and a f-number of f# = 11, the particle image diameters are in the range

An overview of the Digital Content to applications on different temperatures can be found at
[DC15.1].
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Fig. 15.1 The experimental
apparatus to study the
thermal convection and the
Taylor flow

Table 15.1 PIV recording parameters for thermal convection

Flow geometry U∞ = 0.5 cm/s parallel to light sheet

Maximum in-plane velocity Umax ≈ 0.5 cm/s

Field of view 50 × 40mm2

Interrogation volume 1.6 × 1.6 × 2mm3 (H × W × D)

Dynamic spatial range DSR ≈ 24 : 1
Dynamic velocity range DVR ≈ 200 : 1
Observation distance z0 ≈ 1.5m

Recording method Dual frame/single exposure

Ambiguity removal Frame separation

Recording medium Full frame interline transfer CCD
(782 × 582 pixel)

Recording lens f = 100mm f# = 2.8 to 22

Illumination Continuous argon-ion laser, 1 Watt, Internal
shutter of camera

Pulse delay Δt = 40ms

Seeding material Glass particles (dp ≈ 10µm)

between 22 and 18µm, that is to say between 2 and 3 pixel which give the lowest
measurement uncertainty. For the particles utilized in this experiment, the gravita-
tional velocity is found to be: vg = 2.9 ·10−7 m/s with M20 oil and vg = 3 ·10−6 m/s
with M3 oil, which are disturbances that can be disregarded. The investigations were
carried out in a meridional light sheet (Fig. 15.2) through the sphere’s center.

For small ΔT between the two spheres we have the laminar convective state, and
the flow structures of the PIV measurement (see Fig. 15.3) are in good agreement
with the streamlines computed numerically by Garg [7]. We have an upward flow
of 0.1 cm/s at the inner sphere and a downward flow of 0.05 cm/s at the outer sphere,
and a ratio of 2 to 1which has also been predicted theoretically byMack & Hardee



15.1 Study of Thermal Convection and Couette Flows 525

1cm

Inner sphere
 Ti

Outer sphere:ToOuter sphere:To

Inner sphere
 Ti

Light sheet

Light sheet

Siliconeoil

Fig. 15.2 The light sheet position

Fig. 15.3 Thermal convection velocity fields and flow picture with the two exposures
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[14], and at the north pole we have a radial outward flow of 0.2 cm/s whereas in the
equatorial region we have an area of zero velocity in the middle of the sphere as in
the model of Garg [7].

By increasing the ΔT a time dependent pulsating ring vortex sets in at the north
pole near the outer sphere (see Fig. 15.3). The maximal velocities increase up to
1 cm/s in the polar region and we have an upward flow of about 0.35 cm/s at the
inner sphere and a downward flow of 0.1 cm/s at the outer sphere. The convective
motion is dominant at the boundary regions and near to the pole in contrast to the
vanishing velocities in a wide range of radial positions. Additionally there are small
radial inward flows at the outer sphere boundary which is in agreement with the
numerical simulations.

The Couette flow study required the use of another setup: the velocity being
contained between 5 and 10 cm/s and therefore the previous delay used between each
frame was too large. As a consequence, a pulsed Nd:YAG laser synchronized with a
large format video camera was used allowing us to select appropriate pulse delays.
The frame-straddling technique was employed for directional ambiguity removal.
The studyhas beenperformed at 0.4 cmabove the pole region (Fig. 15.4). The rotation
of the inner sphere was 250 revolutions per minute for the experiment and ΔT = 0.
The velocity vector maps are presented in Fig. 15.5. The PIV parameters used for
this investigation are listed in Table15.2.

1cm

Outer sphere

Light sheet
Silicone oil

Inner sphere Inner sphere

Outer sphere

Light sheet

Fig. 15.4 The light sheet position: 0.4 cm up to the pole region
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Fig. 15.5 Couette flow velocity field and picture with the two exposures

Table 15.2 PIV recording parameters for Couette flow

Flow geometry U∞ = 10 cm/s parallel to light sheet

Maximum in-plane velocity Umax ≈ 10 cm/s

Field of view 50 × 50mm2

Interrogation volume 1.6 × 1.6 × 2mm3 (H × W × D)

Dynamic spatial range DSR ≈ 31 : 1
Dynamic velocity range DVR ≈ 200 : 1
Observation distance z0 ≈ 0.5m

Recording method Dual frame/single exposure

Ambiguity removal Frame separation (frame-straddling)

Recording medium Full frame interline transfer CCD
(1008 × 1018 pixel)

Recording lens f = 60mm, f# = 2.8 to 22

Illumination Nd:YAG lasera, 70mJ/pulse

Pulse delay Δt = 20ms

Seeding material Glass particles (dp ≈ 10µm)
aFrequency doubled
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15.2 Combined PIT/PIV of Air Flows Using
Thermochromic Liquid Crystals

Contributed by:

D. Schmeling, J. Bosbach and C. Wagner

Thermal convective air flows are abundant in technical applications such as heat
exchangers or indoor climatisation and of great interest in fundamental studies as
well. Since such flows are driven by temperature gradients, simultaneous acquisition
of the instantaneous velocity and temperature fields are highly desirable. In this
context, our study aims at the dynamics of thermal plumes as well as their influence
on the local and global heat transfer in thermal convection. Hereto, measurements of
mixed convection of air in a cuboidal sample with aspect ratio 1×1×5 (W×H×L)

were performed (see Fig. 15.6).
For simultaneousmeasurement of temperature and velocity fields, mainly two dif-

ferent approaches are followed: Since many decades, PIV is combined with Particle
Image Thermography (PIT) for flow measurements in liquids using thermochromic
liquid crystals (TLCs) as tracer particles (“TLC-PIV”) [8]. This approach allows for
very precise measurements of small temperature differences at moderate tempera-
tures. For a survey on this technique, the reader is referred to the recent review given
by Dabiri [5]. A rather new approach comprises thermographic phosphor particles
as tracer particles [1]. These are useable for larger temperatures ranges, however,
providing an accuracy of the order of 1K only. For our study of mixed convection of
air, we needed a very high temperature precision, and hence, adopted the TLC-PIV
technique from liquids (Table15.3).

Under illumination with white light, TLCs reveal the special behaviour to appear
in different colors, depending on their temperature.More specifically, different wave-
lengths are reflected preferentially as a function of temperature. Further, the wave-
length of the reflected light depends on the size of the particles and the viewing

(0,0,0)

TC

TH > TC

Tin ≈ TC Uin

X

Y
Z

Fig. 15.6 Sketch of the mixed convection sample
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Table 15.3 PIV recording parameters for turbulent thermal convection using thermochromic
liquid crystals

Flow geometry Turbulent mixed convection in a cuboidal
sample with rather small out-of-plane
component

Maximum in-plane velocity Umax ≈ 0.15 m/s

Field of view 250 × 150mm2 (W × H )

Interrogation volume 5.0 × 5.0 × 8.0mm3 (W × H × D)

Dynamic spatial range DSR ≈ 30 : 1
Dynamic velocity range DVR ≈ 100 : 1
Dynamic temperature range DTR ≈ 20 : 1
Observation distance z0 ≈ 1300mm

Recording method Dual frame/single exposure

Recording medium Pixelfly qe @ 1280 × 1024 pixel for PIV
Pixelfly color @ 1280 × 1024 pixel for PIT

Recording lens f = 50mm f# = 1.4

Illumination 60 white LEDs (OSRAM Platinum Dragon)

Pulse delay Δt = 8 − 16ms

Seeding material Thermochromic liquid crystals (TLCs)

angle. Hence, for each experimental setup, a color-temperature calibration has to
be conducted. First experiments using TLCs to visualize the temperature field have
been conducted by Hiller et al. [8]. Nowadays, this technique is well established
for investigations in liquids. However, its high effort, in specific for the calibration
of the TLCs, makes this technique still challenging to use.

The usage of the TLCs for combined PIV/PIT in air flows is mainly restricted
by the size of the TLC particles. On the one hand, the particles must be as small as
possible in order to ensure good tracking of the fluid motion. On the other hand they
must be large enough in order to provide a good color play. Estimations result in
suitable particle diameters for air flows of the order of 10µm [19]. This is about one
order of magnitude smaller as compared to TLC particles commonly used in liquids.
Accordingly, particle generation, illumination and image filtering processes state a
challenge when using TLCs as tracer particles for PIT in air flows.

We realized the particle generation using a solvent and atomization processes. The
thermal and mechanical response times as well as details of the particle generation
are described in Schmeling et al. [19]. Therein, the newly developed high intensity
white light source based on LEDs is described as well. The light source provides a
homogeneous lightsheet with a thickness of 9mm over a distance of 500mm, see
Fig. 15.7a. While the hue value of the color image is determined by the temperature
of the TLCs [5], image filtering to increase the signal-to-noise ratio is conducted
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Fig. 15.7 Intensity (photo voltage) and width of the lightsheet (fwhm) as a function of the distance
from the front lens (left), time series of hue (TLCs) and temperature (calibration thermistor) (right)

using the saturation and the value component. Therefore, the image is sliced into
interrogation windows, in which only those pixel are taken into account, that have
the n-highest V values (HSV colourspace). The hue values of these pixel are used
to calculate an average hue value for the interrogation window. More details on
the image filtering routine can be found in [19]. The hue-temperature calibration is
usually performed at constant temperature conditions. However, in our system with
continuous air exchange, such uniform and stable conditions for the temperature can
not be achieved. Therefore, a dynamic calibration is applied to correlate temperature
and hue values. It is based on the simultaneous recording of the temperature using
a precisely calibrated, fast-reacting tiny glassbed thermistor and the hue component
of the color image in its surrounding, see Fig. 15.7b. A correlation between hue
signal and the recorded temperature returns the calibration function. A detailed error
propagation allows to estimate an absolute and relative error of 0.19 and 0.06K,
respectively. The latter results in a dynamic range of 20 based on the investigated
temperature range.

Dewarping of the b/w and the color image (see e.g., Figure15.8a), which has to
be recorded in backward reflection to improve the color play of the TLCs, as well as
the superposition of the two images were conducted using well-known stereo-PIV
algorithms. Standard 2C-2D PIV algorithms were used to calculate the velocity field,
see Fig. 15.8b, c for details.

Figure15.9 shows an evaluated temperature and velocity field. It represents the
vertical cross section through a hot thermal plume, which was formed in the bottom
thermal boundary layer and rises through the sample. Since the plume transports
heat from the warm to the cold plate of the convection sample, it is of great scientific
and industrial interest to get a deeper understanding of the plume dynamics. The
presented figure shows the stem of the plume, where the region of warmest fluid
correlates with upward motion. The top part of the plume is defined by its two
side swirls. This mushroom-like shape is also name giving for this type of thermal
plume. To our best knowledge the results presented in [19], are the first experimental
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(a) (b) (c)

Fig. 15.8 Raw color particle image, blue particles correspond to warm, whereas red ones to cold
regions (a), from top to bottom: horizontal and vertical pixel displacement as well as horizontal
and vertical sub pixel displacement statistics (b), interrogation windows of frame 1 and 2 as well
as correlation plane (bottom) (c) [DC15.2]
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Fig. 15.9 Instantaneous temperature and velocity field, recorded at Pr = 0.71, Ra = 9.0 × 107

and Re = 0, that is, no external pressure gradient was applied (color image and video at [DC15.3]).
Every other vector is shown in each direction

measurements representing a thermal plume with such high accuracy in air. A color
version of this figure as well as the time evolution, recorded at a frequency of 4Hz,
can be found online. A further application of this measurement technique can be
found in [20], wherein the behaviour of line-plumes in a horizontal layer close to the
bottom boundary layer of this convection sample was investigated.

As an outlook we want to emphasize recent results of Schiepel et al. [18], who
combined PIT using TLCs with tomographic PIV to capture all three velocity com-
ponents and the temperature in a three dimensional measurement domain.

http://dc.pivbook.org/tlc-piv-colour
http://dc.pivbook.org/dc-tlc-piv-result
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15.3 PIV for Characterisation of Plasma Actuators

Contributed by:

M. Kotsonis and S. Ghaemi

Dielectric Barrier Discharge (DBD) plasma actuators are receiving continuous atten-
tion from the flow control community due to their intrinsic features of robustness,
dynamic range and efficiency [2]. The prominent flow control mechanism, enabled
through these devices, is the production of a volume distributed body force in the
vicinity of the actuator. The experimental measurement of such body force distribu-
tion poses considerable theoretical and practical challenges [12]. In this application
example, the use of PIV is demonstrated as means to accurately extract the volume
distributions of this body force from velocity fields [13].

Time-resolved PIV has been applied to characterise the flow field in the vicinity
of the plasma actuator. This technique provides the required spatial and temporal
resolution in order to characterise the transient behaviour of the thin wall jet induced
by the actuator. A two component PIV configuration has been chosen since the large
span of the actuator ensures minimal 3D effects. The two-dimensionality of the flow
is also verified by hot-wire measurements.

The plasma actuator is placed flushed on the bottom of a closed Plexiglas box
in order to ensure quiescent conditions. A Photron Fastcam SA1 high speed CCD
camera of 1024 × 1024 pixel (full sensor size) is used to image the field-of-view
(FOV). The experimental setup is shown in Fig. 15.10.

Image acquisition is performed at 10KHz rate in single-framemode. This implies
a time separation of 100µs between successive images. A Micro-Nikkor 105mm
objective is set at f# = 4 and is used along with extension tubes in order to achieve a
magnification factor M = 0.8 and a FOV of 15×6mm2. To achieve the high sample
rate needed for thesemeasurements, the sensor is cropped to a size of 1024×512 pixel
(Table15.4).

An important issue in PIV techniques for characterisation of plasma actuators is
the use of tracer particles [16]. Although under normal conditions these techniques
can be considered non-intrusive, the existence of trace particles in areas of strong

Fig. 15.10 Experimental
setup
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Table 15.4 PIV parameters for plasma actuator characterisation experiments

Flow geometry Parallel to light sheet

Maximum-in-plane velocity Umax ≈ 4m/s

Field-of-view 15 × 6mm2

Sensor resolution 1024 × 512 pixel

Pixel pitch 20µm

Magnification factor 0.8

Interrogation window size 12 × 12 pixel

Interrogation window overlap 75%

Final vector resolution 13 vectors per mm

Working distance 0.3m

Recording method Single frame

Recording rate 10 kHz

Objective focal length 105mm with extension rings

Aperture f# 8

Illumination Nd:YLF, 30mJ per pulse at 1 kHz, 527 nm

Pulse delay 100µs

Seeding material Olive oil (≈1 µm diameter)

electric fields and ionisation typical for plasma actuators, should not be neglected.
Tracer particles can dissociate, get charged due to the strong electric field. When
charged, their movement is no longer governed purely by the flow field but also by
the electrical conditions [4]. An additional problem can be accumulation of the tracer
droplets on the wall which can influence the electrical properties of the dielectric.
Based on these considerations, the air in the Plexiglas box is seeded with olive oil
droplets of approximately 1µm diameter generated by a TSI atomiser. The olive oil
is found to be sufficiently resistive to dielectric breakdown in high electric fields.
The particles at the mid span of the actuator are illuminated by a light sheet of 2mm
thickness generated by aQuantronixDarwin-Duo laser systemwith an average output
of 80 W at 3kHz. The images are analysed using Davis 7.4 (Lavision GmbH) by
cross-correlating successive images. Final interrogation window size of 12×12 pixel
and overlap factor of 75% are used. The interrogation windows are elongated in the
flow direction using a 4:1 aspect ratio in order to obtain higher spatial resolution.
The velocity vectors are returned on a grid of 13 vectors per mm.

The body force measurement technique determines the spatial distribution of the
plasma induced body force from time-resolved velocity field. A snapshot sequence
of the measured velocity field in the first moments after the initiation of actuation is
shown in Fig. 15.11 indicating the issuing of a starting vortex and the later relaxation
of the flow to a wall-tangent jet.
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Fig. 15.11 Snapshot sequence of velocity field after initiation of actuation. The displayed time is
referenced to the start of actuation. Thick grey lines indicate the position of the DBD electrodes

An analysis of the velocity field using the full Navier–Stokes (NS) equations can
provide the body force. The 2D incompressible NS equations in the presence of body
forces read as:

∂U

∂t
+U · ∇U − ν ∇2U = −∇ p

ρ
+ F

ρ
(15.1)

whereU is the 2D velocity field, p is the static pressure, ν is the kinematic viscosity
of the fluid and ρ is the density.

A first approach in deriving the body force (F) is to apply Eq. (15.1) only for the
first moments after the actuation, assuming all other terms can be neglected due to
quiescent conditions. This reduces Eq. (15.1) to what basically is Newton’s second
law. This method will be referenced as the ‘reduced method’. The time interval for
the application of the reduced method is indicated with dashed lines in Fig. 15.12.

Fig. 15.12 Navier Stokes
term decomposition in the
vicinity of the actuator
(x = 3mm, y = 0.5mm)
based on the gradient
method. Dashed lines
indicate the interval pertinent
to the reduced method
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A second approach involves the use of the full Navier–Stokes equations
to derive the force. In this case, it is necessary to calculate all the terms involved.
The acceleration, convective and viscous terms are obtained from the available spatio-
temporal measurement of the velocity field. In the case of the plasma actuator, the
body force and pressure terms appear as unknowns, rendering the problem under-
determined. To be able to bypass the problem of one extra unknown, two major
assumptions must be made: (1) the body force remains quasi steady over a large
number of actuation cycles and (2) the pressure gradient prior to the actuation is
zero. These allow the differentiation and back-integration of Eq. (15.1) to the final
form of:

∫ t

0

(
∂2U

∂t2
+ ∂(U · ∇U )

∂t
− ν

∂(∇2U )

∂t

)
dt = − (∇ p)

ρ
+ A (15.2)

In the process of integration a constant A appears which has to be defined. This
is set to zero based on the quiescent flow assumption. Equation (15.2) is plugged
back into Eq. (15.1) and leaves the body force term as the only unknown. Since
the time gradient of the NS is used, this method will be referenced as the ‘gradient
method’. The termdecomposition basedon the aforementioned assumptions is shown
in Fig. 15.12 for a representative point in the vicinity of the actuator.

In contrast to conventional reaction force techniques (where the actuator is placed
on a load-cell), the reduced and gradient methods have the advantage of providing
spatial distribution of body force vectors instead of an integrated thrust value [12]. An
example of the measured body force distribution is shown in Fig. 15.13 The results
from such analysis can be valuable for validation of numerical models of plasma
actuators as well as an input into flow solvers investigating flow control concepts.

Fig. 15.13 Body force distribution calculated using the gradient method
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15.4 PIV in Reacting Flows

Contributed by:

C. Willert, M. Schroll

Application of PIV in reacting flows is associated with a number of additional
challenges not found in typical aerodynamic applications. Most importantly the seed
material must withstand the high temperatures without evaporating or chemically
interacting with the flow under investigation. Metal oxide powders such as silica,
alumina or titanium oxide are generally well suited for this purpose due to their high
melting point and availability. These powders are best introduced into the flow using
fluidized bed seeders as described in Sect. 2.2.2.

Another difficulty arises due to flame luminosity which generally increases with
higher pressures and higher fuel-air ratios and is mainly caused due to glowing soot.
This flame luminosity can be reduced by placing a narrow-bandwidth interference
filter tuned to the wavelength of the PIV laser in front of the sensor or collecting
lens. Due to the rather long sensor exposure of the second image frame in modern
PIV cameras, this filter may however be insufficient in the suppression of the flame
luminosity. Here fast acting electro-mechanical or electro-optical shutters [9, 23] are
required. Alternatively a pair of CCDs could be used, each synchronized to one of
the two PIV laser pulses [25] (Table15.5).

The pressurized single section combustion chamber, schematically shown in
Fig. 15.14, can be operated at up to 20 bar with air preheating of up to 850K at

Table 15.5 PIV recording parameters for reactive flow in pressurized combustor

Flow geometry Swirling flow with strong out-of-plane
component near nozzle

Maximum in-plane velocity Umax ≈ 70m/s

Field of view 70 × 40mm2 (W × H )

Interrogation volume 1.7 × 1.7 × 1.0mm3 (W × H × D)

Dynamic spatial range DSR ≈ 40 : 1
Dynamic velocity range DVR ≈ 120 : 1
Observation distance z0 ≈ 500mm

Recording method Dual frame/single exposure

Ambiguity removal Frame separation (frame-straddling)

Recording medium Full frame interline transfer CCD
1280 × 1024 pixel (770 illuminated lines)

Recording lens f = 55mm f# = 8

Magnification m = 0.129 (51.8 µm/pixel)

Illumination Freq. doubled Nd:YAG laser 120mJ/pulse at
532 nm

Pulse delay Δt = 4µs

Seeding material Si2O3 and Al2O3 (dp ≈ 200 − 800 nm)

http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Fig. 15.14 Single sector pressurized combustion facility

mass flow rates of 1.5 kg/s. The nozzle plenum is supplied with preheated primary
air downstream of a critical throttle. The primary air is split in a 2:1 ratio and guided
into the double swirl nozzle and the inner window cooling slits, respectively. The
pressure andmass flow in the chamber is controlled through a sonic orifice at the exit.
Jets in cross-flow arrangement at a roughly mid-length position of the 250mm long
combustor provide preheated mixing air and confine the primary zone to a roughly
cubic volume.

Optical access is granted from three sides through windows consisting of a thick
pressure window and a thin liner window (Fig. 15.14). The gap between the windows
is purged with cooling air while the inside of the liner window is film-cooled using
a portion of the plenum air. For PIV the light sheet was aligned with the burner axis
with the camera arranged in a classical light sheet normal viewing arrangement. By
allowing the laser light sheet to pass straight through the combustor the amount of
laser flare on imagingwindows andwalls could be kept at an acceptable level. Seeding
consisting of amorphous silicon dioxide particles was introduced to the plenum
upstream of the burner through a porous annular tube. As the window film-cooling
is supplied directly with seeded air from the plenum, the windows are unfortunately
subjected to an accelerated build-up of seeding deposits. Preferably the film-cooling
air should have been separated from the main burner air. Fired with kerosene the
combustor provided PIV images exhibiting strong Mie scattering off the kerosene
spray as well as strong flame luminosity. A corresponding PIV result obtained at
lean operating conditions with less kerosene spray is provided in Fig. 15.15. Image
enhancement as shown in Fig. 15.16 was applied prior to PIV processing and reduced
the influence of droplet velocities on the air flow velocity estimates by equalizing



538 15 Applications: Flows at Different Temperatures

-30 -20 -10 0 10 20 30
X [mm]

0

10

20

30

Y
[m

m
]

100 m/s

0 40000-40000

Vorticity [1/s]

Fig. 15.15 Velocity vector map and vorticity (color-coded) obtained at 3 bar. (A colored version
can be found at [DC15.4])

(a) (b) (c)

(d) (e)

Fig. 15.16 Portion (120× 100 pixel) of PIV recordings—inverted for clarity—and processed PIV
data: a fuel droplets, b brightened version of a with seeding visible, c pre-processed image, d flow
field after standard PIV analysis, e flow field obtained after enhancement of PIV images (from [23])

http://dc.pivbook.org/ssc_piv
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the droplet image intensities with the much weaker intensity of the seeding particles
[23].

PIV in Highly Luminous Flames

Conventional PIV cameras operate in the “double shutter”mode, enabling two imme-
diately consecutive and separately exposed frames. However, the rather long read-
out time of about 10–50ms of the first frame from a double shutter camera (see
Sect. 3.1.3) has the undesired side effect that the camera sensor stays sensitive dur-
ing this period, which inadvertently (over) exposes the second frame in a highly
luminous environment, such as the rich primary zone of pressurized combustors.
Common solutions to this problem have been the use of narrow band laser line filters
and mechanical or electro-optic shutters, but were found to be insufficient in highly
luminous flames. The main drawbacks of these shutters is combination of increased
light attenuation, limited temporal response or limited lifetime [23].

A viable solution to this problem is a dual sensor setup as shown in Fig. 15.17.
Light is collected by a single objective lens and split into two optical paths using a
50/50 non-polarizing, beam splitter cube. With each sensor only active in the sub-
microsecond range over the respective, short-duration laser pulse, background light
can be sufficiently suppressed to provide reliable PIV data. The common lens of the
dual-sensor PIV camera allows refocusing on both sensors simultaneously and is
mounted on a micro-traverse for remote operation at the test rig. However, even for
a rigid assembly, the position of the sensors with respect to each other is usually not
constant through the course of the measurement; even minor shift of a few microns
introduced by thermal variations of the camera assembly quickly results in offsets
in the pixel range—with correspondingly large bias errors in the data. Therefore, in-
situ calibration images are acquired throughout the measurement to capture the time-
varying offset. This can for instance be achieved by traversing amirror into the optical
path that directs the field of view onto a reference image containing a fine-grained
random dot pattern, similar to that used in background-oriented schlieren (BOS, see
Sect. 19.2). While this offset principally can be obtained from an simultaneously
exposed particle image pair, the random dot pattern approach is preferred to prevent

Fig. 15.17 Dual sensor PIV camera system with a common objective lens and remote focusing
capability via micro-traverse

http://dx.doi.org/10.1007/978-3-319-68852-7_3
http://dx.doi.org/10.1007/978-3-319-68852-7_19
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Fig. 15.18 Composite plot of velocity streamlines of the averaged PIV velocity field for two
different fuel injectors overlaid with soot concentration (obtained by LII) and heat release by OH-
chemiluminescence (yellow contour)

the introduction of pixel-locking effects [15]. The spatially-varying, global sensor
offset pattern is then recovered via standard PIV processing and can be accurately
described with a low-order polynomial fit, that is then subtracted from the actual
particle displacement to yield the actual flow field data.

The acquired velocity information alongwith data of accompanying spectroscopic
methods provides important insights into the convective transport of reactants and
their products. An example is provided in Fig. 15.18 showing information on fuel
placement, reaction zone and temperature field.

Application of 3C-PIV in Combustion

The application of stereo PIV in facilities of this type is not trivial even if optical
access seems sufficient. Aside from the loss of common viewing area caused by
the oblique views of two cameras through a common window, further problems
are introduced by the reflections of laser flare from the light sheet entering the test
section through an orthogonal window. Hence the most desirable arrangement is the
‘classical’ normal view of the light sheet through a window that itself is parallel to
it. For stereoscopic viewing the second camera will suffer from the reflection and
occlusion effects described before such that reconstructed 3C velocity data will be
available in a reduced area.

One solution to the limited access problem of multi-camera PIV imaging is to
combine standard 2C-PIV with Doppler global velocimetry (DGV) which has a
sensitivity to the out-of-plane component [6, 17]. The so-called DGV-PIV method
was applied to recover the velocity field inside the dilution zone of the single sector
combustor [22]. Since the dilution zone could only be observed through twowindows
opposite to eachother the light sheetwas introduced through the topof the combustion
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chamber. Traversal of the entire acquisition system allowed the recovery of time-
averaged volume resolved data sets of the dilution zone at pressures of up 10 bars [22].

In this particular applicationDGVand PIVwere applied in succession due to tech-
nical limitations with the lasers used for illumination. Truly simultaneous DGV-PIV
measurements were demonstrated for instance on a free jet experiment by Wernet
[21].

15.5 Flow Field Measurements Above Wing of High-Lift
Aircraft Configuration at High Reynolds Number

Contributed by:

R. Konrath

Of special interest for the optimization of high-lift systems for starting and landing
transport aircraft is the flow field above the wing that is directly impacted by the
flow around the nacelle/pylon and the edges of retracted slats. To suppress flow
separations, streaks are placed on the nacelle to generate vortices possessing a high
amount of kinetic energy at high angles of attack. It is crucial to investigate the
complex interaction between the streak vortices and the boundary layer of the wing
at the correct Reynolds number. Therefore, a half-wing model of a real aircraft was
tested in the European TransonicWind tunnel (ETW) by using stereoscopic PIV. The
ETW is beside the National Transonic Facility (NTF) at NASA Langley worldwide
the only facility capable of correctly simulating on scaled test models the flightMach
and Reynolds numbers of wide-bodied aircraft. This is achieved by using a test gas
of moderately compressed (up to 450 kPa), pure nitrogen at cryogenic temperatures
(down to 110K). The 2.4mwide and 2mhigh test section of theETW is encapsulated
by a large pressure shell and the whole wind tunnel circuit is internally cladded with
insulation material. To make flow field investigations possible, a cryo PIV system
has been developed to address issues related to the specific test conditions, such as
the generation of suitable flow tracers for cryogenic flows, with due consideration
of the specific requirements for an application in the ETW, as well as the provision
of laser light of high pulse energy in the test section and the placement of optical
components within a cryogenic environment. Furthermore, optical effects caused by
gas density changes within the wind tunnel and light beam deflections or shifts have
to be considered. Additionally, the extreme operational costs of such a wind tunnel
make it in particular essential that a measurement system operate reliably to avoid
costly tunnel access. The cooling down or warming up of the ETW takes several
hours and consumes a huge amount of liquid nitrogen and electrical power. A sketch
of the employed stereoscopic PIV arrangement is illustrated in Fig. 15.19. There are
a number of window openings available in the test section walls. For a placement of
the PIV cameras and light-sheet optics the cryo PIV system provides special optical
modules consisting of heated housings, because of the cryogenic environment within
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Fig. 15.19 Sketch of stereoscopic PIV arrangement at test section of ETW

the plenum. Since these modules are no longer accessible when the wind tunnel is
closed for a cool-down, necessary adjustments as the lens focus or the light sheet
position are remotely controllable. Furthermore, to compensate for beam position
and direction deviations, a beammonitor is employed in the light sheet module which
permits automatic repositioning and redirection of the laser beam using motorized
mirrors. Therewith, the beam is kept on the optical axis of the light sheet forming
optics while the tunnel temperature or pressure is changing. The light-sheet module
also consists of optics to remotely adjust the light-sheet orientation and thickness at
the measurement position. The light-sheet is formed through a window in the bottom
wall such that the light hits the inboard wing section at a flat angle. Due to the
limited size of the test section windows the light-sheet is pivoted to achieve different
chordwise measurement positions on the wing resulting in measurement planes that
are slightly tilted with respect to the cross-plane of the free stream flow. The two
PIV cameras are placed behind windows in the top row of the side wall facing the
suction side of the wing. The positions are chosen such that the viewing angles are
close to ±45◦ with respect to the light-sheet. The Scheimpflug angle and axis can be
quickly re-aligned using fixed servo motor settings for each light sheet position.

To avoid a damage of the internal wind tunnel insulation material, conventional
PIV seeding substances cannot be used. Therefore, tiny ice crystals are generated
inside the cryogenic environment with the great advantage that the water evaporates
completely during a warm-up of the wind-tunnel without leaving residuals. For this
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Fig. 15.20 Vorticity distributions above wing at three chord stations calculated form the measured
velocity field data for M = 0.186, Re = 13.3 million and an incidence of α = 16.5◦. The black
lines indicate the positions of the measurement planes on the wing

purpose a very small amount ofwater aerosol is injected at the center line of the second
throat down-stream the test section. The PIV images are evaluated using a multi-grid
cross-correlation algorithm with image deformation using a final interrogation spot
size of 48 × 48 pixel that corresponds to a spatial resolution of about 5mm. In
Fig. 15.20 the vorticity distributions are shown inside three different measurement
positions above the wing which are calculated from time averaged velocity fields
using 800 samples. The Mach and Reynolds number represent the design point for
this landing configuration.

Different vortices can be detected above the wing and following their tracks in a
streamwise direction the vortices are moving slightly inwards. Two larger counter-
rotating vortices of approximately the same size and strength dominate the flow field
and originate from the in- and outboard streak on the nacelle. The inboard located
vortex rotates in a counter-clockwise sense and shows at all measured chord stations
a circular shape. The dominant outboard vortex initially evolves close to the wing
surface indicating a strong interaction with the wing flow. Smaller vortices can be
tracked as well, such as a clockwise rotating vortex that occurs downstream the inner
edge of the inboard slat and a secondary vortex that is probably produced by the
dominant inner vortex. The velocity data can be used to evaluate the effectiveness of
the streaks in regard to the suppression of flow separations on the wing for the correct
Reynolds number. Further details of the recording and analysis of the velocity data
are given in [10, 11] (Table15.6).
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Table 15.6 PIV parameters for measurements at cryogenic conditions on high-lift aircraft model

Flow condition M = 0.186, Re = 13.3 million, T0 = 130K,
p0 = 340 kPa

Maximum in-plane velocity ca. 20m/s

Interrogation volume 250 × 400 × 180mm3 (H × W × D)

Dynamic spatial range DSR ≈ 80 : 1
Dynamic velocity range DVR ≈ 30 : 1
Observation distance 1.6m and 1.9m

Recording method Multi frame, single exposure

Recording medium PCO.edge, 2560 × 2160 pixel

Recording lens f = 50 and 60mm, f# = 2.8

Illumination Nd:YAG laser*, 450mJ/pulse @ 15Hz

Pulse delay Δt = 22µs

Seeding material Ice crystals

*Frequency doubled
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Chapter 16
Applications: Micro PIV

This section discusses various applications and techniques used in μPIV. The appli-
cations include very high spatial resolution measurements of pressure-driven flow in
a rectangular capillary and measurements in a challenging toroidal vortex. Then sev-
eral techniques necessitated by the challenges ofworking in amicroscopic domain are
discussed. These include Stereo andConfocal Imaging forMicroPIV, Proper Orthog-
onal Reconstruction (3D data), and Hybrid experimental-numerical technique for 3D
Reconstruction.

16.1 Flow in a Microchannel

Contributed by:

S.T. Wereley and C.D. Meinhart

No flow is more fundamental than the pressure driven flow in a straight channel of
constant cross section. Since analytical solutions are known for most such flows,
they prove invaluable for gauging the accuracy of μPIV (Table16.1).

16.1.1 Analytical Solution to Channel Flow

Although the solution to flow through a round capillary is the well-known parabolic
profile, the analytical solution to flow through a capillary of a rectangular cross
section is less well known. Since one of the goals of this section is to illustrate the
accuracy of μPIV by comparing to a known solution, it is useful here to briefly

An overview of the Digital Content to applications on micro PIV can be found at [DC16.1].
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Table 16.1 PIV recording parameters for Poiseuille flow through microchannels

Flow geometry Rectangular cross-section microchannel
pressure-driven flow

Maximum velocity 10mm/s

Field of view 120µm × 90µm

Interrogation volume 13.6µm × 0.9µm × 1.8µm

Observation distance 130µm

Recording method Multiframe/single exposure

Recording medium Interline transfer CCD camera

Recording lens Microscope objective (60×, NA = 1.4)

Illumination Nd:YAG laser

Time interval between images <10µs

Seeding material Fluorescently dyed polystyrene spheres
(dp = 200 nm)

2W

Flow direction 2H

x

z

y

x

Measurement plane

Fig. 16.1 Geometry of the microchannel. The microchannel is 2H high and 2W wide, and is
assumed infinitely long in the axial direction. The measurement plane of interest is orientated in
the X − Z plane and includes the microchannel wall at Z = 0. The centerline of the channel is at
Y = 0. The microscope objective images the test section from below, in the lower part of the figure
(after [43])

discuss the analytical solution. The velocity field of flow through a rectangular duct
can be calculated by solving the Stokes equation (the low Reynolds number version
of the Navier–Stokes equation), with no-slip velocity boundary conditions at the
wall [17] using a Fourier Series approach. Figure16.1 shows a rectangular channel
inwhich thewidthW is much greater than the height H . Sufficiently far from thewall
(i.e., Z � H ) the analytical solution in the Y direction (for constant Z ), converges
to the well-known parabolic profile for flow between infinite parallel plates. In the
Z direction (for constant Y ), however, the flow profile is unusual in that it has a very
steep velocity gradient near the wall (Z < H ) which reaches a constant value away
from the wall (Z � H ).
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16.1.2 Experimental Measurements

A 30× 300µm cross-section glass rectangular microchannel, fabricated by Wilmad
Industries, was mounted flush to a 170µm thick glass coverslip and a microscope
slide. By carefully rotating the glass coverslip and the CCD camera, the channel was
oriented to the optical plane of the microscope within 0.2◦ in all three angles. The
orientationwas confirmedoptically by focusing theCCDcamera on themicrochannel
walls. The microchannel was horizontally positioned using a high-precision X − Y
stage, and verified optically to within ∼400 nm using epi-fluorescent imaging and
image enhancement. The experimental arrangement is sketched in Fig. 16.1.

Theflow in the glassmicrochannelwas imaged through an inverted epi-fluorescent
microscope and a Nikon Plan Apochromat oil-immersion objective lens with a mag-
nification M = 60 and a numerical aperture NA = 1.4. The object plane was placed
at approximately 7.5±1mm from the bottom of the 30µm thick microchannel. The
Plan Apochromat lens was chosen for the experiment because it is a high quality
microscope objective designed with low curvature of field, low distortion, and is
corrected for spherical and chromatic aberrations.

Since deionized water (refractive index nw = 1.33) was used as the working
fluid but the lens immersion fluid was oil (refractive index ni = 1.515), the effective
numerical aperture of the objective lens was limited to NA ≈ nw/ni = 1.23 [24].

A filtered continuous white light source was used to align the test section with the
CCD camera and to test for proper particle concentration. During the experiment, the
continuous light source was replaced by the pulsed Nd:YAG laser. A Harvard Appa-
ratus syringe pump was used to produce a 200ml/h flow through the microchannel.

The particle-image fields were analyzed using a custom-written PIV interroga-
tion program developed specifically for microfluidic applications. The program uses
an ensemble-averaging correlation technique to estimate velocity vectors at a single
measurement point by (1) cross-correlating particle-image fields from 20 instanta-
neous realizations, (2) ensemble averaging the cross-correlation functions, and (3)
determining the peak of the ensemble-averaged correlation function. The signal-to-
noise ratio is significantly increased by ensemble averaging the correlation function
before peak detection, as opposed to either ensemble averaging the velocity vectors
after peak detection, or ensemble averaging the particle-image field before correla-
tion. This process is described in detail in Sect. 5.3.2.4. For the current experiment,
20 realizations were chosen because that was more than a sufficient number of real-
izations to give an excellent signal, even with a first interrogation window of only
120 × 8 pixel.

The signal-to-noise ratio resulting from the ensemble-average correlation tech-
nique was high enough that there were no spurious velocity measurements. Conse-
quently, no vector validation postprocessing was performed on the data after interro-
gation. The velocity field was smoothed using a 3×3Gaussian kernel with a standard
deviation of one grid spacing in both directions.

Figure16.2 shows an ensemble-averaged velocity-vector field of the microchan-
nel. The interrogation windows were chosen to be longer in the streamwise direction
than in the wall-normal direction. This allowed for a sufficient number of particle

http://dx.doi.org/10.1007/978-3-319-68852-7_5
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Fig. 16.2 Ensemble-averaged velocity-vector field measured in a 30µm × 300µm cross-section
channel. The in-plane spatial resolution, defined by the interrogation spot size of the first interro-
gation window, is 13.6µm × 0.9µm (after [43])

images to be captured in an interrogation spot,while providing themaximumpossible
spatial resolution in the wall-normal direction. The spatial resolution, defined here by
the size of the first interrogation window, was 120×8 pixel near the wall. This corre-
sponds to an in-plane spatial resolution of 13.6µm×0.9µm. The interrogation spots
were overlapped by 50% to extract the maximum possible amount of information
for the chosen interrogation region size according to the Nyquist sampling criterion.
Consequently, the velocity vector spacing in the wall-normal direction was 450 nm.
The streamwise velocity profile was estimated by line-averaging themeasured veloc-
ity data in the streamwise direction. Figure16.3 compares the streamwise velocity
profile estimated from the PIV measurements (shown as symbols) to the analytical
solution for laminar flow of a Newtonian fluid in a rectangular channel (shown as a
solid curve). The agreement is within 2% of full-scale resolution. Hence, the accu-
racy ofμPIV is at worst 2% of full-scale for these experimental conditions. The bulk
flow rate of the analytical curve was determined bymatching the free-stream velocity
data away from the wall. The wall position of the analytical curve was determined
by extrapolating the velocity profile to zero near the wall.

Since the microchannel flow was fully developed, the wall-normal component of
the velocity vectors is expected to be close to zero. The average angle of inclination
of the velocity field was found to be small, 0.0046 rad, suggesting that the test section
was slightly rotated in the plane of the CCD array relative to a row of pixel on the
array. This rotation was corrected mathematically by rotating the coordinate system
of the velocity field by 0.0046 rad. The position of the wall can be determined to



16.1 Flow in a Microchannel 551

Fig. 16.3 Velocity profilemeasured in a nominally 30µm×300µmchannel. The symbols represent
the experimental PIV data while the solid curve represents the analytical solution (after [43])

within about 400 nm by direct observation of the image because of diffraction as
well as the blurring of the out-of-focus parts of the wall. The precise location of the
wall was more accurately determined by applying the no-slip boundary condition,
which is expected to hold at these length scales for the combination of water flowing
through glass, and extrapolating the velocity profile to zero at 16 different streamwise
positions (Fig. 16.2). The location of the wall at every streamwise position agreed
to within 8 nm of each other, suggesting that the wall is extremely flat, the optical
system has little distortion, and the PIV measurements are very accurate.

Most PIV experiments have difficulty measuring velocity vectors very close to
the wall. In many situations, hydrodynamic interactions between the particles and
the wall prevent the particles from traveling close to the wall, or background reflec-
tions from the wall overshadow particle images. By using 200 nm diameter particles
and epi-fluorescence to remove background reflections, we have been able to make
accurate velocity measurements to within about 450 nm of the wall; see Fig. 16.2.

16.2 Flow in an Electrothermal Micro-Vortex

Contributed by:

S.T. Wereley and C.D. Meinhart

Electrothermal (ET) flow is the electrokinetic motion of a fluid, generated by the
simultaneous application of an AC electric field and a heat source to a body of
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Fig. 16.4 Electrothermal flow PIV experimental apparatus featuring two orthogonal microscopes.
One objective is oriented vertically for creating the temperature gradient while the second is oriented
horizontally for imaging the ET flow (after [35])

fluid [46, 55]. The temperature gradient in a non-uniformly heated fluid results in
a spatially varying electrical conductivity and permittivity within the fluid. These
conductivity and permittivity variations interact with the applied electric field to
produce an electrical body force that drives an ETflow. ETflows havemany attractive
properties. They can control and manipulate extremely small particles or volumes of
fluid precisely and without damaging them. They are dynamic and can be switched
on and off rapidly. The location, speed and spatial distribution of the flows produced
can be tailored at run time rather than when the chip is manufactured as with DEP
and related phenomena. ET flows have been applied widely to many research fields
ranging from colloidal science to biotechnology.

Kwon & Wereley [35] carried out a set of PIV measurement experiments on
ET flows to quantify their behavior. They used a microfluidic chip consisting of two
indium tin oxide (ITO) parallel-plate electrodes Fig. 16.4. A light-actuated ET flow
is driven by the simultaneous application of an AC electric field (10 to 60 Vpp and
9 kHz to 1MHz) and laser illumination (30 to 200mW) in deionized (DI) water in
the chip. The resulting flows were directly observed and imaged from the side of
the microfluidic chip, and the acquired images were analyzed by PIV. Because the
non-uniform heating is provided by a laser that was concentrated by a microscope
objective lens, the experimental setup requires two orthogonal microscopes.

The ET flows are directly observed and imaged from the side of the microfluidic
chip through a boom-stand microscope system (Nikon) where a 10× objective lens
(Nikon) and a digital charge-coupled device (CCD) camera (PCO Imaging Co.) are
installed. For the flow visualization and PIV imaging, 3µm red fluorescent particles
(Duke Scientific) are suspended in the DI water after being washed by centrifugation
at 2500 rpm for 5min. Their excitation (λex = 550nm) and emission (λem = 620nm)
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Fig. 16.5 A schematic
drawing of the ET flow is
shown in a along with 200
superposed images which
shows the streamlines of the
toroidal flow while in b
shows the PIV calculated
velocity field (after [35])

are implemented using an epi-fluorescent filter cube (Nikon, USA) and a mercury-
arc lamp (Lumen Dynamics Group Inc.). 200 pairs of images were acquired for most
experimental conditions for the PIV analysis. The PIV analysis was performed with
EDPIV [19]. The PIV evaluation used 64 × 64 pixel interrogation windows and a
central difference image correction (CDIC) method [68] and a correlation averaging
technique [43, 44] to increase signal strength in the steady-state flow.

Figure16.4 shows the experimental configuration for flow visualization and PIV
measurement of the light-actuated ET fluid motion. One novelty of these measure-
ments with respect to other μPIV measurements is that the imaging microscope
was positioned laterally to the side of the chip rather than above or below the chip
as with a conventional configuration. Consequently, the focal plane of the imaging
microscope could be aligned with the optical axis (OA) of the illuminating micro-
scope which is coincident with the line of axisymmetry of the toroidal vortex. The
experimental configuration is shown in Fig. 16.5a. When the laser of 140 mW power
was focused on the bottom electrode biased with 20 Vpp at 9 kHz, the fluid stream-
lines of the generated ET flow formed a pair of vortex rings symmetric with respect
to the OA. This vortex shape occurs because of the spatial distribution of an electrical
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Fig. 16.6 Two electrothermal vortices showing the difference between heating the bottom electrode
(a) and the top electrode (b). The location of laser heating is indicated by the large black circles in
the top vector fields. The top row are the vector plots for both cases while the bottom row shows
streamlines. Note that the vortices have opposite senses [35]

body force produced by the coupling of the uniform AC electric field and the non-
uniform temperature field in DI water caused by the laser illumination. The focused
laser creates the axisymmetric gradients of electrical conductivity and permittivity
in the fluid through electrode heating. These interact with the external electrical field
to produce the ET body forces. The ET body forces generate the ET vortex shown
schematically in Fig. 16.5a. Figure16.5b is an overlapping of all 200 images to show
the streamlines of the ET vortex. Figure16.5c shows a typical PIV measured veloc-
ity field of the ET vortex. The flow is axisymmetric with respect to the illuminating
laser (X/H = 0). The flow speeds on the line connecting the two vortex centers
also follow a bell curve, having a maximum value (∼95µm/s) at the OA. These
PIV results support the visualized toroidal flow structure quantitatively. More details
about the 3Dvortex topology could be gained by using theAsticmatic PTV technique,
see: [34].

These experiments are performed on earth so naturally gravity is another body
force that is present. The flow direction along the OA is identical to that which
would be expected of natural convection induced by the heated bottom electrode.
In order to discern the relative effects of buoyancy-induced natural convection and
electrothermal forces, [35] experimentally investigated the ET flow created when
holding all other conditions constant but varying the location of the focused laser.
The applied AC electric signal and laser intensity were 30Vpp at 20 kHz and 140mW,
respectively. The PIV measurements are shown in Fig. 16.6. When the focused laser
illuminated the bottom electrode (Fig. 16.6a), the ET flowwas driven inward parallel
to the bottom electrode toward the OA and then upward, similar to Fig. 16.6b. When
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the laser was focused on the top electrode (Fig. 16.6b), the ET flow was driven
inward parallel to the top electrode and then downward at the OA. Hence the ET
vortex had the opposite sense when the top electrode was illuminated. These two
vortical flows have maximum velocities of ∼250µm/s and ∼220µm/s on the OA,
respectively. The slight difference occurred because the natural convection when the
bottom electrode is illuminated reinforces the ET flow in Fig. 16.6a but retards it
when the top electrode is illuminated in Fig. 16.6b.

16.3 Proper Orthogonal Reconstruction of 3D Micro PIV
Data

Contributed by:

S.T. Wereley and C.D. Meinhart

One common approach for reconstructing 3D velocity data from 2D planar PIV
datasets is by integrating the continuity equation in the out of plane direction [69].
Here, u and v are the two in-plane components of the velocity field,which ismeasured
on a series of parallel planes with multiple z-locations. This is especially simple for
incompressible flows for which the continuity equation takes the form

∂w

∂z
= −∂u

∂x
− ∂v

∂y
. (16.1)

Integrating it from some known location to some other location in the z-direction
reveals the out-of-plane velocity component using the equation

w (x, y, z, t) = −
∫ (

∂u

∂x
+ ∂v

∂y

)
dz + C (x, y, t) . (16.2)

Reference [29] introduced the concept for proper orthogonal reconstruction. The
basic idea is to decompose the velocity field into orthogonal basis function that
capture the important energy containing modes. Importantly, the decomposition can
be cast to impose separation of variables, such that the basis functions φu,k (x, y) are
purely a function of the in-plane coordinates x , y, while the coefficients au,k (x, y)
are purely a function of the out-of-plane coordinate z, such that

u (x, y, z) =
n∑

k=1

au,k (z) φu,k (x, y) . (16.3)

This approach is quite computationally efficient as typically only about 5 modes
are required to capture 99% of the energy. Separation of variables provides a conve-
nient means for differentiation and integration.
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Fig. 16.7 Proper orthogonal
reconstructed velocity field
[29]

w (x, y, z) = −
n∑

k=1

[
∂φu,k (x, y)

∂x

] ∫
au,k (z) dz

+
n∑

k=1

[
∂φv,k (x, y)

∂y

] ∫
av,k (z) dz + C (x, y, z0)

(16.4)

Figure16.7 shows an example of a reconstructed velocity field. The velocity data
was obtained from multiple x − y planes at several z−locations. In this experiment,
the in-plane velocity field is estimated to have an uncertainty of about 1.2%, while
the out-of-plane velocity uncertainty is about 3.5%.

16.4 Hybrid Experimental-Numerical Technique for
3D Reconstruction

Contributed by:

S.T. Wereley and C.D. Meinhart

In certain types of fluid mechanics problems, a hybrid experimental/computational
approach may be advantageous. Optical access may constrain the experimental mea-
surements to being able to only record 2D planes of data. Furthermore, there may
also be uncertainties in fluid properties, material properties, and associated boundary
conditions that may reduce the accuracy of 3D numerical simulations.
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Fig. 16.8 Velocity vector field of μPIV data (middle panel), and numerical simulation (left and
right panels). The left panel shows the original simulations. The right panel shows the optimized
numerical simulation. The RMS error is reduced by a factor of three in the optimized result

Fig. 16.9 Three-dimensional streamlines of an electrokinetic micromixer determined from the
hybrid experimental/numerical approach [55]

In these types of cases, [55] proposed a hybrid experimental/numerical approach
that can be used to provide a best estimate of the full 3D velocity field. In this
approach accurate measurements of 2D velocity fields are obtained usingμPIV. The
resulting experimental data is then compared to numerical simulation results. Due
to uncertainties in the fluid properties, material properties and boundary conditions,
there may exist discrepancies between the experimental and numerical simulation
results. In this case, the various parameters can be adjusted (within the degree of their
uncertainty) and inputted into the numerical simulation to improve the agreement
between experiment and simulation. [55] used a gradient-free optimization algorithm
in order to improve this agreement.

Figure16.8 shows velocity fields from the experiment and approach reported by
[55]. The left side of Fig. 16.8 shows the original simulation results, which agree
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qualitatively with experimental μPIV data (shown in the middle panel). By opti-
mizing various experimental parameters within the ranges of uncertainty, the RMS
is reduced by a factor of three, as shown in the vector field on the right panel of
Fig. 16.8.

The numerical simulation represents the “best estimate” of the 3D velocity field,
based upon the 2D experimental μPIV velocity fields. Streamlines from the simu-
lation are shown in Fig. 16.9. These streamlines illustrate the complex 3D nature of
the flow, which can be used for efficient mixing at the microscale.

16.5 Particle Velocimetry Using Evanescent-Wave
Illumination for Near-Wall Flows

Contributed by:

M. Yoda

Background

Measuring velocity fields near walls in microfluidic devices such as Labs on a Chip
(LoC) using microscale particle-image velocimetry (μPIV), where the entire volume
of the flow is illuminated, can pose challenges. Reflections from the wall and light
scattered by particles beyond the focal plane reduce the signal-to-noise ratio (SNR)
of the particle images, and the spatial resolution of μPIV may be insufficient to
resolve many interfacial phenomena of interest (Table16.2).

Particle velocimetry using evanescent-wave illumination can be used instead
to measure such interfacial velocity fields. When light is incident upon a planar
refractive-index fluid-solid interface between glass and water, for example, at an
angle of incidence θ exceeding the critical angle θC (θC = sin−1(n1/n2) ≈ 63◦) for
a glass-water interface where n1 = 1.33 is the refractive index of water, and n2 ≈ 1.5

Table 16.2 MnPTV recording parameters for combined electroosmotic and Poiseuille flow through
microchannels

Flow geometry Plane parallel and adjacent to wall

Maximum velocity 1mm/s

Field of view 130µm × 37µm

Observation distance <1.5mm

Recording method Multiframe/single exposure

Recording medium Electron multiplying CCD (EMCCD) camera

Recording lens Microscope objective (63×, NA = 0.7)

Illumination Argon-ion laser (output power < 1W)

Time interval between images 2ms

Seeding material Fluorescently dyed polystyrene spheres
(dp = 250 nm and 490 nm)
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is the refractive index of the glass), the light will undergo total internal reflection
(TIR) in the glass.

The term ‘total’ internal reflection ismisleading, however, because the ‘evanescent
waves’—i.e., the waves with complex wave number—will also be transmitted into
the water, and propagate along a direction parallel to the refractive-index interface.
The intensity of these inhomogeneous waves I ∝ exp{−z/zp}where z is the distance
measured from and normal to the interface, and zp, the (intensity-based) penetration
depth, is somewhat less than the illumination wavelength in vacuum (or air) λ0:

zp = λ0

4π [n22 sin2 θ − n21]1/2
(16.5)

In general, the penetration depth is less than, but comparable in order ofmagnitude
to, λ0; for illumination at visible wavelengths, zp is typically less than 200 nm [1].

For more than a decade, evanescent waves have been used to illuminate particle
tracers, including the fluorescent polystyrene (PS) spheres often used in μPIV and
visible quantum dots, to obtain the two velocity components parallel to the wall
[54, 72]. Since the evanescent-wave illumination is restricted to such a small region,
the tracer images have little, if any, of the additional background ‘noise’ fromparticles
beyond the focal plane typical of volumetrically illuminated μPIV images.

In general, the spatial resolution of the technique along the optical axis (i.e., normal
to the image plane) is determined by zp, i.e., the characteristics of the illumination and
the sensitivity (characterized by the SNR, for example) of the imaging system. For a
SNR of 20, the evanescent wave illuminates the region z < 3zp. Hence the effective
‘thickness’ of the slice of the flow imaged by evanescent-wave particle velocime-
try is usually less than 1µm, while that of typical μPIV near-wall measurements,
based on the depth of correlation, exceeds 2µm [10, 59, 69]. Evanescent-wave par-
ticle velocimetry, also known as nano-PIV (nPIV) [62] and total internal reflection
velocimetry (TIRV) [26], determines velocities within about 1µmof thewall. Given,
however, that evanescent-wave illumination is inherently limited to visualization of
the interfacial (vs. bulk) flow, evanescent-wave particle velocimetry complements
the capabilities of μPIV.

The twomost commonmethods for illuminating theflow in aLoCwith evanescent-
wave illumination use a microscope objective or a prism to couple the light into the
flow. In objective lens-based total internal reflection microscopes (TIRM) which are
commercially available from a number of manufacturers, a beam of light is refracted
at an objective lens with a numerical aperture NA > n1 and introduced, usually
through a layer of immersion oil, into the glass wall of the LoC. The advantages
of objective-based systems include ease of alignment because the illumination and
imaging optical paths coincide, and images with good SNR because of the high NA
of TIRM objectives. Moreover, since the flow is illuminated and imaged from below,
the region above the flow is available for other types of instrumentation.

Unfortunately, using objective lens-based TIRM imposes significant limitations
on the flow facility and image characteristics such as the physical field of view
and exposure time. At present, commercially available TIRM objectives are lim-
ited to a single working distance, namely a 170µm thick (#1.5) borosilicate glass
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Fig. 16.10 Prism-coupled
evanescent-wave
illumination of a flow seeded
with fluorescent tracer
particles through a
fused-silica microchannel
where the silica substrate is
used as a waveguide

coverslip (with n2 = 1.518), and magnifications of at least 60 because of difficulties
in designing lower-magnification objectives with high NA. The maximum illumi-
nation intensity is limited by the maximum laser power, which is usually less than
0.5W, that can be coupled into such objectives without damaging the objective.
Finally, the evanescent-wave illumination from objective-based TIRM has a peri-
odic, and hence non-uniform, intensity due to interference patterns caused by slight
misalignment of light beams within the objective.

In prism-based evanescent-wave illumination, the light is instead coupled into the
glass wall of the LoC using a prism so that θ > νC (Fig. 16.10); a second prism is
often then used to couple the light out of the LoC. By separating the illumination and
imaging paths, this configuration gives much more flexibility because the flow can
be imaged through windows of different thickness and different optical materials and
the maximum illumination intensity is not limited by the limitations of the imaging
system. Moreover, the region illuminated by evanescent waves can be very large
when the light is coupled in to the side of a glass plate (where the plate serves as a
waveguide), with dimensions of several cm [48]. However, the prism can interfere
with access to the sample, and this configuration requires optical alignment of both
the illumination and imaging systems.

Interestingly, the exponential decay in the evanescent-wave intensity with wall-
normal distance or z can be exploited to determine the z-position of the particle, and
hence the three-dimensional position of an individual particle. Because evanescent
waves are generated at the fluid-solid interface, the positions of particles, when
illuminated by such waves, are automatically measured with respect to the wall.
Measurements of the elastic (vs. inelastic) scattering of evanescent waves created by
the TIR of with linearly p-polarized light by particles of average radii a = 680 nm
show that Ip, the intensity of the image of a particle illuminated by evanescent waves
has an exponential decay with length scale zp [20]. For particle-wall separations
h ∝ z − a where z is the position of the particle center along the wall-normal
distance (so a particle at h = 0 touches the wall),

h = zp ln{I 0p /Ip} (16.6)
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Here, I 0p is the intensity of the image of a particle touching the wall (i.e., at h = 0).
A number of experimental studies suggest that Eq. (16.6) can be extended to

inelastically scattered light from fluorescent colloidal particles, i.e., the tracers most
commonly used in particle velocimetry [22, 37]. So the wall-normal, or z-position
of an individual particle z = h + a, with h is determined using Eq. (16.6), and I 0p
can be determined from calibration experiments, albeit with some uncertainty. Most
experimental measurements of I 0p , typically obtained by averaging many images
of particles that are adsorbed on the wall, have a standard deviation that is signifi-
cantly greater than that expected from the particle polydispersity, probably because
of particle-to-particle variations in fluorophore concentration and photobleaching of
the fluorophore [38].

In the near-wall region, the flow is mainly parallel, or tangential, to the wall
because of the no-flux boundary condition, and so the z-component of the particle
velocity w is usually negligible. So the flow in this region is a shear flow where
the velocity components parallel to the wall increase with z. The x- and y-locations
of the center of any particle image can be determined with a resolution of ∼0.1
pixel, using a variety of standard methods, including identifying the center of the
correlation peak by cross-correlating the particle image with a Gaussian function.
The particle velocity is then simply the particle displacement determined from a pair
of successive images of the particle divided by the time interval between the images
in the pair Δt .

Although most particle velocimetry techniques assume that the particle velocities
are the flow velocities, the displacements of the colloidal particles usually used in
evanescent-wave particle velocimetry (and μPIV in many cases) are, in general not
identical to the flow velocity due to several factors, which are all functions of the
particle radius a, and are hence affected by particle polydispersity:

1. The particle displacements are due to both convection by the flow and Brownian
fluctuations, which are significant for a ≤ 0.5µm particles suspended in water.
Given that typical Brownian fluctuation timescales are much less than 1 ns, the
position of any colloidal particle is averaged over many, many such fluctuations.
Unfortunately, near-wall Brownian fluctuations are anisotropic, depending upon
z, and hence non-stochastic, because the wall ‘hinders’ diffusion. Indeed, several
studies have used evanescent-wave techniques to measure this anisotropic Brow-
nian diffusion both parallel to and normal to the wall [21, 31, 32]. The effects
of Brownian diffusion can be minimized by using shorter exposure times τ and
smaller Δt [60, 61].

2. The shear flow near the wall (due to the no-slip condition) ‘hinders’ the particle
translation by inducing particle rotation, and hence reduces the particle velocity
compared with the fluid velocity [23].

3. The particle velocities can overestimate the flowvelocity because the particle con-
centration is also non-uniform near the wall. Even in a dilute colloidal suspension
at rest, assuming that the tracer particles and thewall have the same sign of surface
charge (usually negative), there will be a ‘particle depletion layer’ near the wall,
due to repulsive particle-wall electric double layer and attractive van der Waal
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interactions, as predicted by the classic Derjaguin–Landau–Verwey–Overbeek
(DLVO) theory [25]. In a flowing suspension, there are additional, usually repul-
sive, ‘lift’ forces due to the pressure and voltage gradients often used to drive
flows in LoC [30, 71].

4. For cross-correlation-based PIV, the non-uniform nature of evanescent-wave illu-
mination means that particles near the wall, with smaller flow velocities, have
brighter images, and hence a greater contribution, to, the cross-correlation. The
actual flow velocity will therefore be greater than the particle velocity. This effect
and Brownian effects can again be reduced by obtaining images with small τ and
Δt [60, 61], or by using particle-tracking methods [28].

A number of approaches have been proposed to ‘extract’ flow velocities from
particle velocities obtained using evanescent-wave velocimetry. Multilayer nano-
particle tracking velocimetry (MnPTV) ‘bins’ the velocity data from a sequence of
images of a steady (or periodic) flow based upon the average wall-normal positions
of the tracer particles over the image pair into a few layers, and reports the average
velocity for each layer [37]. The z-location of this velocity is then the average of
the z-positions for all the velocity samples in that layer. The technique minimizes,
but does not correct for, the effects of Brownian diffusion by using small (maximum
1ms) τ and small (comparable to τ ) Δt .

Other researchers have used Brownian dynamics simulations, based for the
most part on solving the Langevin equation, to determine how to estimate flow
velocities from their particle velocity measurements. Huang et al. [32] and Sadr
et al. [60] proposed ‘correction factors’ for velocities obtained using particle-tracking
and cross-correlation-based PIV approaches, respectively, that incorporate many of
these effects including Brownian effects, the lag due to shear-induced particle rota-
tion, and the surface forces predicted byDLVO theory. Improvedmethods for directly
estimating the near-wall particle distribution that account for the effects of polydis-
persity have also been proposed [66], but the method has only been tested to date on
single (vs. pairs of) particle images.

A number of studies have used evanescent-wave particle velocimetry to estimate
apparent slip lengths in flow over hydrophilic and hydrophobic walls [22, 36, 38].
In these studies, Poiseuille flow is driven by either a pressure gradient or syringe
pump through channels with a large enough hydraulic diameter (compared with zp)
to ensure that the flow in the near-wall region illuminated by the evanescent waves
is essentially shear flow with a constant shear rate γ̇ . The glass surfaces of the
fused-silica or polydimethylsiloxane (PDMS)-glass channels were modified with a
octadecyltrichlorosilane (OTS) layer to make them hydrophobic, and compared with
results for otherwise identical channels with unmodified (i.e.,‘bare’) surfaces.

The earliest study by Huang et al. [22] reported apparent slip lengths of 26 nm–
57 nm for hydrophilic surfaces and 37 nm–96 nm for hydrophobic surfaces with an
uncertainty of at least 30 nm. Li & Yoda [36] used MnPTV to estimate apparent
slip lengths ranging from −2.3 nm to 8.0 nm with a maximum uncertainty of 22 nm
for hydrophilic surfaces and from 1.8 nm to 23 nm with a maximum uncertainty of
23 nm for hydrophobic surfaces. Most recently, Li et al. [38] obtained slip lengths
of 9 nm with an uncertainty of 10 nm for hydrophilic surfaces and 55 nm with an
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uncertainty of 9 nm with hydrophobic surfaces. They identified photobleaching as
a major factor affecting the accuracy of estimates of I 0p , although this may be due
in part to the relatively long exposure times (τ = 2.5ms) required by their TIRM
system.
Evanescent-WaveParticleVelocimetryStudies ofCombinedPoiseuille andElec-
troosmotic Flow

Electric fields (i.e., voltage gradients) and pressure gradients are both common ways
to drive flows in microfluidic devices, and hence through microchannels. Although
both electroosmotic (EO) flow driven by electric fields and Poiseuille flow driven
by pressure gradients have been studied by several groups, there are relatively few
studies of combined Poiseuille and EO flows driven by both voltage and pressure
gradients [7, 18, 45].

Multilayer nano-particle tracking velocimetry (MnPTV) [37] was used to study
combined electroosmotic (EO) and Poiseuille flows in the same direction through
microchannelswet-etched into a fused-silica substratewith cross-sections of nominal
depth H = 30µm and width W = 300µm driven by electric fields of magnitude
E < 10V/cm and pressure gradientsΔp/L < 1.1 bar/m, corresponding to near-wall
shear rates γ̇ < 1200 s−1 [11]. The DC electric field was imposed using platinum
electrodes sealed to four-way connectors at the upstream and downstream reservoirs;
the hydrostatically generated pressure gradient was imposed through another port of
the connector (Fig. 16.11).

Theworking fluidwas a 1mmol/l aqueous sodium tetraborate (Na2B4O7) solution
seeded at a bulk number density of 2.7 × 1016 m−3 with fluorescent carboxylated
polystyrene (PS) spheres. Two different fluorescent tracer particles were used: (i)
a = (125 ± 4.5) nm spheres (Invitrogen F8811) with an emission maximum at
513 nm; and (ii) a = (245 ± 7.5) nm (Invitrogen F8812) spheres with an emission
maximum at 606 nm. The zeta-potentials of the particles suspended in the working
fluid ζp = (−67.8 ± 1.0)mV (average ± standard deviation) for the a = 125 nm
particles and ζp = (−49.9 ± 0.6)mV for the a = 245 nm particles.

The evanescent-wave illumination zp = (110 − 120) nm was generated by the
TIR of a continuous argon-ion laser beam (output power < 1W) coupled into the
fused-silica substrate with a fused-silica isosceles right triangle prism. The laser was

Fig. 16.11 The 4-way
connector at the channel inlet

Channel

p Electrode

Inlet 
reservoir
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‘shuttered’ by an acousto-optic modulator (AOM) to acquire a pair of images of the
particles at τ = 0.5ms and Δt = 2ms.

The smaller particles were illuminated by the 488 nm line of the laser, and imaged
through a 525 ± 25 nm bandpass filter; the larger particles were illuminated by the
514.5 nm line of the laser and imaged through a 615 nm longpass wavelength filter.
The fluorescence from the particles in the center of the microchannel (to minimize
the effect of the side walls) was imaged through a M = 63, NA = 0.7 microscope
objective (Leica PL Fluotar L) onto an electron multiplying charge-coupled device
(EMCCD) camera (Hamamatsu C9100-13). A sequence of 500 image pairs, where
each 512 × 144 pixel images had physical dimensions of 130µm × 37µm, were
recorded with a spacing between pairs of 0.2 s.

The location of the center of each particle was determined using cross-correlation
with a 2D Gaussian function. After identifying and removing the images of overlap-
ping or aggregated tracers, the displacements of the remaining particles in the plane
parallel to the wall were determined simply by matching particles between the two
images in the pair to their nearest neighbor

The particle-wall separation h, or the distance between the particle edge and the
wall, was next determined from the particle image intensity Ip, which was defined
here to be the area-averaged integral of the grayscale values in the image, and
Eq. (16.6). The displacements of the a = 125 nm and a = 245 nm particles were
then divided into three layers, each containing a similar number of particle samples,
based on h:

1. 0 nm ≤ h ≤ 100 nm
2. 100 nm ≤ h ≤ 200 nm
3. 200 nm ≤ h ≤ 300 nm

The particle velocity components parallel to the wall were then simply the particle
displacement divided by Δt .

Figure16.12 shows the flow velocities for combined EO and Poiseuille flow at
an electric field magnitude E = 8.8V/cm and γ̇ = 660 s−1 (Δp/L = 0.43 bar/m)
[circles], and γ̇ = 1150 s−1 (1.04 bar/m) [squares]. Note that the flow velocities
were estimated by subtracting the electrophoretic velocity, given by the Helmholtz–
Smoluchowski relation and the measured values of ζp, from the measured velocities
of the a = 125 nm (open symbols) and a = 245 nm (filled symbols) tracers. The
z-positions of these velocity data have been corrected for the nonuniform distribution
of the tracers, and the excluded volume effect where the minimum velocity of the
particle (center) is that of the flow at z = a.

As expected, the flow velocity for this creeping flow in the near-wall region is
simply the superposition of the linearly varying Poiseuille flow velocity and the
uniform EO flow velocity:

U = γ̇ z + μeoE (16.7)

where μeo is the EO mobility. The slopes of the data (dashed lines) are in good
agreement with the expected shear rates, and the velocity ‘offset’ due to EO flow for
the range of E considered here is proportional to E .
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Fig. 16.12 Flow velocity profiles U (z), where h ≡ z − a, estimated by MnPTV for combined
EO flow at E = 8.8V/cm and Poiseuille flow at γ̇ = 660s−1 (circles) and 1150s−1 (squares)
estimated from the particle speeds using a = 125 nm (open) and a = 245 nm (filled symbols)
particles. The dashed lines represent the analytical solution for Poiseuille flow at the same values
of γ̇ , or alternatively, Δp/L . The error bars denote the standard deviations over three independent
experiments [11]

16.6 Measurements of the Flow around a Growing
Hydrogen Bubble Using Long-Range µPIV and
Shadowgraphy

Contributed by:

D. Baczyzmalski and C. Cierpka

Introduction

The generation of hydrogen through water electrolysis and its application as an
energy carrier have become increasingly important in view of the worldwide promo-
tion of renewable energies. However, the relatively low efficiency of this process has
been a major drawback for industrial applications in the past. A considerable part
of the losses is related to the formation of hydrogen gas bubbles on the electrode
surface, which reduces the active electrode area that would be otherwise available for
the chemical reactions. Therefore, the accelerated bubble detachment from the elec-
trode is essential to improve the performance of the process [5]. In this context, high
research efforts are directed towards the application of forced convection, which can
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Table 16.3 PIV recording parameters for the shear flow around a growing bubble

Flow geometry Shear flow around a sub-millimeter sized
hydrogen bubble evolving at a microelectrode

Maximum in-plane velocity Umax ≈ 35 mm/s

Field of view 3 × 3mm2/1.3 × 2mm2 (W × H )

Interrogation area 38 × 38µm2/32 × 32µm2 (W × H )

Observation distance Z0 ≈ 100mm and 50mm

Recording method Single frame

Recording medium High speed CMOS, 2016 × 2016 pixel

Recording lens Long-range microscope system

Illumination LED: 530 − 570 nm, up to 250 mW

Recording frequency 500Hz

Exposure time 20 − 500µs

Seeding material polystyrene particles (dp = 1µm and 3µm)

be conveniently generated by superimposing a magnetic field on the inherent elec-
tric field. This gives rise to Lorentz forces which act as body forces in the liquid
phase surrounding the evolving bubbles [4, 67]. In order to understand the influence
of the magnetohydrodynamic (MHD) flow on the bubble growth and detachment,
detailed investigations of the flow around the growing bubble and its motion are nec-
essary. In this study, single sub-millimeter sized hydrogen bubbles were generated
at a microelectrode and visualized with a long-range microscope by means of shad-
owgraphy [3]. This allows for simultaneous measurements of the 2D flow around
the bubble and its geometry using only one camera (Table16.3).

Setup and Evaluation Techniques

The electrochemical cell consists of a small glass cuvette (45 × 10 × 10mm3

[H × W × D]) with a horizontal Pt microelectrode (100µm in diameter) embedded
in the bottom. The cell was filled with a 1MH2SO4 solution and placed between two
NdFeB magnets, generating a homogeneous electrode-parallel magnetic field with a
magnetic induction of B = 500mT (see Fig. 16.13 left). Additional measurements
were conducted at B = 180mT by placing the cell slightly above the magnets. The
electrodes were connected to a voltage-regulated power supply to generated single
hydrogen bubbles at themicroelectrode. The Lorentz force density f L = j×B around
the evolving bubble acts perpendicular to themagnetic fieldB and the electric current
field j, which in this case generates a wall-parallel shear flow. PIV measurements
of this flow were performed by adding polystyrene tracer particles (dp = 3µm)
and visualizing both the particles and the bubble by means of shadowgraphy (see
Fig. 16.13 right). The background illumination was provided by a green LED and
was guided by a system of two mirrors in the optical path to image the main flow
plane. Two 1mm thick glass slides served as mirrors to avoid possible distortions by
the magnetic coatings of conventional mirrors. A high speed camera (PCO DIMAX
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Fig. 16.13 Setup: The electrochemical cell was placed in a homogeneous magnetic field (left, front
view); shadowgraphy was used to measure the 2D flow viaμPIV and to obtain the bubble geometry.
The light was guided by mirrors to image the particles and the bubble in the main flow plane (right,
top view)

by PCO GmbH) equipped with a long-range microscope system (K2/S by Infinity
Photo-Optical Company) was used to record the shadow images at 500Hz at a high
magnification of about M = 8.3 with a resolution of 0.75 pixel/µm. Since the light
reflection by the glass slide is low and also the reflection from its rear side is causing
additional undesired shadows, a relatively low particle image density (≈0.0003 ppp)
was used to ensure a sufficient signal-to-noise-ratio. For the second set of measure-
ments at B = 180mT, the working distance was higher which led to a slightly lower
magnification ofM = 6.9with a resolution of 0.63 pixel/µm.However, much higher
particle image densities (≈0.0027 ppp) and smaller particle sizes (dp = 1µm) were
possible due to the direct optical access (see Fig. 16.14 left). Moreover, only a very
low illumination power and exposure time were necessary (40mW at 20µs).

Inhomogeneities in the background illumination were removed by subtracting a
background image. This way, the bubble shape and its motion can be easily obtained
by segmentation of the resulting images (Fig. 16.14 left). The identified bubble
images were masked out prior to the PIV evaluation to avoid a biased correlation
result at the bubble surface. Additional image filters (subtraction of sliding average,
intensity threshold) were then applied to remove the background noise caused by
defocused particles and to reduce the effective depth of focus [12, 59]. The impor-
tance of image preprocessing, especially for imaging with large magnifications, was
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Fig. 16.14 Zoom into inverted shadowgraph image with removed background image (left). Evo-
lution of the bubble diameter d and motion xc parallel to the wall (right)

recently demonstrated in the International PIV Challenge [27]. The resulting mea-
surement depth was experimentally estimated to be less than 100µm for a particle
size of dp = 3µm and is further reduced for the measurements with dp = 1µm. This
is sufficiently small considering the observed bubble sizes (Fig. 16.14 right). Since
the bubble evolution and detachment cycle is highly periodic [2], a phase-resolved
analysis of the flow can be performed by dividing each evolution cycle (O(100ms))
into small phase intervals of a fewmilliseconds (20 phase intervals). In particular, this
allows to use an ensemble-based correlation [70] in order to increase the measure-
ment resolution at B = 500mT, where a very low seeding concentration was used.
This was realized by reorganizing the PIV images according to their temporal phase
and storing them into double frame images. Using approximately 500 images per
phase for the ensemble correlation, interrogation window sizes of 24×24 pixel with
50% overlap were achieved, despite the low seeding concentration. For B = 180mT,
the seeding concentration was sufficient for a standard PIV approach using the same
final interrogation window size. In this case the results were phase-averaged (≈300
images per phase) during the post-processing for a higher accuracy. In addition, a
time-resolved PTV algorithm was applied close to the gas-liquid interface to better
resolve the Marangoni flow caused by high surface tension gradients at the foot of
the bubble [13]. The obtained PTV data was phase-averaged in bins of 10×10 pixel.

Results and Discussion

The wake of the previously detached bubble is only relevant in the very first stages of
the bubble growth, after which the flow around the bubble is governed by the MHD
effect (see [DC16.2] for an animated view of the evolving flow). Figures16.15 and
16.16 illustrate the induced MHD shear flow for a late phase of the bubble growth at
B = 180mT and B = 500mT, respectively (see [DC16.3] for coloured versions). In
both cases the bubble is slowly sliding away from the microelectrode to the right due
to the imposed drag force (see Fig. 16.14 right). As a result, the access to the electrode

http://dc.pivbook.org/MHD_bubble_gif
http://dc.pivbook.org/MHD_bubble
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Fig. 16.15 Phase-averaged PIV velocity field for B = 180mT: The Lorentz force distribution and
MHD flow is asymmetric due to the motion of the bubble away from the electrode (indicated by
the black line at the bottom). The Marangoni flow on the left side at the gas-liquid interface was
obtained by PTV

is blocked on its right side, causing an asymmetric current field and Lorentz force
distribution. The generated shear flow is following the asymmetric force distribution,
which has high values on the left side of the bubble but is relatively weak on its right
side, leading to a region of low momentum on that side. This imposes a strong drag
force as well as a lift force which help to overcome the surface tension forces that
keep the bubble attached to the wall and thus accelerate its detachment. However,
the induced forces are presumably smaller when large electrodes are used as a more
symmetric Lorentz force distribution can be expected.

In addition to the MHD flow, Marangoni stresses are generated at the foot of the
bubble presumably due to high local concentration gradients of dissolved hydro-
gen or temperature gradients which give rise to surface tension gradients [39]. The
Marangoni stress generates a flow with high velocity gradients directly at the gas-
liquid interface as can be seen in Fig. 16.15 forB = 180mTwithin a distance from the
interface of approximately 20µm. The fluid is also accelerated toward the foot of the
bubble due to conservation of mass. This is also evident at B = 500mT (Fig. 16.16),
although it was not possible to properly resolve the high velocity gradients directly
at the interface, despite the local time-resolved PTV approach. However, a detailed
investigation of the Marangoni flow is important as it might influence the bubble
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Fig. 16.16 Phase-averaged
(ensemble-correlation) PIV
velocity field for
B = 500mT: The MHD flow
becomes stronger with an
increase of the magnetic
induction (see Fig. 16.15).
Although PTV was applied
close to the interface, the
strong velocity gradients of
the Marangoni flow cannot
be resolved at this
magnification
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growth by an enhanced mass transfer and impose an additional stabilizing force on
the bubble. A further characterization of these interfacial phenomena will require an
even higher magnification and a smaller measurement depth.

Conclusions

Combining shadowgraphy and long-range μPIV allowed for a detailed study of the
MHD-induced shear flowaround a growing sub-millimeter sized hydrogen bubble. In
these measurements the bubble shape and the tracer particles were recorded simulta-
neously with one camera and their respective images were subsequently separated by
proper image processing of the shadow image. The presented technique is relatively
simple and only requires a low illumination power and short exposure times due to
the backlight illumination. For cases with limited particle image densities and low
signal-to-noise ratios, a highermeasurement resolutionwas achieved by using phase-
resolved ensemble correlation PIV. Additionally, time-resolved PTV was applied to
visualize the strong velocity gradients of the interfacial Marangoni flow. However,
to further resolve this flow an even higher magnification is necessary.
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16.7 In Vivo Blood Flow Measurements Using Micro-PIV

Contributed by:

C. Poelma

In vivo blood flow measurement provides essential insight in the role of hemody-
namics during cardiovascular development. In particular, the local flow rate and wall
shear stress are of great importance to understand, for instance, how flow regulates
the development of vascular networks or helps form the heart [51]. Measurements
using conventional (micro-)PIV are naturally limited to systems that are optically
accessible and transparent. A prime example of such a system is the chicken embryo,
which is a common model for human development. Measurements using PIV in this
system are challenging and have demanded a number of innovations. These will also
be helpful outside of this fairly niche application area.

Optical access is created by carefully exposing the embryo through removal of a
part of the egg shell and membranes [50]. This allows ‘in ovo’ study of the embryo,
with little influence on the development. For tracer particles, either artificial tracers or
red blood cells can be used. For the former, the biocompatibility has to be ensured,
e.g., by using fluorescent polystyrene particles that are coated with polyethylene
glycol (PEG) [65]. After careful injection, these artificial tracer particles circulate
through the entire cardiovascular system for at least several minutes. The use of
the naturally occurring red blood cells would naturally be preferable, as this would
make the technique less invasive. However, due to their size (approximately 8µm
for avian blood) the spatial resolution can be an issue. Note that this holds for both
in-plane and out-of-plane directions, as the depth-of-correlation can be significantly
larger for red blood cells in comparison with sub-micron artificial tracers [52]. For
lower magnifications, the data will be averaged (in an unpredictable manner) over a
depth that may be larger than the diameter of the blood vessel under investigation.
For high magnifications, red blood cells can be used without these problems [33].
In practice, blood vessel with a diameter up to 150–200µm can be measured. For
larger diameters, the image contrast rapidly reduces as the flow becomes opaque due
to the thick layer of red blood cells in the optical path. Similarly, the development
of additional layers of tissue covering the vessels reduces the transparency after the
first few days.

Illumination of the tracers can be achieved using conventional (high-repetition)
pulsed lasers [65] using epifluorescent imaging: the light is send, via a beam splitter,
through the objective to the sample and the scattered and fluorescent light is collected
by the same objective. The use of awavelength cut-off filter before the camera ensures
that only the fluorescence signal of the tracers is imaged. Recently, pulsed LEDs have
been shown to be a cheap and safe alternative to lasers [33]. As micro-PIV relies on
volume illumination, the LED light can simply be directed onto the embryo from the
side. An additional benefit is that the incoherent nature of LED light does not cause
interference issues, which can be the case for bright-field illumination using a laser.
To improve the image quality and limit desiccation, the field-of-view is generally
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covered using a cover glass. Imaging can be done using high-speed cameras or using
conventional CCD cameras. While dependent on the magnification and application,
the tracer displacements are usually so large that imaging at conventional video
rates (e.g., 30 images/seconds) is not sufficient. This implies that for CCD cameras
interline transfer (‘double frame mode’) has to be used, which in turn precludes the
use of continuous light sources that are common in microscopy: the second frame
will generally be overexposed due to the longer, fixed exposure length.

As the embryo floats freely on the yolk and relatively highmagnifications are used
(up to 25×), it is difficult to avoid that the field-of-view drifts over time. This is not
due tomovement of the embryo, which is absent at these early stages of development,
but mostly due to evaporation and surface tension effects around the cover glass. It
is therefore essential to perform image registration: cross-correlation of the images
with the first image in the series estimates their displacement with respect to the first
frame. Naturally, this can be extended to more complex corrections (e.g., rotation
and stretching).

The image quality in micro-PIV, and in particular in these in vivo applications,
generally demands some sort of averaging to obtain satisfactory results.As bloodflow
is pulsatile in nature, this requires special attention. Initially, an additional reference
signal was obtained, e.g., using a ultrasonic flow meter [65]. This signal was then
used to sort the PIV data in appropriate phase ‘bins’. A simplified procedure is to
estimate the cardiac phase from the data itself. To do so, any signal can be used that
has a unique relation to the cardiac phase. The most straightforward is to determine
the mean instantaneous flow, using a very large interrogation area [53]. However,
many other options exist if needed, e.g., mean signal-to-noise ratio or the mean
image intensity. Using this signal a phase is assigned to each image pair; note that
this is only feasible if the acquisition rate is sufficiently high – in practice 5 to
10 points within each cardiac cycle is sufficient to redistribute the data into up to
10 phase ‘bins’. Phase-averaging of the correlation results within each bin gives a
significant improvement of the signal-to-noise ratio. Generally, 10 to 50 image pairs
are used to obtain the mean velocity field within each phase bin [65]. Using more
pairs generally does not lead to further improvement and biological changes (e.g., a
variation in heart rate) may start to become an issue. If there is a significant temporal
variation in the displacement throughout the cardiac cycle, it should be avoided to
perform correlation averaging of the entire data set, i.e., without sorting. This process
will likely not give the true temporal mean [33]. Note that this issue does occur when
the vector fields are averaged.

In general, the cardiovascular flow patterns are quasi-stationary. This implies
that larger regions can be studied by subsequent measurements. This can be in-
plane (‘stitching’) or out-of-plane (‘stacking’). For the former, image registration of
overlapping border regions can assist in matching the domains [33]. For stacking,
a standard approach is to use a computer-controlled piezo-stepper or an automated
microscope translation stage. By translating the focal plane, in increments that match
the depth-of-correlation, a complete volumetric velocity field can be obtained [53].
The missing out-of-plane velocity component can be estimated using the continuity
equation [50]. The end result can therefore be a phase-reconstructed, volumetric
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Fig. 16.17 Single raw image (M = 6×, 2 × 2 binning) showing 1µm fluorescent tracer particles.
The right-hand side shows the corresponding vector field, using a final interrogation area size of
16 × 16 pixel with 50% overlap; this results in a vector spacing of approximately 15µm

Fig. 16.18 3D reconstruction of the walls of the blood vessels. This result was obtained by stacking
20 planes, similar to the one shown in the previous figure, separated by 12 µm. The walls are
visualized using an isosurface of 1/10 of the maximum velocity magnitude. For reference, the
maximum velocity of the cross-section is 2 mm/s. This result represents the systolic phase of the
cardiac cycle

velocity measurement of all three velocity components of blood flow. This is a sound
basis to start determining e.g., the wall shear stress distribution and other relevant
hemodynamic parameters.

An example of an in vivo blood flow measurement is shown in Figs. 16.17 and
16.18. These figures show a typical raw image, the corresponding vector field and a
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Table 16.4 PIV recording parameters for in vivo blood flow measurement

Flow geometry Vitelline network (extra-embryonic blood
vessels) of a chicken embryo

Maximum in-plane velocity Umax ≈ 2 − 3mm/s

Field of view 1.5 × 1.1mm2 (W × H )

Interrogation volume 30 × 30 × 12µm3 (W × H × D)

Dynamic spatial range DSR ≈ 50 : 1
Dynamic velocity range DVR ≈ 33 : 1
Observation distance Z0 ≈ 55mm

Recording method Dual frame/single exposure

Ambiguity removal Frame separation (frame-straddling)

Recording medium Full frame interline transfer CCD
1376 × 1040 pixel (with 2 × 2 binning)

Recording lens Leica FluoCombi III (5×), Planapo 1×,
variable zoom

Illumination Nd:YLF laser < 10mJ/pulse at 527 nm

Pulse delay Δt = 3000 − 5000µs

Seeding material 1µm polystyrene spheres containing
Rhodamine 6G

three-dimensional reconstruction of some blood vessels. A step-by-step description
of the procedures and technical details are given in Poelma et al. (2008) [53].
Table16.4 summarizes some key parameters.

16.8 Reconstruction of Fluid Interfaces using 3D
Astigmatic Particle Tracking Velocimetry

Contributed by:

M. Rossi and C.J. Kähler

In many microfluidic and lab-on-a-chip applications it is often necessary to mix
different liquids on a small scale after they merged in a channel. However, as no
turbulent mixing takes place in microuidics the passive mixing is rather slow as only
molecular diffusion mixes the fluids at the interfacial area between the two fluids
[49, 63]. In order to enhance themolecularmixing, the interface between the different
fluids can be enlarged by means of secondary vortices which are created in bended
channels, as illustrated in Fig. 16.19, see also [64]. The quantitative characterization
of the topology of this interface plays a critical role in the design and optimization
of microuidic devices.

One common experimental approach to assess the fluid mixing is by using dye
visualization, as shown in the lower image of Fig. 16.19. However, these methods
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Fig. 16.19 CFD simulation (top) and dye visualization (bottom) of the contact interface between
two fluids in a curved microfluidic mixer for Re = 20 and Re = 100. In areas with a highly bended
interface, the dye visualization shows homogeneous mixing as a consequence of averaging over the
optical axis (figure adapted from [42])

generally give an averaged concentration value over the optical axis, and do not
provide adequate information about the mixing or the complex topologies of the
interface between the two fluids. This can be observed in Fig. 16.19 for the case
of a curved microfluidic mixer. Here the contact area is bended by the presence of
two symmetric Dean vortices established as a consequence of the curvature of the
microchannel [42]. In areas with a highly bended interface (red square in lower right
image), the dye visualization shows homogeneous mixing but this is an artifact due
to averaging along the optical axis. This is evident because after the full bend is
passed the two streams are again fully separated which indicates that no significant
mixing took place.

Scanning confocal microscopy can be used to overcome this problem, however it
requires a significantly more costly equipment and it is always limited to stationary
or quasi-stationary flows, see Sect. 10.7.1. An additional problem connected with
dye visualization, is the relatively fast diffusion rate of the molecular dye that often
results in a smeared interface between the two fluids as shown in Fig. 16.20.

To overcome the aforementioned disadvantages 3D Astigmatic Particle Tracking
Velocimetry (APTV) is a well suited technique tomeasure the topology of fluid inter-
faces along with the velocity of the fluid [42, 56]. The working principle is fairly
simple as only one single optical view and a single camera is required to resolve
the 3D flow information, see Sec. 10.7.4 for details or [15, 58]. First, tracer particles
are introduced in one of the two fluids and their position is measured using the 3D
Astigmatic PTV method. If the tracer particels are randomly distributed inside the
volume and do not cross the interface (non-Brownian particles), the interface topol-
ogy can be measured as the bounding surface of the cloud of points corresponding
to the particle positions as illustrated in Fig. 16.21.

http://dx.doi.org/10.1007/978-3-319-68852-7_10
http://dx.doi.org/10.1007/978-3-319-68852-7_10
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Fig. 16.20 Effect of different diffusion time scales of tracer particles (2µm spheres,
D = 2 · 10−13m2/s) and molecular dye (Rhodamine B, D = 4 · 10−10m2/s). A constant flow
at Re = 20 was established in a straight Y-shaped micro-channel. 5mm downstream of the junction,
a blurred interface is present when looking at the dye, while no difference can be observed in the
tracer particles’ distribution (figure adapted from [56])

Fig. 16.21 Schematic of the
measurement principle.
Given two fluid regions V
and Q, V is seeded with a
homogeneous random
distribution of tracer
particles. The topology of
the interface between Q and
V can be inferred from the
boundary of the cloud of
measured particle positions.
Important parameters for the
reconstruction are the
number of particles per unit
volume Np and the size of
the structures to be resolved,
given in terms of the spatial
frequency ν (figure adapted
from [56])

p

This approach allows an instantaneous 3D measurement of the interface topol-
ogy and is, in most cases, insensitive to diffusion (tracer particles have a diffusion
coefficient several orders of magnitude smaller than molecular dyes). The main dis-
advantage is obviously related to the fact that a continuum is represented by a discrete
cloud of randomly distributed points, thus the interface reconstruction is not straight-
forward and can be problematic especially for low particle concentrations. However,
for stationary flows the particle density can be indefinitely increased by repeating
the number of recordings. Furthermore, in most of the applications, the interface will
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Fig. 16.22 (a) Reconstruction approach usingDelaunay triangulation. (b) Reconstruction approach
using numerical diffusion. On the right respective results obtained on synthetic data (figure adapted
from [56])

be rather simple in geometry such that a reliable topological estimation is usually
possible by means of a low number of particles. Different strategies can be used to
retrieve the interface from the cloud of measured particle positions. Here the two
methods described in [56] are reported.

The first approach, represented in Fig. 16.22(a), uses a Delaunay triangulation to
connect the cloud of points and an erosion algorithm to reveal the structures. The
erosion criterion is based on the size of the triangles (or tetrahedrons in the 3D case),
assuming that given a homogeneous distribution of particles, the size of triangles will
be bigger in regions where no particles exist. Implementations of this approach are
commonly present in many software or programming languages (e.g. the function
boundary in Matlab).

The second approach, represented in Fig. 16.22(b), relies on an artificial scalar
concentration function defined as:

F(X) =
N∑
i

1√
2πσ 2

exp

(
− (X − Pi )(X − Pi )

2σ 2

)
(16.8)

where X is the position vector, Pi is the position vector of the ith particle and σ is an
arbitrary numerical diffusion coefficient. Regions in which F falls below a certain
threshold value κ are considered regions with no particles. The interface can then be
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obtained as the iso-surface with F = κ . More details about the implementation of
the method and optimization of σ and κ can be found in [56].

The accuracy and resolution of the reconstruction is strictly related to the
average number of particles per unit volume Np, also expressed in terms of aver-
age distance between particles λ = N−1/3

p . In order to give a quantitative estima-
tion of the reconstruction accuracy, it is useful to introduce an average reconstruc-
tion error defined as the average distance between the estimated interface and the
actual interface. This error also provides an indication of the nest structures that
can be resolved: for instance if the error is 10 µm, structures smaller than 10µm
will be indistinguishable from fluctuations due to the error. Numerical simulations
have been used in [56] to investigate the relationship between particle concentration
(expressed in terms of average distance λ) and the smallest structure that could be
resolved (expressed in terms of a spatial frequency ν). Assuming as a general crite-
rion that a structure must be 2 times larger than the error in order to be resolved, the
simulations showed that λ · ν ≤ 0.1. This means for instance that if λ is 1µm
only features larger than 10µm can be resolved (thus with a spatial frequency
ν < 0.1µm−1). These results were in general valid for both the reconstruction
algorithms.

In Fig. 17.5 the reconstructions of the contact area between two fluids in the
microuidic mixer shown in Fig. 16.19 are presented. The reconstruction was per-
formed in the area highlighted by the red rectangle for Re = 20 and Re = 100. The
3D measurements were performed using Astigmatic Particle Tracking Velocimetry
[15, 58] using polystyrene spheres with a diameter of 2µm as tracer particles. The
optics consists of a microscope objective with a magnification M = 20 coupled to a
cylindrical lens with focal lens f = 100mm. The interface was reconstructed from
approximately 20,000 points obtained from 1,000 images. More details about the
experimental setup can be found in [42]. The measurements show nicely how the
bending of the interface increases with the ow rate and consequently the magnitude
of the Dean vortices.

In addition to the interface, the velocity of the particles is also obtained by using
the 3D Astigmatic Particle Tracking Velocimetry. Therefore, a very detailed anal-
ysis of the flow is possible, as the strength of the Dean vortices can be measured
as well. An example is shown in Fig. 16.23 for the case of microfluidic fuel cells
(MFC).MFCs use the principle of co-laminar flows inmicrofluidics to bring together
the fuel and oxidant fluid without using proton exchange membranes [16]. A mix-
ing between fuel and oxidant in this case is not desired therefore APTV can be
nicely used to check that the interface remains flat when curved channels are used
(in this case the interface should lie at the symmetry plane of the Dean vortices).
This is indeed shown in Fig. 16.24 where the interface between fuel and oxidant of
a MFC with straight and curved channel was measured [57]. The effect of Dean
vortices on the curved channel is evident by looking at the slight displacement of the
maximum axial velocity (due to the centrifugal force) and at the transversal velocity
which reaches a maximum value of 6% the average axial velocity. The 3D velocity
field was measured with APTV only in the region seeded with tracer particles. To

http://dx.doi.org/10.1007/978-3-319-68852-7_17
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Fig. 16.23 Reconstruction of the contact interface between two fluids in the curved micromixer
shown in Fig. 16.19. The reconstruction was performed in the area highlighted by the red rectangle
in Fig. 16.19 for Re = 20 (left) and Re = 100 (right). The reconstructed interface shows a good
agreement with the numerical simulations (figure adapted from [42])

Fig. 16.24 Reconstruction of the contact interface between fuel and oxidant in microfluidic fuel
cells (left), axial velocity (center) and transversal velocity (right). The transversal velocity mag-
nitude was normalized over the average axial velocity. The gray areas represent regions where
the measurement was not possible due to distortion of the channel borders. Data are reported for
microuidic fuel cells with a straight (top) and curved (bottom) channel

get the velocity information in the other half of the channel the experiment can be
repeated easily after seeding the other half of the channel flow. Other applications
and extensions of the APTV technique can be found in [6, 9, 14, 34, 40, 41, 47, 57].
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Chapter 17
Applications: Stereo PIV and Multiplane
Stereo PIV

17.1 Stereo PIV Applied to a Vortex Ring Flow

Contributed by:

C. Willert

The variousmethods of image reconstruction and calibration as described in Sect. 8.1
were applied in the measurement of the unsteady vortex ring flow field in 1995.
Figure17.1 outlines a vortex ring generator having a simple construction with very
reproducible flow characteristics. The vortex ring is generated by discharging a
bank of electrolytic capacitors (60 000µF) through a pair of loudspeakers which
are mounted facing inward on to two sides of a wooden box. By forcing the loud-
speaker membranes inward, air is impulsively forced out of a cylindrical, sharpened
nozzle (inner diameter = 34.7mm) on the top of the box. The shear layer formed at
the tip of the nozzle then rolls up into a vortex ring and separates from the nozzle as
the membranes move back to their equilibrium positions due to the decay in supply
voltage. As long as the charging voltage is kept constant, the formation of the vortex
ring will be very reproducible. The generator also has a seeding pipe with a check
valve allowing the interior of the box and ultimately the core of the vortex ring to be
seeded.

Imaging Configuration and Hardware

A noteworthy feature of the imaging configuration outlined in Fig. 17.2—which has
also been used for the error estimation given in Sect. 8.1—is that the cameras are
positioned on both sides of the light sheet. This arrangement allows both cameras to
make use of the much higher forward scattering properties of the small (1µm) oil
droplets used for seeding. The principal viewing axes are both around 35◦ from the
light sheet normal such that the combined opening angle is approximately 70◦ near
the center of the image.

An overview of the Digital Content to applications on stereo PIV can be found at [DC17.1].
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Fig. 17.3 A specially built
tilt-adapter between the lens
and the sensor allows
adjustment according to the
Scheimpflug criterion

A pair of 100mm, f# 2.8 objective lenses constitute the recording optics and are
connected to theCCDcameras using specially built tilt-adapters (seeFig. 17.3).Using
a pair of set screws on each of the adapters, the angle between the lens and the sensor
(image plane) can be easily and precisely adjusted to meet the Scheimpflug imaging
criterion (see Sect. 8.1). A live display of the particle images at large f -numbers
permits an accurate adjustment within minutes. These first prototype Scheimpflug
adapters had the disadvantage that the field of view changed when the Scheimpflug
angle was adjusted. The following generation of adapters – now commonly available
– keep the lens fixed on the desired field of view while the sensor plane (CCD) is
rotated within the plane of focus (Table17.1).

In the imaging arrangement shown in Fig. 17.2 the Scheimpflug angle (φ in
Fig. 8.1b) was measured to be approximately 2.7◦. The field of view covered about
145mm horizontally by 115mm vertically across the center of the image. The edge
loss due to the Scheimpflug imaging arrangement was about 5mm vertical from
side to side, but since both cameras were positioned nearly symmetrically, the field
of view could be matched very well, thereby allowing three-dimensional PIV mea-
surements across the entire sensor area. This is an advantage over the “classical”
stereoscopic arrangement in which both cameras view from the same side of the
light sheet because the non-overlapping areas are of no use in the three-dimensional
reconstruction.

The cameras used for this experiment are based on a full frame interline transfer
CCD sensor with a 1008H by 1018V pixel resolution. The light sheet was generated
by a frequency doubled, double oscillator Nd:YAG laser with more than 300mJ per
pulse. Synchronization between the cameras and the laser was achieved by means of
a multiple channel sequencer. Since one of the cameras was not capable of operating
in a triggered mode it provided the master timing of the entire PIV recording sys-
tem. The second was operated in an asynchronously triggered mode. Two separate
personal computers with interface cards captured the image pairs from the cameras
at a common image pair rate of 5Hz. (In principle the use of a common PC for both
cameras would have also been possible.) One of the computers provided the trigger

http://dx.doi.org/10.1007/978-3-319-68852-7_8
http://dx.doi.org/10.1007/978-3-319-68852-7_8
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Table 17.1 PIV recording parameters for vortex ring

Flow geometry Flow with strong out-of-plane component

Maximum in-plane velocity Umax ≈ 3m/s

Field of view 145 × 115mm2 (W × H )

Interrogation volume 3.8 × 3.8 × 2.5mm3 (W × H × D)

Dynamic spatial range DSR ≈ 50 : 1
Dynamic velocity range DVR ≈ 100 : 1
Observation distance Z0 ≈ 1 500mm

Recording method Dual frame/single exposure

Ambiguity removal Frame separation (frame-straddling)

Recording medium Full frame interline transfer CCD
1008 × 1018 pixel

Recording lens f = 100mm, f# = 2.8

Magnification m ≈ 0.08 (11.8 µm/pixel)

Illumination Freq. doubled Nd:YAG laser 300mJ/pulse at
532 nm

Pulse delay Δt = 200 . . . 500µs

Seeding material Oil droplets (dp ≈ 1µm)

pulse for the vortex generator as soon as the image acquisition was started. By adding
a time delay (or by moving the vortex generator back and forth) the position of the
vortex ring within the PIV recording could be adjusted.

The light sheet thickness was set at approximately 2.5mm, while the pulse delay
was varied within 300 ≤ Δt ≤ 500µs with the vortex ring propagating in-line with
the light sheet (position 1 in Fig. 17.2), and Δt = 200µs while propagating normal
to the light sheet (position 2 in Fig. 17.2). With maximum velocities of 3.5m/s this
translated to maximum particle displacements of 0.7mm for the vortex ring passage
normal to the light sheet. Effectively, the loss of pairs was kept to less than 30%
thereby ensuring a high data yield even in regions of high out-of-plane motion. The
f -number was set to f# = 2.8.

Experimental Results

Initially the nozzle of the vortex ring generator was placed collinearly with the light
sheet to provide cross-sectional cuts through the vortex ring (Fig. 17.4). This provided
reference data as well as information on the ring’s circulation and stability. In the
second configuration, that is, position 2 in Fig. 17.2, the generator was placed normal
to the light sheet. Figure17.5 shows a pair of two-component velocity fields prior to
their combination into a three-component data set. The stereoscopic view is clearly
visible. Stereoscopic reconstruction using Eqs. (8.3), (8.5) and (8.8) then produces
the desired three-component data set of Fig. 17.6.

http://dx.doi.org/10.1007/978-3-319-68852-7_8
http://dx.doi.org/10.1007/978-3-319-68852-7_8
http://dx.doi.org/10.1007/978-3-319-68852-7_8
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Fig. 17.4 PIV velocity (left) and vorticity data (right) in the symmetry plane of the vortex ring.
To enhance the visibility of the flow’s features a velocity of U = 1.25m/s, V = 0.25m/s has been
removed and only every third vector is shown horizontally. The propagation of the ring is left to
right and slightly upward (the nozzle was inclined with the horizontal). The vorticity contours are
spaced in intervals of 100 s−1 excluding 0

Fig. 17.5 Two-component PIV velocity data of the vortex ringwhile passing through the light sheet
as viewed by camera 1 (left) and camera 2 (right); only every third vector is shown horizontally

In terms of processing, the image back projection was chosen such that the mag-
nification factor was constant at 8.5 pixelmm−1 in all images after reconstruction.
The final image size of 1280 horizontal by 1024 vertical pixel is about 25% larger
than the original images. An interrogation area of 32 × 32 pixel with an overlap
(oversampling) of 66%was chosen. In physical space the interrogation window cov-
ers 3.8 × 3.8mm2 while the grid spacing is 1.4 × 1.4mm2. A priori image contrast
enhancement – either by adaptive background subtraction using a 7× 7 pixel kernel
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Fig. 17.6 Reconstructed three-component PIV velocity data obtained by combining the data sets
shown in Fig. 17.5. The out-of-plane velocity component w is shown as a contour plot on the right
(contour level intervals of 0.5m/s)

highpass filter or local normalization (see Sect. 5.3.2.1) – significantly improved the
data yield by bringing most particle images to the same intensity level. Due this
preprocessing operation the data sets are essentially without outliers and in princi-
ple could be processed with even smaller sampling windows allowing the spatial
resolution to be further increased.

17.2 Multiplane Stereo PIV

Contributed by:

C.J. Kähler

Introduction

Particle Image Velocimetry (PIV) has become a widely applied technique whenever
the spatial distribution of the velocity together with its derivatives helps to understand
the physics of the flow.However, quite often the distribution of the velocitywithin one
single plane, captured at one instant in time, does not yield the information required to
answer fluid-mechanical questions. To overcome these limitations a stereoscopic PIV
based technique has been developed, which is well suited to determine many fluid-
mechanical quantities with high accuracy and spatial resolution at any flow velocity
[6, 9, 11, 12]. This technique is reliable, robust and easy to handle. Furthermore it
is based on standard PIV equipment and evaluation procedures so that available PIV
systems can be easily extended.

http://dx.doi.org/10.1007/978-3-319-68852-7_5
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Fig. 17.7 Schematic setup of the recording system. 1-4 digital cameras, 5 lens, 6mirror, 7 polarizing
beam-splitter cube with dielectric coating between the two right-angle prisms, 8 absorbing material,
α opening angle

The multiplane stereo PIV system, developed for applications in air flows in
particular, consists of a four-pulse laser system delivering orthogonally polarized
light, two pairs of high resolution progressive scan CCD cameras in an angular
imaging configuration with Scheimpflug correction, two high reflectivity mirrors
and a pair of polarizing beam-splitter cubes according to Fig. 17.7.

After the illumination of the tracer particles with orthogonally linearly polarized
light, the polarizing beam-splitter cube (7) separates the incidentwave-front scattered
from the particles into two parts according to the state of polarization. The separation
based on polarizationworks perfectly as long as the radius of the spherical particles is
comparable to the wavelength of the laser light (see also Sect. 2.1 and [7, 13] for the
generation of appropriate particles) and the observation direction is properly aligned
relative to the direction of the polarization vector. In the case that these requirements
cannot be fulfilled a frequency based multiplane stereo PIV approach can be applied
but in this case the laser system has to be modified to generate the required frequency
shift [15].

For the illumination of the tracer particles the beams of four independent laser-
oscillators need to be combined in such a way that the linearly polarized light sheets
can be positioned independently with respect to each other. This can be easily and
precisely done by means of the four pulse system shown in Fig. 17.8.

The appropriate method of adjusting the displacement between the orthogonally
polarized light-sheets depends on the desired distance [8, 9]. Small separations
between the orthogonally polarized light-sheet pairs (up to a few millimeters) can
be generated by a simple rotation of mirror 8c in the re-combination optics around
the axis perpendicular to the laser-beam plane [12]. For a wider range of light-sheet

http://dx.doi.org/10.1007/978-3-319-68852-7_2
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Fig. 17.8 Four-pulse laser system. 1 Pump cavity, 2 Full reflective mirror, 3 Partially transmitting
mirror, 4 Pockels cell, 5λ/4 retardation plate, 6Glan-Laser polarizer, 7Mirror, 8Dielectric polarizer,
9 Dichroic mirror, 10 Frequency doubler crystal with phase angle adjustment, 11 λ/2 retardation
plate, 12 Beam dump

spacings (up to a few cm) and independent positioning of both beam-pairs, it is useful
to remove mirror 7b along with the beam dump (12) such that two spatially sepa-
rated laser beams with orthogonally polarized radiation emerge. Using two separate
light-sheet-optics (one for each polarization) each with a 45◦ mirror behind the last
lens, all positions are possible by moving the mirrors [8]. Once calibrated, the actual
position of each pair of light-sheets is determined with a micrometer scale.

The multiple plane stereo system is well suited to determine different fluid-
mechanical quantitieswithout perspective error simplybychanging the time sequence
or light sheet position. For constant pulse separation (Δt = t2−t1 = t3−t2 = t4−t3)
and overlapping light sheets (see Fig. 17.9), a time sequence of three velocity fields
can be measured at any flow velocity by cross-correlating the first acquired gray-
level distribution with the second, the second with the third and the third with the
gray-level distribution from the last illumination. In this mode it is also possible to
increase the accuracy of the velocity measurement by using theMultiframe PIV eval-
uation approach outlined in Sect. 5.3 and [3]. By increasing the time delay between
the second and third illumination (Δt = t2 − t1 = t4 − t3 < t3 − t2) the first
order estimation of the acceleration field in its Lagrangian and Eulerian form can be
calculated to study the dynamic behavior and the interaction processes of moving
flow structures [5]. For large time delays between a pair of images being acquired
(Δt = t2 − t1 = t4 − t3 � t3 − t2), time correlations can be measured for instance
[8].

When the light sheet pairs with equal polarization are spatially separated, as indi-
cated in Fig. 17.10, further important information about the flowfield can be achieved.
For small separations or partially overlapping light-sheets, the spatial distribution of
all three vorticity vector components can be measured when the orthogonally polar-
ized light-pulses are fired simultaneously (t1 = t3 and t2 = t4). In addition, all

http://dx.doi.org/10.1007/978-3-319-68852-7_5
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components of the velocity gradient tensor can be estimated along with the invari-
ants of this tensor [9, 16]. This allows vortex identification to be made more reliably
in combination with topological flow analysis. By increasing the distance between
the light sheet pairs, the spatial correlation tensor at different locations within the
flow field can be measured [14]. Furthermore the orientation of a vortex crossing the
planes can be determined precisely which is of major importance for aircraft wake-
vortex investigations for example. Time-correlations can also be deduced from the
data by varying the time between the horizontally and vertically polarized light sheet
pairs [8].

Application

To demonstrate the capabilities of the technique a flat-plate boundary layer flow
was examined in stream-wise span-wise planes located at y+ = 10, y+ = 20 and
y+ = 30. The experimental investigation was performed 18m behind the leading
edge of the flat plate placed in the temperature-stabilized closed circuit wind tunnel
at the Laboratoire de Mécanique de Lille (LML), see [2] for details. The flow and
recording parameter are listed in Table 17.2.

For phenomena associated with the production of turbulence, the cross correlation
between the fluctuating stream-wise u and the wall-normal v velocity components,
measured simultaneously at different y+-locations, is very important, as Rvu reflects
the size and shape of the coherent flow structures being responsible for the transport
of relatively low-momentum fluid outwards into higher speed regions and for the
movement of high-momentum fluid toward the wall and into lower speed regions.
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Table 17.2 Relevant parameters for the characterization of the experiment performed 18m behind
the leading edge of the flat plate in the xz-plane (stream-wise span-wise) of the turbulent boundary
layer flow

Reθ 7800 [1]

Reδ 74000 [1]

Rex 3.6 × 106 [1]

U∞ 3 [m/s]

uτ 0.121 [m/s]

δ 0.37 [m]

δ+ 3000 [1]

t+ = tu2τ /ν [1]

Field of view 67 × 35 [mm2]

Field of view 0.18 × 0.09 [δ2]

Field of view 544 × 284 [Δx+Δz+]
Spatial resolution 1.42 × 0.6 × 1.42 [mm3]

Spatial resolution 11.5 × 5.0 × 11.5 [Δx+Δy+Δz+]
Pulse separation Δt 200 [µs]

Dynamic range at y+ = 10 1.00 to 9.330 [pixel]

Dynamic range at y+ = 20 1.37 to 11.74 [pixel]

Dynamic range at y+ = 30 2.61 to 11.84 [pixel]

Vectors per sample 7936

Number of samples 4410

Figure17.11 displays the statistical relation between the fluctuating velocity
components. The top row shows the cross-correlation Rv(y+=20)u(y+=10) (left) and
Ru(y+=20)v(y+=10) (right). It can be stated from the negative sign of the correla-
tion, indicated by the dashed lines, that the ejection and sweeps must be the pre-
dominant processes and the different size, shape and intensity of the functions
(Rv(y+=20)u(y+=10) > Ru(y+=20)v(y+=10)) imply the dominance of ejection at these
wall locations. In addition, it can be estimated from the location of the maximum
in the upper left graph that the low momentum region appears as a shear layer in
the y-direction while the strong positive side peaks in the same figure indicate that
the outflow of low-momentum fluid is associated with a secondary motion. The
center row of Fig. 17.11 reveals the same functions but measured at y+ = 20 and
y+ = 30 e.g. Rv(y+=30)u(y+=20) (left) and Ru(y+=30)v(y+=20) (right). The bottom row
of Fig. 17.11 yields the conditional cross-correlation Rv(y+=20)u(y+=10) with u > 0
(left) and Rv(y+=30)u(y+=20) with u > 0 (right). Especially the amplitude of Rvu in the
lower right plot should be noted. To estimate the convection velocity of the various
coherent flow structures, and further dynamical aspects which are not accessible by
using standard stereoscopic PIV techniques, space-time correlations were measured
in addition. See [8–10] for details.
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Fig. 17.11 Two-dimensional spatial cross-correlation function of fluctuating stream-wise (u) with
wall-normal (v) velocity components measured at Reθ = 7800. Top: Rv(y+=20)u(y+=10) (left) and
Ru(y+=20)v(y+=10) (right). Center: Rv(y+=30)u(y+=20) (left) and Ru(y+=30)v(y+=20) (right). Bottom:
Rv(y+=20)u(y+=10) with u > 0 (left) and Rv(y+=30)u(y+=20) with u > 0 (right)

Conclusion

TheMultiplane Stereo PIV system is very reliable, robust andwell suited for all kinds
of applications, purely scientific as well as for industriallymotivated investigations in
large wind tunnels where acquisition time, optical access and observation distances
are constrained. Furthermore, it is based on the conventional PIV equipment and the
familiar evaluation procedure so that available PIV systems can easily be expanded.
The advantage of this measurement system with respect to other imaging techniques
lies in its ability to determine a variety of fundamentally important fluid-mechanical
quantities with high accuracy (no perspective error), simply by changing the time
sequence or light sheet position. Further applications of the Multiplane Stereo PIV
(sometimes named Dualplane Stereo PIV) can be found in [1, 4, 16].
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Chapter 18
Applications: Volumetric Flow
Measurements

18.1 Vorticity Dynamics of Jets with Tomographic PIV

Contributed by:

F. Scarano and D. Violato

The transition to turbulence in circular jets is a complex three-dimensional process
that requires the use of 3D-PIV and temporal resolution for the full understanding the
dynamical behavior of coherent vortices. Jets are used in a multitude of engineering
systems and their study often regards the process heat and mass transfer. Also jet
noise is of relevance especially in the high-speed flow regime. In this experiment, a
high-speed Tomographic PIV system is setup to study the early stages of transition
in a circular jet issued from a contoured nozzle [40] with the ultimate objective of
determining the relation between the dynamics of coherent structures and the noise
production [41]. The temporal resolution of the measurement is necessary to capture
instantaneous velocity and vorticity field. The measurement of temporal derivatives
gives access to the noise source term integrand according toPowell’s acoustic analogy
(Table18.1).

Realizing and optimizing a tomographic PIV experiment requires solving a num-
ber of additional constraintswith respect to planar PIV experiments,which aremostly
related to tomographic imaging, system calibration, seeding concentration and vol-
ume illumination. In the following a brief description is given of the design of the
measurement system. The cylindrical laser illumination is realized transmitting the
expanded beam from above, which avoids the setting of the Scheimpflug condi-
tion. The cameras are placed subtending an arc of 90◦ aperture (Fig. 18.1). With
the chosen tracers any concentration exceeding 1 particle/mm3 would result into
opaque medium for illumination and imaging. The imaged seeding density attains a
maximum on the jet axis (0.04 ppp) and decreases gradually towards the edge of the

An overview of the Digital Content to applications on boundary layers can be found at
[DC18.1].
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Table 18.1 Experimental parameters for Tomographic PIV measurements of circular and chevron
jets

Flow geometry (working fluid) Circular jet (water)

Maximum velocity Uexit ≈ 0.45m/s

Field of view (3D domain) 50 × 30mm2 (50 × 30 × 30mm3)

Number of cameras 4

Interrogation volume 2 × 2 × 2mm3

Dynamic spatial range DSR ≈ 50 : 1
Dynamic velocity range DVR ≈ 100 : 1
Observation distance z0 = 40 cm

Recording method Single frame (continuous)

Recording device CMOS 1024 × 1024 (650 active) pixel

Recording lens f = 105mm, f# = 22

Illumination Nd:YLF laser, 50mJ/pulse @ 1 kHz

Recording frequency 1.0 kHz

Seeding material Polyamide (dp ≈ 56µm, ρ = 103 kg/m3)

Seeding concentration 0.5 particles/ mm3

Imaged seeding density 0.04 particles/ pixel

Cam 1

Cam 2

Cam 3

Cam
 4

Jet exit Laser
beam

Jet nozzle
base

Fig. 18.1 Left: schematic top-view of the illuminated region and imaging configuration.
Middle: detail of chevron nozzle geometry. Right: single-exposure image from one of the cameras
(650 × 1024 pixel) after background reduction and peak intensity normalization

illuminated domain. System calibration needs to be performed submerging the target
into the water tank and translating it over three positions spaced of 10mm each. The
volume self-calibration reduces residual errors from 0.5 pixel to less than 0.05 pixel
(Table18.2).
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Table 18.2 Data analysis parameters

Data processing Tomographic PIV

Image pre-processing Subtraction of pixel minimum over 21 frames

Digital imaging resolution 20 pixel/mm(pixel/voxel = 1)

Particles displacement 9 voxels (at jet exit)

3D calibration 3rd order polynomial at 3 planes

Calibration correction Volume Self-Calibration

Volume discretization 670 × 1060 × 520 voxels

Reconstruction technique SMART (5 iterations)

Volume interrogation VODIM (803 − 603 − 403)

Vector grid 60 × 100 × 48 (overlap factor 75%)

Multi-framing Sliding Average Correlation (4 frames)

Data filtering 2nd order polynomial fit (kernel 5 × 5 × 5)

Spatial and temporal derivatives From 2nd order polynomial fit coefficients

Fig. 18.2 Velocity (blue) and vortex (Q-criterion) visualization of the instantaneous flow out of a
circular (top) and 6-chevron exit (A colored version of the figure can be found at [DC18.2])

The circular jet flow exhibits a regular axi-symmetric shedding of vortices due
to Kelvin–Helmholtz instability of the shear layer. The shedding occurs within the
first diameter (y/D < 1) at a frequency of approximately 29Hz, corresponding to
a Strouhal number Sr = 0.67, based on the jet exit velocity Vexit and diameter D.

http://dc.pivbook.org/tomo_jet_vorticity-f2
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Further downstream (2 < y/D < 3) adjacent vortices undergo pairing (Sr = 0.33),
where the trailing vortex ring accelerates under the induced flow from the leading
one. Their separation distance decreases and the trailing vortex reduces its radius
and peak vorticity (negative stretching) and engulfed inside the leading one (leap-
frogging). The pairing is associated to a rapid growth of azimuthal waves, typically
4 to 6 [18]. At y/D > 4 a second pairing is occasionally observed (Sr = 0.16). The
vortices undergo rapid distortion, with azimuthal waves growing under the effect of
rapid stretching of the vortex filament. The effect produces vortex pairs aligned along
axial planes at an angle of 30 to 40◦, with the upper end pointing towards the jet axis.
The flow pattern temporal evolution for the jet with chevron exit differs profoundly
from the circular case, due to the effect of the shear layer manipulation at the exit
(non uniform curvature) (Fig.18.2).

Although exit conditions such as the shear layer thickness and peak vorticity are
not significantly changed with respect to the circular exit, the dynamical evolution
of the disturbances differs from the Kelvin–Helmholtz rollers growth and pairing.
No axi-symmetric structure is observed and the azimuthal coherence is broken into
the individual cells formed between chevrons. Also, no significant phase coherence
is retrieved between structures formed in neighboring cells. The transition pattern
appears to be formed directly by three-dimensional patches and filaments of vorticity
shed locally from the shear layer and growing up to y/D = 2. The most recurrent
structure is a C-shaped vortex element which resembles the V-shape of the chevrons
top view, however with a smooth apex region towards the jet axis. As a result the
isotropic regime is reached earlier than the circular exit case. Axial velocity fluc-
tuations are still present in this case but not as pronounced, justifying the lowered
acoustic emissions in the low-frequency range associated to the phenomenon of core
breakup.

18.2 Near-Wall Turbulence Characterization in a
Turbulent Boundary Layer Using Shake-The-Box

Contributed by:

A. Schröder, D. Schanz, R. Geisler and S. Gesemann

A large portion of aerodynamic drag is produced by turbulent flow structures in the
near-wall region which have significant influence on the amplitude and direction of
wall-shear stress events acting on the surface. Furthermore, the impact of streaky
(very) large-scale motions (VLSM) present in the logarithmic region of a turbulent
boundary layer (TBL) onto the near-wall region has been high-lighted in recent
years [21]. Local back-flow close to the wall and thus negative wall-shear stress is a
rare phenomenon in zero pressure gradient (ZPG)-TBL and is caused by spanwise
vorticity [17], but so far only limited experimental data are available, which cannot
directly support studies on the related role of coherent structures. Thus it is of great
importance to enhance the understanding of the physics of near-wall turbulence,
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Table 18.3 Experimental parameters for turbulent boundary layer investigation

Flow geometry Zero pressure gradient turbulent boundary layer (Reθ = 2, 770)

Measurement volume Wall-parallel volume, (x, y, z) = (16, 1.4, 16)mm

Dynamic spatial range DSR ∼ 160 : 1 (for instantaneous FlowFit results) ∼ 5, 300 : 1
(for 1-point statistics)

Dynamic velocity range DVR ∼ 500 : 1
Observation distance 45 cm

Recording medium 4 PCO.Dimax CMOS Cameras (4 MP each)

Recording lens 100mm Carl Zeiss Yashica Contax f# = 11

Illumination Darwin Duo at 15,834 kHz

Recording frequency 15,834Hz

Seeding material DEHS droplets (∼1µm diameter)

especially for the dynamics of extreme wall-shear stress events and related sweep-
streak interactions, both from a fundamental and an engineering point of view. Due
to strong wall-normal velocity gradients in the immediate wall region of a TBL
a tomographic PIV [27] approach would fail in delivering the desired quantities
due to the low-pass filtering effect of correlation windows (see e.g., Sect. 5.3.4.5).
Therefore, the novel Lagrangian particle trackingmethodShake-The-Box (STB) [31]
(see Sect. 9.4.3) has been applied to a ZPG-TBL in order to gain time-resolved
and volumetric velocity measurements including both components of the wall-shear
stresses (Table18.3).

The experiments were conducted in the 1m- wind tunnel facility at DLR
Göttingen with a cross-section of 740 × 1, 000mm2 and a test section length of
3, 000mm at U∞ = 10m/s. The boundary layer was tripped by sandpaper stripes
and zig-zag bands right after the contraction section and its thickness at the mea-
surement volume was estimated at δ = 43.2mm, which corresponds to a Reynolds
number of Reθ = 2, 770 or Reτ = 930. DEHS particles with a mean diameter
of ∼1µm were generated by Laskin nozzles and introduced into the circuit wind
tunnel enabling a homogeneous distribution with adaptable seeding densities within
the measurement volume. Illumination was realized using a Quantronix DarwinDuo
Nd:YLF high-repetition laser with ∼4mJ energy per pulse at a repetition frequency
of 15.873 kHz (two cavities operating at 7.937 kHz). With a reduced resolution of
528× 420 pixel four PCO dimax-S4 arranged in an in-line camera set-up below the
wind tunnel see Fig. 18.3 the high frame rate imaging of the illuminated particles in
the measurement volume was realized (further details [35]). The STB measurement
domain consists of a wall-bounded volume covering a stream- and spanwise area of
430×430 viscous units (l+ = ν/uτ ) and a wall-normal extension of 32 viscous units
starting at the wall. A comprehensive set of relatively dense Lagrangian track data
was reconstructed from two time resolved sequences of 115,000 time steps each. The
data enables an accurate and very high resolutionmeasurement of themean-velocity-
and Reynolds stress- profiles averaged in bins sized by a fraction of a viscous unit

http://dx.doi.org/10.1007/978-3-319-68852-7_5
http://dx.doi.org/10.1007/978-3-319-68852-7_9
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Fig. 18.3 In-line camera STB set-up with four PCO Dimax-S4 cameras operating at 15.873 kHz
viewing through a glass insert of the wall onto a wall parallel light volume [35]

and of both components of the instantaneous wall shear stress (τ+
ω ). Furthermore,

an interpolation algorithm regularized by the incompressible NS-equation named
FlowFit [5] (see Sect. 9.4.5) has been developed in order to calculate the corre-
sponding time-resolved 3D velocity vector volumes and gradient tensor on a regular
grid using the time series of irregularly distributed Lagrangian track data. With the
present data coherent structures and their dynamics close to the wall can be investi-
gated together with their role for various (extreme)wall shear stress and sweep-streak
interaction ejection events.

An STB evaluation of the gained series of particle images has been applied to the
thin wall-parallel volume in order to characterize near-wall turbulence and its spatial
and temporal structures at a significant Reynolds number in air flow at very high
spatial resolution. The coordinate x refers to the streamwise direction while y and z
respectively represent the wall-normal and spanwise directions. A friction velocity
of uτ = 0.4042m/s was measured by a linear fitting along the statistically converged
STB bin-averaged mean u-velocity profile between y+ = 2 and y+ = 4.5. From
∼230,000 time steps corresponding to 4,093 boundary layer turn over times U/δ

or ∼140 eddy turn over times uτ /δ statistics of the near-wall mean velocity profile,
together with all Reynolds stresses respectively skin friction velocity components,
were then calculated from the volumetric Lagrangian track results. The exact wall
position was extracted from spatially highly resolved mean velocity profiles using
bin averaging of the STB tracks in bin sizes of 1/13th l+ at four sub-volume locations
and extrapolating the linear profile between 2 < y+ < 4.5 to zero u-velocity. After
estimation of the wall position span- and streamwise symmetry in a statistical sense
for the relatively small volume can be assumed, so that wall normal 1D-profiles with
a very high spatial resolution can be extracted. The averaging process corresponds
to 14.49 s integration time at 15.873 kHz frame rate using ∼8 · 108 data points. An
example ofmeasured instantaneous velocity vectors distributed irregularlywithin the

http://dx.doi.org/10.1007/978-3-319-68852-7_9
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Fig. 18.4 Particle tracks in a near wall volume. (Left) Full field of view, 19 time-steps overlayed;
(Right) detail view, 100 time-steps overlayed [DC18.3]

wall-parallel volume of approximately 16×1.4×16mm3 according to 430×36×430
viscous units (l+)3 in x-, y- and z-directions evaluated by STB is shown in Fig. 18.4.
The velocity vectors are color coded by the u-velocity component and based on the
application of an optimal temporal Wiener filter in the order of a few Kolmogorov
time scales η.Within Fig. 18.4 the three projections of∼5,700 instantaneous velocity
vectors onto the respective side planes of themeasurement volume are displayed. The
components of theReynolds stresses (illustrated in Fig. 18.5 top) disclose a very good
agreement between the STB bin-average results of the < u′u′ >+, < v′v′ >+, the
covariance< u′v′ >+ profiles and the respectiveDNS [30] data down to sub- viscous
units in the near wall region. In Fig. 18.5 (bottom) a view in x- direction through a
selected volume shows the interaction of a large amplitude sweep-event (negative
v-velocity) with a low speed streak (low iso-contour values of u). As a result the high-
momentum fluid is partly deflected while interacting with the low-momentum region
causing a strong ejection (red positive v-velocity). Another effect of the depicted

http://dc.pivbook.org/stb_boundary_f2
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Fig. 18.5 Top: Profiles of the velocity variances the top curve represents< u′u′ >+, middle curves
set < w′w′ >+ (upper) and < v′v′ >+ (lower), bottom curve set < u′v′ >+. STB: circles with
1/13th l+ spatial resolution and black lines from DNS data at Reθ = 2540 ([30]). Bottom: View
along x-direction of some tracks in a strong sweep-streak interaction with iso-contour surfaces of
low u-velocity values and tracks [DC18.4]

high v-velocity event is a high wall-shear stress value for both components below
the strong sweep event (∼ around z = 0mm) and relatively low ones around z =
−1.5mm. An animation of the particle movement over 2000 frames from different
viewing angles is available as digital content [DC18.5].

In Fig. 18.6 an instantaneous local back-flow event close to the wall resulting in
negative wall-shear stress (see PDF on left) is illustrated. In Fig. 18.6 (right) one

http://dc.pivbook.org/stb_boundary_f3
http://dc.pivbook.org/TBL_tracks
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Fig. 18.6 Left: PDF of the instantaneous wall-shear stress for the streamwise velocity component
showing few negative events (local back-flow) marked by black circle. Right: Lagrangian tracks
(color coded by u-velocity) and iso-contour surfaces of a Q-value at middle time instant (color
coded by wall-normal distance y) around a local backflow event (located at black circle) in a view
from below the wall (A colored version of the figure can be found at [DC18.6])

can identify a track with negative u-velocity (black circle) within the viscous sub-
layer. The track is located below a vortical structure with spanwise vorticity in close
proximity to the wall (blue color of iso-surface indicate low y-values) which induce
a backflow through the corresponding pressure influence onto the fluid parcel at the
wall.

Many vortical structures which are passing by in the buffer layer or even above
at relatively high convection velocity induce an undulating or spiraling movement
of the particles in the viscous sub-layer. In general so far no measurement technique
is known to the authors enabling a more accurate and higher resolution profile of all
components of the (mean) velocity vector and the full Reynolds stress tensor for such
small viscous unit sizes without intrusiveness and band pass filtering effects within
short measurement times. The use of PTV measurement tools for obtaining accurate
profile measurements close to walls is motivated by the assessment performed by
Kähler et al. [15] in particular the additional possibility to measure the full temporal
frequency range of all 3D velocity vectors along with both components of the wall-
shear stress fluctuation vectors at many points simultaneously in a relatively large
volume resp. area at the wall with a high spatial resolution and without band pass
filtering effects is a unique feature of the STB method.

STB together with Navier–Stokes-regularized interpolation schemes, like Flow-
Fit,whichoptimizes the spatial resolutionof the respective interpolated time-resolved
velocity, velocity gradient and pressure field, increase the capabilities for accurate
and combined Lagrangian and Eulerian views into turbulent (shear) flows based on
time-series of particle images from few projections.

http://dc.pivbook.org/stb_boundary_f4
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18.3 Large-Scale Volumetric Flow Measurement of a
Thermal Plume Using Lagrangian Particle Tracking
(Shake-The-Box)

Contributed by:

D. Schanz, F. Huhn and A. Schröder

Time resolved volumetric flow measurements, using methods like 3D PTV [19, 20],
Shake-The-Box [31] or Tomographic PIV [8] are typically restricted to relatively
small volume sizes in the order of 200 cm3 [28]. This limitation stems from the small
size of the used seeding material, which is required for them to accurately follow
the flow (∼1µm in air, 10 − 50µm in water). However, neutrally buoyant helium-
filled soap bubbles (HFSBs) can be of larger size, while still accurately following
the flow [23, 28]. Recently, a feasibility study demonstrated that HFSBs can be used
in wind tunnels as well [28].

Here, we discuss a time-resolved flow measurement on a thermal plume, using
HFSBs (300µm diameter), which are illuminated by an extensive LED array. This
way, a large measurement volume of 550 liters could be realized. The experiment
was performed in a cylindrical convection chamber with a height of 2000mm and
a diameter of 1800mm (see Fig. 18.7, left). The back wall is blackened aluminum,
the front is acrylic glass of 1mm thickness. LED illumination enters through a win-
dow in the ceiling, covered with a circular passe-partout (750mm diameter). The
convective flow is forced by a 1500W electric hotplate (188mm diameter), placed a
few centimeters below the measurement volume. It is covered by a circular 250mm
diameter aluminum plate as heat reservoir to keep the temperature constant over
time. See further details in [33] (Table18.4).

The HFSBs are produced by a bubble generator prototype of LaVision, based
on the nozzle design presented by Bosbach et al. [1]. The measurement volume is
illuminated by a LED array consisting of 7 collimated LED spotlights (Treble-Light,
Power LED 20000) with an opening angle of 9◦ and 18, 000 lm luminous flux at
170W power input each. The LEDs are pulsed with a period of 3ms at 29Hz (10%
duty cycle). The five cameras (pco.edge 5.5 sCMOS, PCO, 2560 × 2160 pixel) are
placed on a circle around the convection chamber such that the cameras look per-
pendicularly through the front window. The temperature difference between the air
directly over the hot plate and the surrounding air was approximately 8◦. 500 images
were recorded at a frequency of 29Hz. Image preprocessing consisted of subtracting
the smoothed minimum gray level distribution and a constant of 50 counts.

For the 3D calibration of the cameras, a planar calibration target was set into
the convection chamber and shifted to three positions, each 200mm apart. Volume-
Self-Calibration [42] and calibration of the Optical Transfer Function (OTF) [32]
were conducted on images showing a low density of particle images. The attained
image quality was very good due to the reflection of light on the bubble surface
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Fig. 18.7 (Left) Photograph of the convective cell with illuminated bubbles inside and the camera
system (cameras labeled 1-5); (right) track-length statistics after two passes of STB

Table 18.4 Experimental parameters for thermal plume investigation

Flow geometry Thermal plume within cylindrical chamber (h = 2000mm;
d = 1800mm)

Measurement volume Cylindrical volume, h = 1100mm; d = 800mm

Dynamic spatial range DSR ∼ 160 : 1 (for instantaneous FlowFit results, derived from the
resolution of the B-spline system)

DSR ∼ 30, 000 : 1 (for 1-point statistics, derived from particle
position accuracy)

Dynamic velocity range DVR ∼ 875 : 1
Observation distance 2250mm

Recording medium 5 pco.edge sCMOS Cameras (5.5 MP each)

Recording lens 35mm Carl Zeiss Yashica Contax f# = 11

Illumination LED array at the top of the chamber

Recording frequency 29Hz

Seeding material Helium filled soap bubbles (300µm diameter)

(instead of scattering), the homogeneous illumination and the monodisperse bubble
size. Therefore, for this experiment a relatively high particle image density of approx.
0.08 ppp could be realized. Shake-The-Box particle tracking [31] (see Sect. 9.4.3)
was applied to the time-series using the following parameters per time-step: The
number of triangulation iterationswas set to 2 (allowed triangulation error: 1.0 pixel),
followed by one triangulation iteration using a reduced set of cameras. Each of these
was followed by five shake-iterations (n1 = 2, n2 = 1, m = 5, ε = 1.0; see [31,
43]). This way, approximately 275,000 particles could be simultaneously tracked.
Figure18.7 (right) shows that over 81,000 particles were tracked over the whole
time-series. These are particles slowly moving in the entrainment region. The rest
of the track lengths are evenly distributed, reflecting that particles are transported

http://dx.doi.org/10.1007/978-3-319-68852-7_9
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Fig. 18.8 Particle tracks in a 100mm slice in the center of the volume, 11 time-steps overlaid;
Detail view of marked area: Slice of 40mm thickness, 41 time-steps overlaid

into and out of the volume at different speeds. Following the STB procedure, the
particle tracks are temporally filtered [5] (see Sect. 9.4.4). Velocity and acceleration
are calculated as temporal derivatives. After filtering, a particle position accuracy of
approx. 36µm (0.086 pixel) and a velocity error of approx. 0.0004m/s is estimated
from the spatial spectrum of the tracks which corresponds to a DVR of ∼875 : 1.

Figure18.8 shows such tracking results within a sheet in the center of the volume
(slices of 100mm out of 800mm, parallel to the x-axis). The overview reveals the
convective flow, which induces vortices of different magnitude in the shear layers.

http://dx.doi.org/10.1007/978-3-319-68852-7_9
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Fig. 18.9 Isosurfaces ofQ-criterion Q = 2/s2), color-coded by streamwise velocity. Particle tracks
(11 time-steps) shown in a slice of 50mm thickness

A large region of slowly moving particles surrounds the rising thermal plume. Due
to the confining boundaries of the convection cell, outside of the thermal plume, the
flow is slightly directed downwards on average. The maximum velocity value within
the dataset is approx. 0.35m/s, corresponding to a particle shift of over 30 pixel. The
detailed view shows an example of the spiraling motions of the particles, induced by
pressure fluctuations from passing vortices.
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FlowFit [5] (see Sect. 9.4.5) was applied to each of the 500 time-steps, inter-
polating the velocities of the respective tracked particles onto a Cartesian grid. The
B-spline system is set up, such that on average ten B-spline cells are present for every
particle (0.1 particles per cell), leading to a spacing of approx. 8mmbetween the cells.
The resulting continuous function is closely sampled on a grid with 3mm spacing,
ultimately leading to vector volumes of 266× 333× 266 vectors. An example of the
results gained by FlowFit is given in Fig. 18.9, showing iso-surfaces of Q-criterion.
The full amount and extent of the thermal flow structures becomes apparent. Long,
undisturbed vortices are identified in the shear layers surrounding the center of the
plume. The central structures are smaller, but show equal strength. When looking at
a time-series of such images a high temporal coherence is noticeable. Amovie show-
ing such a time-series with Isosurfaces of Q-criterion and particle tracks is available
as digital content [DC18.7]. The Q-criterion is derived from the velocity gradient
tensor. As such, the temporal coherence is a clear indication that the Lagrangian
Particle Tracking (LPT) measurement at high seeding density in combination with
the FlowFit interpolation strategy is able to recover the vast majority of the present
flow structures. The high quality of the tracking process translates directly into the
quality of the Eulerian velocity representation.

With a comparable experimental setup, using six high-speed cameras, the three-
dimensional flow around a 1cm3 glass cube was investigated in the hydrodynamic
low-speed water tunnel at ONERA Lille. Both laminar and turbulent in-flow condi-
tions were realized. The Shake-The-Box evaluation was able to track up to 70.000
particles instantaneously, FlowFit was applied with a spatial resolution of 0.05 par-
ticles per cell.

The cover of this book shows an exemplary instantaneous result from this exper-
iment at a free stream velocity of 0.2 m/s and laminar inflow condition. Shown are
isosurfaces of Q-criterion (Q = 3000/s2) and a vector plane 1.4 mm above the wall.
The front of the cube is surrounded by two easily identifiable horseshoe vortices,
the wake of the cube is visible as a clearly confined turbulent region with vortical
structures of various sizes, which are created in the shear layers surrounding the
cube.

18.4 Lagrangian Particle Tracking in a Large-Scale
Impinging Jet Using Shake-The-Box

Contributed by:

F. Huhn, D. Schanz, P. Manovski and A. Schröder

The results presented in Sect. 18.3 demonstrate that combining helium-filled soap
bubbles (HFSBs) as tracer particles with LED illumination allows for accurate par-
ticle tracking in large volumes using Shake-The-Box (STB) [31], see Sect. 9.4.3.
Another experiment was created within the same cylindrical chamber, extending the
concept to flows of higher speed. High-speed cameras were combined with arrays

http://dx.doi.org/10.1007/978-3-319-68852-7_9
http://dc.pivbook.org/stb_thermal_plume
http://dx.doi.org/10.1007/978-3-319-68852-7_9
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Table 18.5 Experimental parameters for impinging jet investigation

Flow geometry Air jet generated by fan of 110mm within cylindrical chamber
(h = 2000mm; d = 1800mm)

Measurement volume 450 × 530 × 200mm3 @ 1.25 kHz

180 × 530 × 140mm3 @ 3.9 kHz

Dynamic spatial range DSR ∼ 155 : 1 for instantaneous FlowFit results

DSR ∼ 35, 000 : 1 (vJ = 1m/s) for 1-point statistics

DSR ∼ 18, 600 : 1 (vJ = 16m/s) for 1-point statistics

Dynamic velocity range DVR ∼ 550 : 1 (vJ = 1m/s); ∼ 230 : 1 (vJ = 16m/s)

Observation distance 1400mm

Recording medium 6 PCO dimax CMOS Cameras (4 MP each)

Recording lenses 50mm Carl Zeiss Yashica Contax f# = 11

Illumination Two high-power LED arrays on top of the impinging plate

Frame rate 1.25 kHz (vJ = 1m/s); 3.9 kHz (vJ = 16m/s)

Seeding material Helium filled soap bubbles (300µm; 500µm diameter)

of high-power LEDs, being able to emit enough light within the short pulse widths
required at flow velocities up to 16m/s. The resulting tracks are used to reconstruct
pressure fields, which are compared to the signal of wall mounted microphones.

For this experiment, an air jet generated by a fan (PHYWE - 02742-93, upper
and lower screen removed) with a nozzle exit diameter of D = 110mm and a
variable exit velocity impacts a flat acrylic glass plate at a distance of H = 550mm,
(H/D = 5), and at an angle of 
 = 90◦. The interior of the chamber is seeded
with HFSBs [1, 28] with diameters ranging from ∼300µm to ∼500µm, depending
on the supplied air pressure applied on the generator (LaVision HFSB generator).
The measurement volume, extending from the wall to the fan nozzle exit (530mm
in streamwise direction) is imaged by six high-speed cameras (PCO dimax), which
record particle images at different frame rates, depending on the flow velocity (cases
of 1m/s at 1.25 kHz and 16m/s at 3.9 kHz are presented here). Table18.5 gives an
overview on the imaging parameters for both cases.

The cameras are positioned in an in-line configuration and oriented in a way that
their lines-of-sight are tangential to the flat plate. See Fig. 18.10 for images of the
setup. The HFSBs are illuminated by two different pulsed LED arrays from above
(through the acrylic glass plate). The central jet core is illuminated by a circular
array of 150 high power LEDs, operated at 20A (prototype from LaVision GmbH,
Göttingen). Two HARDsoft arrays of 42 LEDs each (operated at 90A) illuminate
an area of approximately 200mm in depth and 450mm in radial direction along the
glass plate. Both LED arrays are equipped with collimating lenses on top of each
single LED. They are operated at 10% duty cycle.

In order to restrict the particle shifts to no more than approximately 20 pixel
for the different jet velocities vJ , the acquisition rate was increased accordingly. The
usable resolution of the cameras decreases with the increasing acquisition frequency,
therefore reducing the commonly imaged volume. At full resolution (up to jet exit
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velocities of approximately 5m/s), a volume of 47 liter could be reconstructed. At the
highest repetition rate (3.9 kHz), the common measurement volume was 13 liter. In
order to ensure sharp particle imaging, avoiding temporal streaking, the pulse width
– and therefore the available light – was reduced accordingly (80µs at 1.25 kHz and
27µs at 3.9 kHz). For the shortest pulse widths the bubble size was increased from
300µm to 500µm to increase the amount of reflected light.

Following a geometrical calibration (2D target, imaged at two different z-
positions), Volume-Self-Calibration [42] and calibration of the Optical Transfer
Function (OTF) [32] were conducted on images with a low particle image density.

The following STB parameters were applied to all datasets: The number of tri-
angulation iterations was set to 1, followed by one triangulation iteration using a
reduced set of cameras. Each of these was followed by five shake-iterations. The
allowed triangulation error was set to 1.0 pixel (n1 = 1, n2 = 1, m = 5, ε = 1.0;
see [28, 31]). The search radius for new tracks was chosen according to the expected
particle shift. As soon as enough trackswere present to serve as predictor for the track
identification, a constant search radius of 4 pixel around the predictor point was used.
Outliers were identified using a neighborhood criterion (velocity difference larger
than 8 times the RMS). All cases quickly converged to a stable solution; from there
on, the algorithm could quickly work through the time-series, as only a relatively
small number of particles needed to be triangulated (typically 1,000–3,000). As a
reference, for the 3.9 kHz-case 2,500 images could be processed with two passes of
the STB algorithm overnight on a 20-core computer workstation.

At a recording frequency of 1.25 kHz, using the full camera resolution, large
numbers of bubbles (up to 190,000; particle image density: 0.065 ppp) could be suc-
cessfully tracked. Decreasing the pulsewidth leads to decreased signal-to-noise ratio,
however, even at 3.9 kHz and a pulse-width of 27µs, the image quality allows for

Fig. 18.10 Photographs of the impinging jet experiment. (Left) Nozzle as viewed by the cameras;
(right) nozzle in operation. Solid lines indicate the measurement volume at 1.25 kHz, dashed lines
at 3.9 kHz
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Fig. 18.11 Results from STB evaluations for the two jet flow velocities (vJ = 1m/s, left and
vJ = 16m/s, right). Velocity vectors of particles for nine successive time-steps, color-coded by
y-velocity. Detail view for 1m/s shows a slice of 20mm thickness from the middle of the volume
at the impinging point (A colored version of the figure can be found at [DC18.8])

a reliable tracking of around 40,000 particles at seeding densities of 0.045 ppp. The
particle tracks are temporally filtered [5] (see Sect. 9.4.4). Particle position accu-
racies of approx. 9µm (1m/s) and 28µm (16m/s) and velocity errors of approx.
0.0018m/s (at 1m/s) and 0.07m/s (at 16m/s) are estimated from the wavenumber
spectrum of the tracks.

Figure18.11 shows exemplary snapshots from the tracked particles at both jet
velocities. It can be seen that for both cases the tracking system was able to reliably
extract bubble trajectories at high numbers. Visual inspection shows no traces of
spuriously tracked particles. The detail view of the impinging region suggests the
presence of flow structures of various sizes and magnitudes. Time-resolved movies
of the particle trajectories can be found as digital content for both jet velocities
[DC18.9].

For an improved identification of the flow structures, the interpolation scheme
FlowFit [5] (see Sect. 9.4.5) was applied to the tracking results. The full non-linear
Navier–Stokes regularization of FlowFit (deploying the measured Lagrangian accel-

http://dc.pivbook.org/stb_impinging_jet_f2
http://dx.doi.org/10.1007/978-3-319-68852-7_9
http://dc.pivbook.org/imp_jet
http://dx.doi.org/10.1007/978-3-319-68852-7_9
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Fig. 18.12 Results from the application of FlowFit to the STB tracking results for jet velocities
of 1m/s (left) and 16m/s (right). Shown are instantaneous isosurface of Q-criterion (Q = 500/s2

at vJ = 1m/s and Q = 150, 000/s2 at vJ = 16m/s). Views from above the impinging plate (top,
colour coded by x-velocity) and from the side (bottom, colour coded by y-velocity) are provided
(A colored version of the figure can be found at [DC18.10])

eration) can be used in this case. A closely spaced system of Cubic B-splines is setup
(around 0.04 particles per cell, resulting in 127× 155× 55 independent cells for the
full field-of-view). The obtained continuous function is closely sampled on a grid
with 1mm spacing, resulting in velocity volumes of 540 points in the streamwise
direction and varying width and depth, depending on the case.

Figure18.12 shows FlowFit results for a single time-step at 1m/s and 16m/s. For
the low velocity, amultitude of flow structures can be identified using theQ-criterion.

http://dc.pivbook.org/stb_impinging_jet_f3
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The flow coming from the fan is in a turbulent state due to fan-stator interactions
and the fan wake, however, typical large, elongated vortices can be observed in the
jet shear layer. At the high velocity, the structures become much stronger (note the
isosurface threshold) and the turbulence increases. Still, the FlowFit method is able
to extract temporally coherent large structures from the STB tracks. The smallest
scales, in contrast, cannot be fully resolved in this high Re-number turbulent case.
Time-resolved movies of the particle trajectories can be found as digital content for
both jet velocities [DC18.11].

While for this velocity the interpolated result might not resolve all scales, the par-
ticle tracks still contain all velocity and acceleration information based on individual
bubbles (approximate fluid elements). Particle statistics (e.g., velocity and accelera-
tion PDFs, bin ensemble averaging, two-point-correlations) are in principle free of

Fig. 18.13 (top) Instantaneous volumetric acceleration field at the wall, ax -component [m/s2] at
vJ = 5m/s. (center) Resulting pressure field [Pa] on the wall with microphone positions (black
dots, real size). (bottom) Time series of pressure fluctuations as given by the left microphone at
x = 11mm and the pressure reconstruction at the same location

http://dc.pivbook.org/imp_jet_flowfit
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any systematic bias or low-pass filter effects, as long as the temporal resolution is
high enough to resolve the high-frequency accelerations.

Lagrangian particle tracking allows to measure the material acceleration of the
seeding particles, thus providing a way to determine the volumetric pressure field in
variousways [12, 38]. As a common approach of all of thesemethods, themomentum
equation relates the acceleration and the pressure gradient field. Here, theFlowFit [5]
with complete Navier–Stokes regularization was used to reconstruct pressure in the
volume up to the wall. For validation, two reference microphones (diameter 1/4′′,
G.R.A.S. Type 40BF) were flush mounted on the impinging plate. Figure18.13 (top)
shows an instantaneous acceleration field at the wall for a case with vJ = 5m/s
(frame rate 2.0 kHz). The resulting relative pressure field is given in the figure below.
Elongated pressure minima induced by passing vortices can be seen. The pressure
integration constant (additive pressure offset) is set to be zero in a quiescent flow
region far from the jet. The position of the microphones is given by black circles.
Figure18.13 (bottom) shows thepressure time series from the leftmicrophone located
at 11mm from the center of the jet and the pressure at the same location as given
by the measured flow field. Both time series were filtered by a Butterworth band
pass filter with range 4–100Hz in order to reduce the influence of fan noise. A high
correlation coefficient of R = 0.88 is computed for the two signals based on 800 time
steps. This validation of the volumetric pressure reconstruction documents the high
local accuracy of the derived acceleration values from the large-scale measurement.

18.5 3D Lagrangian Particle Tracking of a High-Subsonic
Jet Using Four-Pulse Shake-The-Box

Contributed by:
P. Manovski, M. Novara, N.K. Depuru-Mohan,

R. Geisler, D. Schanz, J. Agocs and A. Schröder

Synchronized 3D Lagrangian Particle Tracking (LPT) and microphone array mea-
surements were performed on a high-subsonic jet flow at Mach 0.84 generated
by a round nozzle. The Shake-The-Box (STB) technique for multi-pulse data was
employed to reconstruct particle tracks along the four-pulse sequences providing
highly resolved accurate flow velocity and material acceleration data. The follow-
ing section describes the flow measurement only. A description of the experimental
methodology is given followed by instantaneous and averaged flow results.

Experimental Setup

The experiment was carried out in the anechoic Aeroacoustics Test Facility at the
German Aerospace Center (DLR) Göttingen. The jet flows issued by a round nozzle
with an inner diameter (Dj ) of 15mm were investigated. The nozzle geometries,
including the inner contour which follows a seventh order polynomial, are described
in [22]. The ratio of stagnation pressure in the nozzle to the ambient pressure (NPR)
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Table 18.6 Experimental parameters for the high-subsonic jet investigation

Flow conditions Ma = 0.84, ReDj ≈ 3 · 105
Jet exit axial velocity 290.3m/s

Pressure ratio (NPR) 1.71

Temperature ratio (NTR) 0.98

Measurement volume 90 × 70 × 10mm3 (x , y, z)

Measurement domain 0.1 · Dj to 4.7 · Dj

Dynamic spatial range DSR ≈ 200 : 1 (for instantaneous FlowFit
results)

DSR ≈ 10, 000 : 1 (for one-point statistics)

Dynamic velocity range DV R ≈ 400 : 1
Observation distance Z0 ≈ 900mm

Recording method Dual frame/single exposure

Recording medium 8 PCO.edge sCMOS 2560 × 2160 pixel

Recording lens f = 180mm, f# = 11 and f = 200mm,
f# = 11

Illumination 2 Nd:YAG laser 200mJ/pulse

Pulse delay 1-2 and 3-4 1.25µs

Pulse delay 2-3 3.75µs

Seeding material DEHS droplets (dp ≈ 1µm)

was 1.71 and the ratio of the stagnation temperature in the nozzle to the ambi-
ent temperature (NTR) was 0.98. The experimental parameters are summarized in
Table 18.6.

A multi-pulse setup obtained by the combination of two dual-frame acquisition
systemswas used to record tracer particle imageswithin a volumeof 90×70×10mm3

along the jet axial (x), radial (y) and out-of-plane (z) directions, respectively. The
multi-pulse acquisition strategy described by Schröder et al [36] and Novara
et al [26] is applied here, where the use of two different states of polarization for the
illumination sources is used to separate the pulses on the camera images.

Illumination is provided by two dual-cavity Quantel Evergreen Nd:YAG lasers
(200mJ pulse energy at 10Hz) emitting horizontally and vertically polarized light
respectively to produce short four-pulses bursts. The timing scheme of the two lasers
is arranged to realize a four-pulse sequence,where the time separation between pulses
1 and 2, and that between pulses 3 and 4, is τ = 1.25µs and a longer time interval
of τ = 3.75µs separates pulses 2 and 3.

The two imaging systems consisting each of four sCMOS PCO-Edge cameras,
equipped with polarization filters to separate the four pulses onto the image sensor,
are shown in Fig. 18.14. One imaging system (odd camera numbers in Fig. 18.14)
records pulses 1 and 2 and the other (even camera numbers) pulses 3 and 4. The sensor
size is 2560 × 2160 pixel with 6.5µm pixel size. Cameras, in Scheimpflug condi-
tion, are equipped with objective lenses having focal lengths of f = 200mm and
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180mm; the f-number ( f#) was set to 11. The digital resolution was approximately
33.6 pixel/mm.

As a consequence of the uneven spacing of the pulses, themaximum displacement
of particle tracers is approximately 12 pixel and 37 pixel for the shorter and longer
time interval respectively, resulting in a maximum of approximately 61 pixel total
particle shift. Themotivation for the chosenpulse separation is to increase the velocity
and acceleration dynamic ranges of the measurement.

ALaskin nozzlewith a separate impactorwas used to provide seeding ofDi-Ethyl-
Hexyl-Sebacat (DEHS) with a nominal particle diameter of 1µm. The seeding was
introduced upstream of the nozzle and the ambient air was also seeded enabling a
homogenous distribution across the measurement volume. The symmetric camera
setup ensures similar image quality between the two acquisition systems. The seeding
concentration adopted for the experiment resulted in a particle image density of
approximately 0.025 − 0.05 ppp (particles per pixel).

The 3D imaging systems are calibrated using a LaVision Type-11 two-plane tar-
get; volume self-calibration [42] is used to compensate for calibration errors and to
obtain theOptical Transfer Function (OTF) of the particle images [32]. For eachmea-
surement configuration, a total of up to 60,000 four-pulse sequences were recorded
at a sampling frequency of 10 Hz. Synchronously, the far-field acoustic pressure fluc-
tuations were recorded by a microphone array consisting of 17 microphones with the
aim of determining the causality correlation between the near-field flow quantities
and the far-field acoustic quantities [10, 22].

Lagrangian Particle Tracking with Shake-The-Box

An adapted version of the Shake-The-Box 3D LPT algorithm, initially proposed
by Schanz et al. [31] for time-resolved recordings, is applied here to four-pulse
sequences recorded by the multi-pulse acquisition system (see Sect. 9.4.4) [26].

The iterative STB processing strategy is employed to compensate for the lack of
a long observation time. The number of STB iterations, as well as the reconstruction
and tracking parameters, is chosen based on the image quality, seeding density and
pulse separation arrangement. The STB technique delivers four-pulse long particle
tracks; together with the usage of two independent imaging systems [4], this ensures
that spurious ghost particles arising from the reconstruction process, typically not
coherent with the flow motion, are discarded [9].

The position of the tracers along the time sequence is fitted by means of a sys-
tem of cubic b-splines as proposed by Gesemann et al. [5]; velocity and material
acceleration are evaluated analytically from the fit.

For the present investigation three STB iterations have been performed for each
four-pulse recording sequence. The Iterative Particle Reconstruction technique (IPR,
[43]) and the particle tracking parameters are summarized in Table 18.7, where Nc

indicates the number of cameras within each imaging system. A detailed description
of the reconstruction and tracking strategy and parameters can be found in [25, 26,
43].

With reference to Fig. 18.14-top-right the particle matching procedure employed
for the tracking phase is divided into two stages. At first, two-pulse tracks between

http://dx.doi.org/10.1007/978-3-319-68852-7_9
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Fig. 18.14 Jet flow direction, laser light sheet and measurement volume (top-left). In-line camera
STB set-up with two imaging systems each with four PCO.edge sCMOS cameras separated by two
states of polarization (indicated by the odd and even camera numbers) (bottom). Particle tracking
strategy for uneven pulse separation (top-right); xi indicates the position of the particles along the
four-pulse sequence

pulses 1 − 2 and 3 − 4 are identified; around each particle in the first time step
(pulse 1 and 3 respectively) a radius is established to define a search area where
matching particles from the second step (pulse 2 and 4) are identified. This step is
aided by the use of instantaneous velocity predictors obtained by means of Particle
Space Correlation (PSC, [26]) performed between IPR reconstructed particle fields
(vp in Fig. 18.14-top-right). The use of such a predictor allows for the reduction of
the search radius thereby improving the identification of valid particle tracks [24].

The second stage of the tracking process is to obtain four-pulse tracks by con-
necting two-pulse tracks that have been identified. This is done by determining the
position of the particles at the mid-point of the four-pulse sequence by extrapolating
the two-pulse tracks from pulses 1-2 forward and 4-3 backward in time respectively
(xm12 ) and (xm34 ) in Fig. 18.14-top-right). A search radius δ4p is established to define
the area within which the predicted mid-points need to be found for the two-pulse
tracks belonging to pulses 1 − 2 and 3 − 4 to be connected into four-pulse tracks.

The search radii δ2p and δ4p are referred to as global radii; and their value is kept
constant across the measurement domain and does not depend on local flow features.
If an estimate of the velocity fluctuation components is available, the global search
radii can be locally adapted according to the standard deviation of the velocity to
obtain the local radii:
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δ∗
2p = δ2p + fσ,2p · σ (18.1)

δ∗
4p = δ4p + fσ,4p · σ (18.2)

where σ indicates the standard deviation of the velocity in pixel and fσ,2p and fσ,4p

are positive multiplicative factors that can be freely adjusted. Adaptive search radii
result in an increase of the search area in regions where high flow dynamics are
expected, therefore allowing the capture of high acceleration events; conversely, the
search area is reduced in the calm region outside the jet, where an average velocity
predictor is accurate enough to aid the particle matching procedure.

For the results presented here, an initial evaluation of 4,000 four-pulse sequences
was performed aided by instantaneous predictor fields from PSC; as no information
on the flow statistics was available, both fσ,2p and fσ,4p were initially set to zero.
Whereas the global search radii were respectively increased after each STB iteration
(δ2p = 2, 3, 4 pixel and δ4p = 4, 5, 6 pixel) taking advantage of the progressive
reduction in the residual image density [26] and allowing for the identification of
previously unidentified particle tracks.

Ensemble averaging of the instantaneous tracks obtained from this initial evalu-
ation (based on a subset of snapshots) was then performed as proposed in [37] and
[25] to obtain an estimate of the flow statistics.

The converged mean velocity is then used as a high fidelity predictor for the
actual STB evaluation of the complete recording sequence of 60,000 samples. The
global search radii were reduced (see Table 18.7) and locally adapted according to
the velocity fluctuations magnitude as shown in equation 1. The adaptation factors
( fσ,2p and fσ,4p) were progressively increased at each STB iteration ensuring that by
the final pass events exceeding four times the local expected displacement deviation
were captured.

Table 18.7 STB processing parameters for the evaluation of the complete sequence of 60,000
recordings

Iteration 1 Iteration 2 Iteration 3

Triangulations with Nc 3 3 3

Triangulations with Nc−1 2 2 2

Shake iterations (IPR) 4 4 4

Shake width [pixel] 0.1 0.1 0.1

Allowed triangulation error [pixel] 1.2 1.2 1.2

Particle peak intensity threshold [counts] 55 55 55

Particle peaks used for triangulation η [%] 100 100 100

Global search radius 2-pulse tracks δ2 p [pixel] 0.3 0.3 0.3

Search radius 2-pulse mult. factor fσ,2p 2 3 4

Global search radius 4-pulse tracks δ4p [pixel] 0.6 0.6 0.6

Search radius 4-pulse mult. factor fσ,4p 3 3.5 6
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As a result, an average of 30, 000−90, 000 tracks, depending on the seeding den-
sity and individual camera image quality (due to the interdependency of scattering
direction and polarization), could be successfully reconstructed for each instanta-
neous four-pulse recording sequence. It should be noted that the number of tracks
refers to complete four-pulse tracks only; particles entering or leaving the investi-
gated domain are not considered for sake of robustness of the measurement.

The ensemble averaging of the full time series allows for the evaluation of sub-
pixel spatially resolved flow statistics.

Results

A subset of the available experimental results is presented here, relating to the
round jet case at Mach 0.84. Individual particles were tracked along the four-pulse
sequences.The particle position, velocity and acceleration were evaluated analyti-
cally from a fit of the particle locations based on cubic b-splines [5]. The measure-
ment of the material acceleration can be used to determine the instantaneous 3D
pressure field by means of the momentum equation [5, 12, 39].

Figure 18.15-left shows instantaneous four-pulse tracks color-coded by the axial
flow velocity component; due to the relatively low seeding density used for this
specific recording configuration, the number of tracked particles is approximately
35,000. The scattered measurement points obtained from the tracking approach were
interpolated onto a regular grid for the visualization of instantaneous flow structures
via the FlowFit technique [5]. Figure 18.15-right shows Q-criterion iso-surfaces
color-coded by the axial velocity component; as expected, themain vortical structures
are found within the shear layer region.

The large sequence of 60,000 recordings and using the axial symmetry of the flow
field enabled ensemble averaging with a bin size of down to 0.75 pixel (∼ 23µm or
0.0015 · Dj ) in the radial direction and thus providing sub-pixel resolution statistical
quantities of the jet flow (mean, turbulence intensities, Reynolds stresses etc.).

In Fig. 18.16 radial profiles of the average normalized axial velocity component
(u/Uj ) and axial turbulence intensity (u′/Uj ) at axial stations x/Dj = 0.2, 1, 4
are presented. Results obtained from the present investigation (closed circles in
Fig. 18.16) are compared with the NASA consensus dataset from Bridges &
Wernet [2] (Ma = 0.9, N PR = 1.86, NT R = 0.835, ReDj ≈ 106). The con-
sensus data for this condition is obtained by weighted averages from six historical
PIV datasets exploiting the axial symmetry. Despite different test conditions for the
two data sets, the consensus dataset provides a good reference for comparison. At
4 · Dj the profiles of axial velocity compare well, whereas for the turbulence inten-
sity the current STB results show slightly larger turbulence intensity and a thicker
shear layer. At 1 · Dj the benefit of the particle tracking approach over PIV (where
the finite size of the cross-correlation windows results in a modulation of the signal
[14]) is highlighted by the STB’s capability of capturing the thin shear layer and
the steep velocity gradients; the step profile of the axial velocity component is well
resolved. The size of a typical PIV correlation window of 32 pixels is indicated in
Fig. 18.16 as a reference. The turbulence intensity profiles are also well resolved and
show greater intensity compared with [2]; again this can be attributed to the higher
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Fig. 18.15 Instantaneous STB results of flow from a round nozzle at Ma = 0.84. Four-pulse
particle tracks color-coded by the normalized axial velocity component u/Uj (left). Instantaneous
Q-criterion iso-surfaces color-coded by the normalized axial velocity component (right) (A colored
version of the figure can be found at [DC18.12])

spatial resolution and accuracy of the Lagrangian particle tracking method where no
spatial filtering effect is introduced.

The current experimental setup and the use of the STB technique allowed mea-
surement close to the jet exit; the profiles of axial velocity and turbulence intensity
at 0.2 · Dj are shown in Fig. 18.16-f. At this location the shear layer is extremely
thin; nevertheless, it appears to be well resolved with the STB technique and with
the axial turbulence intensity showing a steep delta profile in the shear layer. To date,
such highly resolved 3D flow data near the jet exit has not been achieved.

Furthermore the STB Lagrangian particle tracking approach can extract the mate-
rial acceleration from individual tracked particles. Profiles of the average axial and
radial acceleration components are shown in Fig. 18.16-b and c, respectively (closed
circles) and show very high axial accelerations in the shear layer at the jet exit and
the development of the thickening shear layer along the axial direction. In the case
of 0.75 pixel radial bins 2,000 to 5,000 particles per bin were obtained, whereas

http://dc.pivbook.org/stb_multipulse_f2
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8 pixel radial bins resulted in particle numbers of around 20,000 to 50,000 per bin.
For the results shown Fig. 18.16 the bin size has been selected to resolve the local
flow features and to ensure statistical convergence.

In the current investigation, the shear layer was the area of focus concerning the
turbulent characterization. Synchronization of the flow measurements with the far
field pressure recordings enables the application of the causality correlation technique
to identify sources of sound as done by Henning et al. [11]. This will allow highly
resolved velocity and acceleration results in the near field to be cross-correlated with
the far-field microphone pressure measurements to determine the acoustic propaga-
tion paths and to identify noise generation mechanisms.

18.6 Flow over a Full-Scale Cyclist Model by Tomographic
PTV

Contributed by:

A. Sciacchitano, W. Terra, J.F.G. Schneiders, C. Jux,

Y. Shah and F. Scarano

Cycling aerodynamics is a subclass of bluff-body aerodynamics that has received
large attention in the recent years due to the wide variety of flows and fluid
mechanisms involved [3]. The flow around a cyclist is highly unsteady and three-
dimensional, and even small variations in the rider’s posture may yield large changes
in the flow structure and ultimately in the aerodynamic drag [3, 7]. The latter con-
tributes to over 90% of the total resistance the cyclist has to overcome at racing
speed [6, 16]. Understanding the topology of the flow structure is essential for min-
imization of the aerodynamic drag and enhancement of the rider’s performance. In
this experiment, the flow around a full-scale cyclist model and in its near wake is
investigated by large-scale tomographic PTV. The use of helium-filled soap bub-
bles (HFSB) as flow tracers is essential to conduct measurements in a volume of
the order of the cubic meter. Their higher light scattering cross-section compared
to micrometric tracers [1], and their good tracing fidelity (average relaxation time
below 20µs according to Scarano et al. [28]) allow accurate flow measurements
over human-size models.

The experiments are conducted in the Open Jet Facility (OJF) of the Aerodynamic
Laboratories of Delft University of Technology. The OJF is a close-loop open-test-
section wind tunnel with maximum free-stream velocity of 35m/s and turbulence
intensity of 0.5%. A full-scale cyclist replica of the 2017 Giro d’Italia winner Tom
Dumoulin is mounted on a Giant Trinity Advanced Pro bicycle frame (2017 model)
equipped with a Shimano Dura Ace 9070 group set, Shimano 9000 C75 front wheel
and a Pro Extreme Wide disc wheel with Vittoria Corsa 25mm tubulars. The free-
stream velocity is set to 14m/s, which is a typical racing speed during time-trial. Two
different experiments are conducted, as illustrated in Fig. 18.17. In the first experi-
mental setup (wake planemeasurement),measurements are carried out in a 5 cm thick
vertical plane located 80 cm downstream of the model’s back. Three FastCAM SA1
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Fig. 18.16 STB results for Ma = 0.84 jet. a Radial profiles of average normalized axial velocity
component (u/Uj ); b average axial acceleration (ax/(1·106)); c average radial acceleration (ay/(1·
105)). Axial turbulence intensity (u′/Uj ) at stations x/Dj = 4 (d), x/Dj = 1 (e) and x/Dj = 0.2
(f). The consensus dataset from Bridges & Wernet [2], available for stations x/Dj = 4, 1 is
plotted for Ma = 0.9 (hollow squares). The size of a 32 pixel wide correlation window is given as
a reference

cameras record an area of 1.0 × 1.6m2 in the wake of the mannequin. The cameras
are positioned about 4m behind the model, separated by 2.8m in spanwise direction.
The illumination is provided by a Continuum Mesa PIV Nd:YAG laser. The second
experimental setup (Robotic PIV measurement) makes use of a coaxial volumetric
velocimetry system (CVV, [34]), a compact measurement device composed by four
high speed cameras at small tomographic aperture and an optical fiber connected to
the laser head (Quantronix Darwin Duo Nd:YLF laser). The velocimeter is mounted
onto an UR5 robotic arm, which enables the motion with six degrees of freedom
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Fig. 18.17 Schematic representation of the setup of the experiment. Left:wake-planemeasurement;
right: robotic PIV measurement

(three translations and three rotations) with a maximum reach radius of 85 cm. The
CVV system allows measurements in sub-volumes of about 25 × 25 × 25 cm3. By
moving the velocimeter at different locations relative to the cyclist model, the entire
measurement volume of 2m3 is scanned, which comprises 450 measurement sub-
volumes all around the cyclist [13]. Notice that, since the relative position among
the cameras is fixed, all the measurements are conducted using just one camera cal-
ibration. In both experiments, the flow is seeded with HFSB tracers introduced into
the flow by a 4-wing seeding rake. Each wing has a chord of 10 cm and a span of
50 cm and comprises 20 bubble generators spaced by 2.5 cm. The spacing between
two adjacent wings is 5 cm. Each of the 80 bubble generators produces 30,000 bub-
bles/second, yielding a total bubble production rate of 2.4 million tracers per second.
The bubble generators are fedwith pressurized air, helium and soap, whose flow rates
are controlled by a fluid supply unit provided by LaVision GmbH. The seeding con-
centration at 14m/s is about 1.5 tracers/cm3 in a seeded streamtube of 50 × 15 cm2

cross-section. To seed the entire measurement domain, the seeding rake is translated
at 16 different locations along the spanwise and vertical directions. Further details
of the experimental parameters are reported in Table 18.8.

The raw particle image recordings are preprocessed by minimum intensity sub-
traction (wake plane measurement) and with a temporal high-pass filter (robotic PIV
measurement; [29]) to eliminate most background reflections. The preprocessed
images are analyzed with the Shake-the-Box algorithm [31], yielding Lagrangian
particle tracks with instantaneous velocity vectors at the scattered particle locations.
Particle tracks are retrieved by fitting a second order polynomial over 11 successive
positions of each tracer along its trajectory. The scattered velocity data provided
by the Shake-the-Box algorithm is mapped onto the global reference frame, com-
posed by a Cartesian grid with 20mm and 5mm spacing for the two experiments,
respectively. Each grid point is the center of a cubic cell of edge lv (equal to 80mm
and 20mm for the two experimental setup, respectively). The velocity of all tracers
falling within a cubic cell forms the ensemble of the given cell, from which the time-
averaged velocity is computed. The cell size is determined with the criterion that at
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Table 18.8 Experimental parameters for the two experimental setup

Wake plane measurement Robotic PIV measurement

Free-stream velocity 14m/s 14m/s

Reynolds number
(based on torso length 60 cm)

5.6 × 105 5.6 × 105

Measurement volume 100 × 160 × 5 cm3 200 × 160 × 70 cm3

Measurement sub-volumes 60 × 20 × 5 cm3 25 × 25 × 25 cm3

Number of sub-volumes 16 450

Imaging system 3× FastCam SA1 cameras
(CMOS, 1024 × 1024 pixel,
5.4 kHz)

4× Minishaker cameras
(CMOS, 832 × 632 pixel,
511Hz)

Focal length 50mm 4mm

f-number 4 8

Optical magnification 0.013 0.014

Digital image resolution 1.6mm/pixel 0.3mm/pixel

Illumination system Continuum Mesa PIV
532-120-M
Nd:YAG laser (2 × 18mJ at
1 kHz)

Quantronix Darwin 527-80-M
Nd:YLF laser (2 × 25mJ at
1 kHz)

Recording frequency 4 kHz within the burst
10Hz between bursts

758Hz

Number of samples 480 bursts 5,000

(per sub volume) 11 samples per burst

Seeding particles HFSB HFSB

Seeding concentration 1.5 tracers/cm3 1.5 tracers/cm3

Imaged seeding density 0.1 particles per pixel 0.05 particles per pixel

Data analysis method Lagrangian particle tracking
(Shake-the-Box algorithm)

Lagrangian particle tracking
(Shake-the-Box algorithm)

Interrogation bin size for
statistical analysis

80 × 80 × 80mm3 20 × 20 × 20mm3

Vector pitch 20mm 5mm

Dynamic spatial range 30 100

Dynamic velocity range 50 30

least 10 valid data should be comprised in the ensemble. Combining the information
from NV sub-volumes (NV = 16 for the wake plane measurement; NV = 450 for
the robotic PIV experiment), the velocity field in the entire measurement domain
(100 × 160 × 5 cm3 and 200 × 160 × 70 cm3, respectively) is retrieved. For the
given settings, the measurement spatial dynamic range (DSR) is estimated as the
ratio between the domain larger size and the cell size lv , and it equals 20 and 100
for the two experimental setup, respectively. The dynamic velocity range (DVR) is
estimated as the ratio between maximum and minimum measured tracers velocity
and is equal to approximately 50.
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Fig. 18.18 Time-averaged velocity field visualized by a contour of streamwise velocity in the
median plane (z = 0mm) including surface streamlines; the iso-surface of streamwise velocity at
U = 7m/s is also shown

Figure 18.18 illustrates the time-averaged velocity field of the flow around
the cyclist in the median xy plane (z = 0mm), revealing the flow organization
at largest scale. A first stagnation region is encountered at the rider’s helmet. The
flow accelerates along the helmet and the upper curved back, reaching a maximum at
approximately half the torso length. Further downstream, the flow decelerates due to
the adverse pressure gradient. The boundary layer undergoes separation at the lower
back, producing a separated region of relatively small extent. The latter is terminated
by a saddle point where streamlines converge right below the bicycle saddle. A sec-
ondary stagnation at the front of the rider is identified in front of the hands, which
have a relatively close position optimized for time-trial. After stagnating, the flow
accelerates around the arms and in the structure between the steering and the upper
edge of the fork. The analysis of velocity contours and streamlines does not allow the
evaluation of flow features away from the median plane and of the three-dimensional
structures. For this purpose, the 3D iso-surface of streamwise velocity U = 7m/s
(0.5U∞) aids the interpretation of the flow. A large region of decelerated flow is
comprised between the chest, the elbows and the pelvis. The latter further develops
sidewise enveloping the hip of the stretched leg. Stagnation is visible upstream of the
leg; the wake region is slightly more pronounced in the calf region than at the ankle,
which has comparatively lower cross section. The wake from the leg connects in a
three-dimensional topology to the separated region at the rider’s low back. Finally,
some more pronounced regions of velocity deficit with streamwise elongation are
observed at the foot heel, indicating the presence of streamwise vortices. The visible
deceleration closer to the backwheelmay be partly accentuated by the presence of the
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Fig. 18.19 Velocity magnitude contour at 5 mm distance from the cyclist’s body. Skin friction lines
evaluated over the dilated surface

necessary structure to support the model in the wind tunnel. The two (non-rotating)
wheels exhibit a similar wake. The wake of the front wheel is centred at the most
downstream point, whereas the back wheel has its wake in a slightly upper position.

The availability of velocity data in the vicinity of the cyclist’s solid surface enables
to estimate the topology of the skin friction lines (Fig. 18.19). The latter are notably
difficult to detect with PIV over curved surfaces due to the challenges of following the
3D surface contour with the illumination and of minimizing the laser light reflections
at the solid surface. The 3D streamlines pattern on the dilated surface (near-surface
skin friction lines) is inspected to detect the relevant topological features at the sur-
face. The velocity magnitude along the streamlines provides additional information
on the flow stagnation, acceleration and separation. The flow on the rider’s back
appears to separate only at the sides of the low back region. The air captured in the
chest region exits sideways along the lower torso and streams towards the center of
the lower back. On the straight leg side, the separation occurs only at the gluteus
and at the upper part of the calf, as indicated by the interruption of skin friction lines
from the side of the upper leg. Conversely, no separation is detected in the lower leg
towards the ankle. Flow acceleration around both upper arms and flow separation in
their back is also evident. The velocity contour in the wake plane 80 cm downstream
of the rider’s back (Fig. 18.20 - left) evidences the presence of a significant momen-
tum deficit downstream of the model. The momentum deficit is the largest behind the
thigh of the stretched-leg and behind the rear wheel. A strong downwash is produced
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Fig. 18.20 Time-averaged velocity field with velocity vectors (left) and streamwise vorticity com-
ponent (right) at the wake plane 80 cm downstream of the rider’s back

by the upper curved back of the rider, as also found by Crouch et al. [3]. A velocity
deficit is noticed also in proximity of the ground due to the interaction of the model’s
wake with the stationary floor. A complex system of streamwise vortices takes place
below the rider’s torso (Fig. 18.20 - right). Two counter-rotating vortices (T1 − T2)
emanate from the inner thighs and contribute to the downwash in between them, as
also reported by Crouch et al. [3]. Two pairs of counter-rotating vortices are pro-
duced also by the feet (F1 − F2 for the stretched leg; F3 − F4 for the bent leg), which
is consistent with the RANS simulations of Griffith et al. [7]. Further streamwise
vortices emanate from the knee (K1 and K2) of the stretched leg. As thoroughly
discussed in the works of Crouch et al. [3] and Griffith et al. [7], change in the
strength and distribution of those vortices at different angles of the crank cycle is the
dominant mechanism affecting the unsteady variations of the cyclist’s aerodynamic
drag.
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Chapter 19
Related Techniques

As noted in Sect. 1.3, PIV developed from Laser Speckle Interferometry. Therefore,
one of the early names for this technique was ‘Laser Speckle Velocimetry’ before
‘Particle Image Velocimetry’ was established. The Laser Speckle Interferometry (or
Laser Speckle Photography) was mainly developed for the determination of dis-
placement and strain in engineering structures. The laser speckles are created due to
random interference of scattered light from an optically rough surface illuminated by
coherent light. In a pioneering publicationBurch&Tokarski [5] showed that,when
two such speckle patterns of an object, recorded with and without displacement, are
optically transformed, fringes representing the local displacement can be obtained.
These fringes where the visible squared intensities of the Fourier Transform of the
speckle patterns, which is the power spectrum. An inverse Fourier Transform yields
the correlation function of the original image. The method – today conducted purely
digitally - is still the basis for nearly all modern “relatives” of speckle photography.

In contrast to PIV, where lasers are still most commonly used due to their ability
to generate thin and intense light sheets, speckle deformation measurements nowa-
days favor white light illumination. White light speckles instead of laser speckles
offer two major advantages: Since laser speckle fields tend to change their appear-
ance when the displacement to be measured exceeds a certain range, the image pairs
might de-correlate and the evaluation becomes increasingly difficult. Secondly, the
illumination of large and highly three-dimensional objects requires small recording
apertures and, as a result of that, powerful and expensive lasers for illumination.
Therefore, white light illumination is more frequently used since the 1980s. For this
method a speckle pattern, which simply is a random dot pattern sprayed, painted or
projected on a background, is generated. The dots should have the highest possible
contrast and a spatial frequency that is as high as possible and as small as neces-
sary to be imaged with sufficient contrast. Retroreflective paint, consisting of small

An overview of the Digital Content to this chapter can be found at [DC19.1].
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suspended glass beads for example was used by Asundi & Chiang [1] for contrast
enhancement. The technique of pattern projection for wind tunnel model defor-
mation measurements has successfully been used by van der Draai et al. [11].
Multi-camera systems can be used in order to resolve complex object shapes for
the analysis of their topology. The use of pulsed white light sources allows for the
observation of moving surfaces. The list of references at the end of the book contains
some of the numerous publications on such deformation measurement techniques.
The continuous development of digital methods in image recording and processing
has led to new names for this type of geometry, shape and deformation identification.
From all the various names like Image Pattern Correlation Technique (IPCT) or Elec-
tronic Speckle Interferometry (ESI), the Digital Image Correlation (DIC) apparently
became the most common one name within the past decades [7, 21, 33]. There-
fore, we decided to use the name DIC deformation measurement in the remainder
of the book. DIC imaging systems and software packages have become common
engineering tools and can be purchased.

However, not only deformations can easily be measured by means of acquisition
and evaluation systems similar to PIV, but also density gradients in transparentmedia.
This approach has probably been known since a long time, but it has not drawn
much attention until a few years ago. The technique has been referred to as synthetic
schlieren [8], and background-oriented schlieren (BOS) [24] by the different authors.
In contrast to the conventional schlierenmethods the BOS technique does not require
any complex optical devices for illumination. The only optical part needed is an
objective lens mounted for instance on a video camera. The camera is focused on a
random dot pattern in the background, which generates an image quite similar to a
particle image or speckle pattern shown as in Fig. 19.4. For this reasonwe refer to this
approach as background-oriented. Compared to conventional schlieren techniques
this procedure results in significantly reduced efforts during its application. However,
the optical paths over which the density effects are integrated, are divergent with
respect to each other. This can result in a clear disadvantage when large viewing
angles have to be used, but is of little influence for recording distances of more than
10 meters used for the tests to be described in Sect. 19.2. In an extension towards
background-oriented optical tomography (BOOT), which was proposed by Raffel

et al. [23], the divergence of the optical paths can be compensated by the evaluation
algorithms [12, 14].

Both, the measurement of density gradients in a flow and the detection of the
deformation and position of a model in the flow are frequently of interest and can be
obtained easily based on PIV imaging hard- and software.

19.1 Deformation Measurement by Digital Image
Correlation (DIC)

One of the main motivations for measurements in fluid dynamics is the determi-
nation of forces and moments on structures resulting from their interaction with
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the fluid. Those fluid dynamic forces frequently lead to model deformations and
displacements of parts of the setup. Since scaling and shape factors are important
experimental parameters, the shape and position of a model have to be monitored
repeatedly during the test. Point-wise methods are commonly used for this purpose
but are sometimes quite laborious and could miss critical regions. Whole field opti-
cal methods can be used for the non-intrusive measurement of model deformations
and displacements. The Moiré Interferometry is one such techniques, which allows
obtaining highly accurate results over large fields at once. The disadvantages of
the Moiré techniques are their experimental complexity and the fact that the eval-
uation software, like in many other cases of interferometry, can not always be run
fully automatically. Therefore, starting in the 1970s correlation based procedures
for deformation, displacement, and strain analysis have been developed and applied
more and more frequently [6, 29].

19.1.1 Deformation Measurement in a High-Pressure
Facility

Due to the high costs and a limited feasibility of complex laser measurements at
full-scale test conditions, most experimental studies on the aerodynamics of high-
speed trains are conducted on sub-scales in wind tunnel facilities. However, in most
cases the Reynolds and Mach numbers of the model investigations do not match
the full-scale vehicle at the same time. Most modern low-speed wind tunnels reach
appropriate Mach numbers of 0.1 < Ma < 0.3. However, if the relative air speed
is approximately the same for both the model and the full-scale train, the Reynolds
number in the wind tunnel will obviously be much smaller than that of the full-scale
vehicle. For aerodynamicallywell-designed configurations, the resultingmismatch in
Reynolds number leads to a certain discrepancyofmeasured drag andmoment values.
This brings facilities into play, which are specialized for high Reynolds number
investigations like high-pressure facilities. Those facilities allow for the realization
of the relevant Mach and Reynolds numbers at reduced scales. Since loads on the
model increases with increasing pressure, model deformations and deflections have
to be monitored carefully during tests.

The high-pressure wind tunnel of DNW (HDG), shown in Fig. 19.1, is a closed
circuit low-speed wind tunnel, which can be pressurized up to 100 bar. The dimen-
sions of the test section are 0.6×0.6m2 with a length of 1m. 1 : 50 and 1 : 66models
are usually used in order to realize a blockage ratio below 10%. With the maximum
speed of 35m/s and a maximum pressure of 100 bar the achieved Reynolds number
is of the same order of magnitude as the full-scale one (e.g. Re = O[107]). The flow
remains incompressible over the whole range of Reynolds numbers.

The model of the lead car and the first part of the trailer of a train shown in
Fig. 19.2, are designed to carry a six-component internal balance. The strain gage
balance is relatively compact and measures forces up to approximately 1000N. All
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Fig. 19.1 Sketch of the high pressure wind tunnel (HDG) of DNW

Fig. 19.2 Sketch of the train
model configuration in the
test section of the HDG

components of force and moment are available and have been measured for a range
of yaw angles between −30◦ < β < +30◦ during these tests. The lead vehicle and
the trailer were mounted sidewards onto the sting.

Digital Image Correlation (DIC) has been applied to generic high-speed train
models in order to measure model deflections and model deformations due to wind
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load. The stiffness of models in high-pressure wind tunnels is generally more critical
since their dimensions are smaller and the wind loads are higher as compared to
conventional wind tunnels. As mentioned previously, DIC is basically an image
processing technique that calculates the displacement of a random dot pattern –
which is somehow attached or projected onto the object under investigation – by
using correlation techniques. Today, the digital correlation algorithms used for DIC,
BOS and PIV are robust and offer small relative errors below 0.1%. In the case of the
model deformation measurements presented here, DIC allows for the determination
of small deformations with standard deviations of approximately 0.1 pixel of the
CCD-sensor used. This corresponds to a 0.01mm accuracy for this measurement
of the position of the train model in the HDG wind tunnel. The model – on which
a random dot pattern of black ink has been painted – was mounted on a sting and
equipped with an internal six component balance (Fig. 19.2). An additional ground
plate was mounted in order to cut off the wind tunnel boundary layer and to ensure
well-defined boundary conditions. The plate was parallelized to the wind tunnel floor
by measuring the pressure distribution in the center (at yawing angles of β = 0◦).
Force measurements were performed in the high-pressure wind tunnel and the DIC
technique was applied in order to correct the yawing angle. It can easily be seen in
Fig. 19.3, that in spite of the very stiff sting and support, the yawing angle of the
model was significantly changing depending on the free stream velocity (e.g. ±1.3◦
at 20m/s).

Figure19.3 shows an example of instantaneous pattern correlations on the left
hand side. One hundred vector fields were used to process the mean angle shown on
the right of Fig. 19.3. It can be seen that the displacement increases linearly due to
sting bending. Additional model deformations, which would result in more complex
displacement patterns, were not observed. In the way the DIC technique was applied
here, only deformations in the x − z-plane could be determined. However, generally
this technique is well-suited for three-dimensional measurements if two or more
cameras are used [15, 17, 25].

Fig. 19.3 InstantaneousDIC result, showing the local displacement vectors, themeasured positions
of the random dots at α = 30◦ reference recording (straight line) and the positions measured under
wind load at P0 = 30 bar and U∞ = 20m/s (dotted line) (right)
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19.2 Background-Oriented Schlieren Technique (BOS)

19.2.1 Introduction

Optical density visualization techniques such as schlieren photography, shadowg-
raphy or interferometry are well known and have been used world wide for many
decades. The techniques are sensitive to changes of the refractive index caused by the
variations in the fluid density. Even though some researchers have performed large-
field and focusing schlieren photography and shadowgraphy in the great outdoors
e.g. [2, 27, 31]), most of these techniques are confined to laboratories or to wind
tunnels and they are less suitable for large- or full-scale applications. Nevertheless,
full-scale measurements are desirable if the flow is strongly dependent on Mach and
Reynolds numbers. The next section describes the theory of a technique which deter-
mines density gradients without using any sophisticated optical equipment. Practical
aspect of the technique are addressed by the description of its application to a heli-
copter in hovering flight and to the transonic flow behind a cylinder. More examples
can be found in a review article by Raffel [22].

19.2.2 Principle of the BOS Technique

The background-oriented schlieren technique is based on the relation between the
refractive index of a gas, n, and the density, ρ, given by the Gladstone-Dale equation,
(n − 1)/ρ = const . It can best be compared with laser speckle density photography
as described by Debrus et al. [9] and Köpf et al. [16] and in improved versions by
Wernekinck &Merzkirch [32] and Viktin &Merzkirch [30]. Like interferom-
etry, the laser speckle density photography relies on an expanded parallel laser beam,
which crosses through a transonic flow field or – in more general terms – through
an object of varying refractive index (i.e. a phase object). However, in contrast to
interferometry, laser speckle patterns are generated instead of interference fringes.
Since white light based techniques for the determination of fluid density gradients
are frequently called schlieren1 techniques [19, 20], the technique described in this
chapter will be referred to as the background-oriented schlieren technique. Com-
pared to the optical techniques mentioned above, the BOS method simplifies the
recording. The speckle pattern, usually generated by the expanded laser beam and
ground glass, is replaced by a random dot pattern on a surface in the background of
the test volume. This pattern has to have a high spatial frequency that can be imaged
with high contrast.

Usually, the recording has to be performed as follows: first a reference image is
generated by recording the background pattern observed through air at rest in advance
or subsequent to the experiment. In the second step, an additional exposure through

1The German word “Schliere” designates a local optical inhomogeneity in a transparent medium.
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Fig. 19.4 Sketch of a BOS setup

the flow under investigation (i.e. during the wind tunnel run) leads to a displaced
image of the background pattern. The resulting images of both exposures can then
be evaluated by correlation methods. Without any further effort existing evaluation
algorithms, which have been developed and optimized for example for particle image
velocimetry (or other forms of speckle photography) can then be used to determine
speckle displacements. As stated previously, the deflection of a single beam contains
information about the spatial gradient of the refractive index integrated along the line
of sight (see Fig. 19.4). Details on the theory of ray tracing through gradient-index
media could be found in [10, 28].

The idea of the BOS method is to simplify the optical arragement by replacing
the laser speckle with a random dot pattern, which may simply consist of ink or paint
droplets, splashed onto a background surface (see Fig. 19.4). The background pattern
may also be generated by a print of a single exposed image of tracer particles.

Assuming paraxial recording and small deflection angles, a formula for the image
displacement Δy can be derived, which is valid for density speckle photography as
well as for the BOS technique.

Δy = ZDMεy (19.1)

with the magnification factor of the background, M = Zi/ZB , the distance between
the dot pattern and the density gradient, ZD , and

εy = 1

n

∫
∂n

∂y
dz (19.2)

The image displacement Δy can thus be rewritten as

Δy = f

(
ZD

ZD + ZA − f

)
(19.3)
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Fig. 19.5 BOS focusing position and image blur

with ZA being the distance from the lens to the object and the focal length of the
lens, f . Since the imaging system has to be focused onto the background; we note:

1

f
= 1

Zi
+ 1

ZB
(19.4)

Equation (19.4) shows that a large image displacement can be obtained for a large ZD

and small ZA. The maximum image displacement for ZD approaches Δy = f · εy .
On the other hand certain constraints in the decrease of ZA have to be fulfilled in
order to image the flowfield sufficiently sharply. The optical system has to be focused
on the background in order to obtain maximum contrast at high spatial frequencies
for later interrogation, and Eq. (19.4) applies. On the other hand, the sharp imaging
of the density gradients would be best at Zi with

1

f
= 1

Z ′
i

+ 1

ZA
(19.5)

By introducing the aperture diameter dA and themagnification of the density gradient
imaging M ′ = Zi/ZA a formula for the blur di (see also Fig. 19.5) of a point at ZA

reads:

di = dA

(
1 − 1

f

(
Zi − f

Z A

))
. (19.6)

Since correlation techniques average over the interrogation window area, the image
blur di does not lead to a significant loss of information, as long as di is considerably
smaller than the interrogation window size.
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19.2.3 Application of the BOS to Compressible Vortices

19.2.3.1 Rotor Tip Vortices

The background-oriented schlieren technique was successfully applied to study dif-
ferent types of flows [3, 8]. In this section two experiments are presented:Ahelicopter
blade tip vortex investigation and an investigation of the wake behind a cylinder.2

A first demonstration of the feasibility of BOS for large-scale aerodynamic inves-
tigations was given by Raffel et al. [24]. In this initial test, part of the rotor tip
vortex system of a Eurocopter BK117 was visualized with the BOS technique. How-
ever, the analysis of typical vortex-related effects, e.g. blade vortex interaction (BVI)
phenomena, requires quantitative data such as the blade tip vortex positions relative
to the rotor system.

The first 3D reconstruction of an entire blade tip vortex system of a full-scale heli-
copterwas demonstrated byBauknecht et al. [3], who performed a large-scale flight
test with a BO105 helicopter and a multi-camera BOS setup in an open-pit mine. The
BOS setup consisted of ten digital consumer cameras that were positioned around
the free-flying helicopter in front of scree-covered slopes. These natural backgrounds
were illuminated by the sun and provided fine structures with sufficient contrast for
the BOS evaluation. The distance between the background and the cameras was 230–
300m and the camera setup covered a horizontal angle of 80◦ around the helicopter.
The Nikon D7100 digital single-lens reflex cameras featured CMOS image sensors
with a resolution of 6000× 4000 pixel, suitable for full-scale vortex measurements.
The cameras were equipped with Nikkor 55–300mm zoom lenses and simultane-
ously triggered with a cable-based triggering system. The exposure time was set to
1ms, ISO values to 400, and aperture adapted to the natural illumination between
f/5.6 and f/11.
Figure19.6 shows an example of an image pair, consisting of an undisturbed ref-

erence image (Fig. 19.6a) and a measurement image of the helicopter (Fig. 19.6b).
The measurement image was mapped onto the reference images using a de-warping
algorithm based on the displacements in the corners of the image pair, as deter-
mined by cross-correlation. The apparent background displacements between the
image pair were evaluated using sectional cross-correlation. A multi-grid evaluation
scheme with a final window size of 16 × 16 pixel and an overlap of 75% (corre-
sponding to a vector spacing of 1 cm in the rotor plane) was selected to resolve
the small vortex-induced displacements (u, v) in the horizontal (x) and vertical (y)
direction, respectively. In the resulting displacement field, the displacement vectors
point towards regions of low density, i.e. the vortex cores. Vortices with peak-to-peak
displacements of Δv = 0.15 – 1.5pixel and projected diameters of 4–6pixel were
detected in this study. Robust indicators for the center position of the vortices are
given by the spatial gradients du/dx and dv/dy. These indicators emphasize the
vortices due to their high spatial gradients compared to the gradual changes in the

2The text on blade tip vortex investigation has been contributed by André Bauknecht.
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Fig. 19.6 Cutouts of measurement pictures depicting a the undisturbed reference image and
b measurement image with the helicopter, after [3]. The result of a cross-correlation between the
two images is shown in c in form of the vertical displacement gradient field, visualizing the blade
tip vortex system and the engine exhaust gases [DC19.2]

surrounding flow field, see Fig. 19.6c. The evaluated image shows the vortex system
of the BO105 during an ascending flight maneuver. The vortices are visible as dark
helically curved lines in front of the gray background. The positions of the heli-
copter and its rotor blades are indicated by de-correlated regions. Below and behind
the helicopter, a noisy area marks the exhaust gases of the two engines.

http://dc.pivbook.org/bos_heli
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Fig. 19.7 Reconstruction of
the blade tip vortex system of
the BO105 helicopter during
ascending maneuvering
flight, after [3] [DC19.3]

The projected vortex locations, shown e.g. in Fig. 19.6c, were extracted from all
simultaneously acquired measurement images and digitized using a semi-automatic
detection routine. The camera setup was iteratively calibrated based on a random
point cloud inside the measurement volume. Point correspondence between vortex
segments from different cameras was established by epipolar geometry [13]. Based
on the projected 2D vortex positions and points on the helicopter, the positions of
the helicopter, rotor blades, and the corresponding vortex system were reconstructed
in 3D space by stereo-photogrammetry.

An example for the reconstructed vortex system of the BO105 during an ascend-
ing flight maneuver is depicted in Fig. 19.7. The plot depicts a 3D computer model
of the helicopter positioned according to reconstructed points on the fuselage and
rotor blades of the real helicopter. Individual points were reconstructed on the vortex
segments and indicate the positions and trajectories of the tip vortices. The data set
allows for the extraction of geometrical vortex properties that are important for the
investigation of BVI on helicopters undergoing dynamic flight maneuvers. These
results demonstrate the potential of the multi-camera BOS method for the investiga-
tion of rotorcraft aerodynamics and BVI effects.

19.2.3.2 Cylinder Wake Flows

The experiment described next was set up in order to study compressible vortex flows
involved in the blade vortex interaction (BVI) phenomena of helicopter rotors inmore
detail. Therefore, the vortex shedding on a cylinder with a diameter of d = 25mm
in a transonic wind tunnel – the VAG of DLR in Göttingen – has been investigated
by simultaneous velocity and density gradient measurements at different free-stream
Mach numbers.3 This information was complemented by additional measurements
of the unsteady pressure fluctuations at different locations along the wind tunnel
walls. These data enable a more detailed analysis of compressible vortices than
successive measurements of single quantities. In addition, a detailed description of
compressible vortices plays a key role in numerical simulations, which aim at further

3The text on cylinder wake flows has been contributed by Hugoes Richard.

http://dc.pivbook.org/bos_heli3d
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improvements in the prediction of helicopter noise emissions. The measurement of
the velocity induced by the vortex is needed, since the amplitude of the pressure
fluctuations which are emitted from the interaction of the vortex with a blade is
proportional to the circulation, Γ , of the vortex. In the past, the velocity information
has been derived by simultaneous pressure and density measurements (see e.g. [18]).
Therefore, one had to assume the vortex tomove at a constant convection velocity, that
it is symmetricwith respect to its axis and that the vortex canbedescribedbya solution
of the stationary Euler equations, that is, disregarding the effects of dissipation.
Even if those assumptions were justified, they definitely limit the accuracy of the
experimental results. Furthermore, the spatio-temporal derivatives of the pressure
signal, which have to be computed in order to derive the induced velocities, amplify
the noise and uncertainty of the data.

The situation can be improved by simultaneousmeasurements of pressure, density
and velocity fields. The setup needed for the BOS measurements was composed of
one camera looking through the test section and a light source, which illuminates a
background paper containing a dot pattern (Fig. 19.4). The dot pattern was generated
by printing a single exposure PIV recording on a laser printer. The size of the dots
was approximately 1mm and the size of the interrogation window backprojected
into the observation area was 25mm2 on average.

Two different light sources were used: a continuous white light and a stroboscope
light synchronized with the camera. The results which are shown first represent the
averaged density field and were obtained with continuous light. Figure19.8 shows
displacement fields using continuous light at Ma = 0.79. The region of the shear
layers above and below the cylinder can clearly be detected on the density gradient
field for a Reynolds number of Re = 335000. Intermittent compression shock waves
(expected at Ma = 0.6 . . . 0.8), however, could not be observed due to smearing
effects of long exposures. However, the strong density gradients and the expected

Fig. 19.8 Density gradients
obtained with a long
exposure time atMa = 0.79
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Fig. 19.9 Density gradients obtained with a short exposure time at Ma = 0.79

Fig. 19.10 BOS density gradient distributions (left) and their integration to density distributions
(right)

decrease of density behind the cylinder can clearly be seen at this Reynolds num-
ber (cp. Fig. 19.10). The unsteadiness of the vortex wake for this set of parameters
becomes visible when comparing averaged and instantaneous results (Figs. 19.8 and
19.9). This demonstrates the need of instantaneous measurements and made simulta-
neous velocity and density gradient fields desirable, which will be described further
below.

The displacement field can be integrated in order to obtain a distribution which is
proportional to the density distribution assuming a two-dimensional flow field. Two
integration methods can be used: either by solution of the Poisson equation [26] or
by line integration. The second method which is the simplest to implement, has the
disadvantage of producing line noise. Figure19.10 shows the line extracted (left hand
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Fig. 19.11 Optical setup for simultaneous PIV and BOS measurements

side) from the time averaged displacement fields for different Reynolds numbers at
x = 1.5 cm and the result after integration (right hand side). It can be seen that the
displacement increaseswhile the density decreaseswith Reynolds number and shows
an almost perfect symmetry in relation to the center of the cylinder with a lowest
density for y = 4 cm. The cylinder diameter has been chosen in order to restrict the
ratio between cylinder diameter, d, and its span, s, to d/s = 1/4. As can be seen
by comparing averaged and instantaneous results (Figs. 19.8 and 19.9), the vortex
wake for this set of parameters is highly unsteady. This demonstrates the need for
instantaneous measurements and makes simultaneous velocity and density gradient
fields desirable. The advantage of the BOS technique is that it can very easily be
coupled with PIV.

Figure19.11 shows the setup needed to perform BOS and PIV measurements at
the same time, which allows for obtaining simultaneous velocity and density data. It
is composed of two cameras, one used for PIV and the other for BOS. Both cameras
have the same field of view and are looking through a polarized beam splitter, which
blocks the light from the laser sheet for the BOS camera. The PIV camera was
focused on the laser light sheet plane, whereas the BOS camera was focused onto
the background dot pattern. The stroboscope light was synchronized with the second
pulse of the laser. The background of the second image is therefore brighter than the
first, but the quality of the correlation data was not significantly reduced.

Figure19.12 shows a zoom of a region where a vortex is visible: in the BOS result,
the vectors are diverging from the center of the vortex, which corresponds to an area
of lower density.
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Fig. 19.12 Sample result of simultaneous BOS (left) and PIV (right) data of a cylinder wake flow

19.2.4 Conclusions

The measurements demonstrate the feasibility of the BOS technique for different
applications – even large-scale ones – by visualizing the blade tip vortices of a heli-
copter in flight. In spite of the difficult experimental conditions density gradient data
were obtained, which allows for the visualization of density fields with a high spatial
resolution. Compared to previous measurements, the time needed for the setup and
for data acquisition can be considerably decreased. However, quantitative position
measurements of fully three-dimensional density fields, like the tip vortex system of
a helicopter rotor, require multiple camera perspectives, as a single camera system is
only capable of measuring two components of the spatial density gradient integrated
along the optical path. In the presented rotor experiment, simultaneous image record-
ing with a calibrated multi-camera BOS setup was applied to spatially reconstruct
the vortex system of a free-flying helicopter for the first time. The resulting data set
allowed for the extraction of geometry parameters such as the location of the vortex
relative to the rotor plane and the orientation of the vortex axis in space, which are
important for the study of BVI and other vortex interaction phenomena.

After having demonstrated the feasibility of the concept by its application to
a technologically relevant but fluid mechanically complex problem, more detailed
studies of vortices behind a cylinder were performed in order to reduce the com-
plexity of the vortical structures under investigation and to perform simultaneous
velocity measurements. Those measurements will allow a more accurate modeling
of vortices in future aero-acoustic prediction codes for helicopters. Furthermore,BOS
renders full-scale in-flight rotor tip vortex morphology studies possible by relying
on fairly simple sensor units in combination with natural formation backgrounds [4].
Moreover, tomographic BOS data evaluation enables airborne vortex core density
estimations [14].
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Appendix A
Suggested Text Books

The reader interested in a deeper treatment of the fundamentals of the topic covered
in the book we recommend the following text books:

Optics
Principles of Optics by Born & Wolf [4]
Fundamentals of Photonics by Saleh & Teich [18]
Coherent Optics - Fundamentals and Applications by Lauterborn & Kurz

[12]
Introduction to Fourier Optics by Goodman [9]
The New Physical Optics Notebook: Tutorials In Fourier Optics by Reynolds,
DeVelis, Parrent & Thompson [17]

Imaging and Cameras
Multiple View Geometry in Computer Vision by Hartley & Zisserman [10]

Numerical Techniques
Numerical Recipes: The Art of Scientific Computing by Press, Teukolsky,
Vetterling & Flannery [16]

Signal Processing and Statistics
The Scientist and Engineer’s Guide to Digital Signal Processing by Smith [21]
Random Data: Analysis and Measurement Procedures by Bendat & Piersol

[3]
Probability, Random Variables and Stochastic Processes by Papoulis & Pillai

[14]
The Fourier Transform and Its Applications by Bracewell [5]
The Fast Fourier Transform by Brigham [6]

Digital Image Processing
Digital Image Processing by Gonzalez & Woods [8]
Digital Image Processing and Image Formation by Jähne [11]
Digital Image Processing: PIKS Scientific Inside by Pratt [15]

Fluid Mechanics
An Introduction to Fluid Dynamics by Batchelor [2]
Fluid Mechanics by White [23]
Analysis of Transport Phenomena: Topics in Chemical Engineering byDeen [7]
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Experimental Techniques
Springer Handbook of Experimental Fluid Mechanics by Tropea, Yarin, &

Foss [22]
Flow Visualization

Flow Visualization by Merzkirch [13]
Additional Books on Particle Image Velocimetry

Particle Image Velocimetry by Adrian & Westerweel [1]
Particle Image Velocimetry: New Developments and Recent Applications by
Schröder & Willert [20]
Recent Advances in Particle Image Velocimetry: VKI Lecture Series on Particle
Image Velocimetry by Scarano & Riethmuller [19]
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Appendix B
Mathematical Appendix

B.1 Convolution with the Dirac Delta Distribution

For a real function f of the variable x, and a given vector xi, we have:

f (x − xi) = f (x) ∗ δ(x − xi)

where ∗ denotes convolution and δ the Dirac delta function.

B.2 Particle Images

For infinite small geometric particle images the particle image intensity distribution
(intensity profile) is given by the point spread function τ (x), which has been assumed
to have a Gaussian shape [1]:

τ (x) = K exp

(
−8 |x|2

d2
τ

)

with

K = 8 τ0

πdτ
2 . (B.1)

B.3 Convolution of Gaussian Image Intensity Distributions

If we assume Gaussian image intensity distributions as given in Eq. (B.1) the product
of two displaced images yields:

τ (x − xi) τ (x − xi + s) = K 2 exp
[−8 (|x − xi|2 + |x − xi + s|2)/dτ

2
]

.
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For two vectors a and b, it can be shown that:

|a|2 + |a + b|2 = |b|2/2 + 2|a + b/2|2 .

Hence:

∫
aI

τ (x − xi) τ (x − xi + s) dx= exp

(
−4 |s|2

d2
τ

)

×
∫
aI

K 2 exp(−16|x − xi + s/2|2/dτ
2) dx

= exp

⎛
⎜⎝− 8 |s|2(√

2 dτ

)2

⎞
⎟⎠

×
∫
aI

τ 2(x − xi + s/2) dx .

B.4 Expected Value

We defined fl(X) = V0(X)V0(X + D) in Equation (4.8). Here we will determine

E

{
N∑
i=1

fl(Xi)

}
.

The summust be considered as a function ofN randomvariablesX1,X2...XN. Hence:

E

{
N∑
i=1

fl(Xi)

}
=

N∑
i=1

E { fl(Xi)} =
N∑
i=1

1

VF

∫
fl(Xi) dXi

⇒ E

{
N∑
i=1

fl(Xi)

}
= N

VF

∫
VF

fl(X) dX .
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List of Symbols and Acronyms

a aperture radius
aI interrogation area
a local acceleration vector
A area
Acrit critical area
CI spatial auto-covariance
CII spatial cross-covariance
CR constant factor of the correlation function
CS scattering cross section
cI spatial correlation coefficient
cII spatial cross-correlation coefficient
c1, c2 constant factors for outlier detection
D diffusion coefficient
D particle displacement between the two light pulses
DI interrogation area
Da aperture diameter
Dmax maximum particle displacement
DPhoto photographic emulsion density
d particle image displacement
d mean value of measured image displacement
d ′ approximation of the image diameter
ddiff diffraction limited imaging diameter
dmax maximum particle image displacement
dmin minimum particle image displacement
dopt optimum particle image displacement
dp particle diameter
dr difference between real and ideal particle image diameter
ds diameter of the Airy pattern
dshift particle image displacement due to the rotating mirror system
dB blur circle diameter
dτ particle image diameter
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dτ x , dτ y correlation peak widths along x and y respectively
d∗

τ normalized particle image diameter
E exposure during recording
E{} expected value
E1, E2 energy states of an atom
e resolution limit of a microscope
FI in-plane loss of correlation
FO out-of-plane loss of correlation
f lens focal length
f# lens f -number
f (x) function
F body forces
g acceleration due to gravity
g(x, y) gray value distribution
h Planck’s constant
H system transfer function
I image intensity field of the first exposure
Imedian grayscale median image intensity
I ′ image intensity field of the second exposure
I0 laser intensity, incident on a particle
I0(Z) light sheet intensity profile in the Z direction
Ip peak particle image intensity
Iz maximum intensity of the light sheet
I+ correlation of the intensity field with itself
Î , Î ′ Fourier transforms of I and I ′
JB light flux
Jn Bessel function of first kind
ksmooth filter kernel width
K Boltzmann’s constant
Knp particle Knudsen number
lw imaging depth
lps line pairs
M2 spatial mode
M magnification factor
M0 magnification along the principal optical axis
Ma Mach number
M̃TF(r ′) modulation transfer at a certain spatial frequency (r ′)
N total number
mp particle mass
N total number
NP number of individual particle images
NI length of tracks
N0 number of overlapping particle images
NA numerical aperture
N particle image density (per unit area)
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NI number of particle images per interrogation window
nexp number of exposures per recording
NS source density (for volume PIV)
n refractive index
n0 refractive index of glass
nw refractive index of water
Pr Prandtl number
PS total scattered power
q normalized diameter
q1 particle size distribution of length
q2 particle size distribution of area
q3 particle size distribution of volume
QE quantum efficiency
QL number of quantization levels
r spatial frequency, radius
r ′ characteristic value of the spatial frequency
rx , ry spatial frequencies in orthogonal directions
R12 probability of correct particle pairing
Ra Rayleigh number
Re Reynolds number
RC mean background correlation
RD displacement correlation peak
RD+ positive displacement correlation peak
RD− negative displacement correlation peak
RF noise term due to random particle correlations
RI spatial auto-correlation
RII spatial cross-correlation
RP particle image self-correlation peak
Rτ correlation of a particle image
s separation vector in the correlation plane
sD displacement vector in the correlation plane
Stk Stokes number
Ta absolute temperature
T (x, y) local varying intensity transmittance of photographic emulsion
t time of the first exposure
t ′ time of the second exposure
t ′′ time of the third exposure
texp exposure time
te frame transfer time
tf pulse length
Δt exposure time delay
Δtmin minimum time delay
Δtrow-shift charge transfer time of a single row in a CCD sensor
Δttransfer charge transfer time in a CCD sensor
U, V in-plane components of the velocity U
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U mean flow velocity in streamwise direction
U flow velocity vector
Ug gravitationally induced velocity
Umax maximum flow velocity in streamwise direction
Umean mean flow velocity in streamwise direction
Umin minimum flow velocity in streamwise direction
Un(u, v) Lommel function
Up velocity of the particle
Us velocity lag
Ushift shift velocity
Uτ friction velocity,

√
τw/ρ

U∞ free stream velocity
u, v dimensionless diffraction variables
V0(xi ) intensity transfer function for individual particle images
VF fluid volume that has been seeded with particles
VI interrogation volume in the flow
Vfr volume fraction of particles
Vn(u, v) Lommel function
vI interrogation area (image plane)
W out-of-plane component of the velocity U
W0(X,Y ) interrogation window function back projected into the light sheet
X,Y, Z flow field coordinate system
Xm distance between rotating mirror and optical axis
Xp particle position within flow field
Xv,X′

v point in the virtual light sheet plane
x, y, z image plane coordinate system
x�, y�, z� mirror coordinate system
x point in the image plane, x = x(x, y)
x0, y0, z0 position of the center of the interrogation window
Δx0,Δy0 interrogation area dimensions
ΔX0,ΔY0 horizontal, vertical interrogation area dimensions within light sheet
Δxstep,Δystep distance between two interrogation areas
ΔZ depth of (illumination) volume
ΔX,ΔY grid spacing in object plane
Z0 distance between object plane and lens plane
Zm distance between object plane and mirror axis
z0 distance between image plane and lens plane
Zcorr depth of correlation
ΔZ0 light sheet thickness
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Greek Symbols

δ(x) Dirac delta function at position x
δX measurement error
δZ depth of focus
δZcorr depth of correlation
δZdiff depth of correlation due to geometrical optics
δZgeo depth of correlation due to diffraction
Δpix sensor pixel size
ε cutoff of image intensity
εtot total displacement error
εbias displacement bias error
εsys systematic error
εresid residual (nonsystematic) error
εresid residuals from stereo PIV vector reconstruction
εthresh threshold for outlier detection
εU velocity measurement uncertainty
γ photographic gamma
� state of the ensemble
λ wavelength of light
λ0 vacuum wavelength of light
λunst spatial wavelength
μ dynamic viscosity
μI spatial average of I
ν kinematic viscosity, μ/ρ
ωm angular velocity of the rotating mirror
ρ fluid density
ρm spatial resolution limit during recording
ρp particle density
σ width parameter of Gaussian bell curve
σ standard deviation
σI spatial variance of I
θ half angle subtended by the aperture
τ (x) point spread function of imaging lens
τf characteristic time scale in the flow
τP response time
τs relaxation time
ω vorticity vector
ωx ,ωy,ωz vorticity components
Ω solid angle

Abbreviations and Acronyms

Mod image modulation
pixel picture element
ppp particles per pixel
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rms root mean square
Tu turbulence level in a flow
APS actice pixel sensor
Ar+ laser Argon-ion laser
ART algebraic reconstruction techniques
BOS background-oriented schlieren
CBC correlation-based correction [4, 3]
CCD charge coupled device
CCIR video transmission standard
CIV correlation image velocimetry
CLSM confocal laser scanning microscopy
CMO common main objective
CMOS complementary metal-oxide-semiconductor
CW continuous wave
DEHS di-ethyl-hexyl-sebacate (liquid for droplet seeding CAS-No.122-

62-3)
DGV Doppler global velocimetry
DIC digital image correlation
DLT direct linear transform
DMD dynamical mode decomposition
DOC depth of correlation
DOE diffractive optical elements
DPIT digital particle image thermometry [2]
DPIV digital particle image velocimetry
DSPIV digital stereo particle image velocimetry
DAR dynamic acceleration range
DSR dynamic spatial range [1]
DVR dynamic velocity range [1]
emCCD electron multiplication CCD
FFT fast Fourier transform
FOV field of view
FPN fixed pattern noise
FT Fourier transform
FTC fluid trajectory correlation
FTEE fluid trajectory ensemble evaluation
He-Ne laser Helium-Neon laser
HFSB Helium filled soap bubbles
HPIV holographic particle image velocimetry
IB interrogation box
IPCT image pattern correlation technique
IPR iterative particle reconstruction [8]
LDA, LDV laser Doppler anemometry, - velocimetry
LED light emitting diode
LFC local field correction [5]
LID low image density
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LPT Lagrangian particle tracking
LSCM laser scanning confocal microscope
LSV laser speckle velocimetry
LTA, L2F laser transit anemometry, laser-2-focus anemometry
MART multiplicative algebraic reconstruction techniques
MFG multiplicative first guess method
MG multi-grid
MTE Motion Tracking Enhancement
MTF modulation transfer function
MOSFET metal-oxide-semiconductor field-effect transistor
MQD minimum quadratic differences
Nd:YAG laser Neodym-YAG laser
Nd:YLF laser Neodym-YLF laser
NIT non-iterative tracking method
NTSC National Television System Committee (refers to a video standard)
OTF optical transfer function
pdf probability density function
PAL phase alternating line (video standard)
PCA principal component analysis
PIDV particle image displacement velocimetry (early name for PIV)
PIV particle image velocimetry
μPIV micro particle image velocimetry
PPV particles per voxel
PTF phase transfer function
PTV particle tracking velocimetry
PDV planar Doppler velocimetry (= DGV)
POD proper orthogonal decomposition
ROI region of interest
QE quantum efficiency
sCMOS scientific CMOS
SHG second harmonic generator
SLR single-lens reflex
SNR signal-to-noise ratio
SPIV stereo particle image velocimetry
SPOF symmetric phase-only filtering [7]
STB “shake the box” (3-D particle tracking)[6]
TEM transverse electric mode
TLC thermochromic liquid crystals
TR-PIV time-resolved particle image velocimetry
VIC Vortex-in-cell
VLSI very large scale integration
VSC volume-self-calibration
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Index

A
Absorption, 61
Airy disk, 84
Airy function, 131
Aliasing

displacement, 156
Astigmatism particle tracking, 397
Auto-correlation, 134, 167
Axial modes, 63

B
Backward scatter, 44
Bandpass filter, 158
Bessel function, 131
Bias error, 156
Binary image, 158
Brownian motion, 40
B-splines, 176

C
Camera

high speed, 123
Camera calibration, 292
Camera model, 294

coplanar calibration, 296
Capillary, 373, 547
CCD, 99

back-thinned, 100
dynamic range, 106
linearity, 106
microlens array, 101
read noise, 105
responsivity, 105

Center differences, 263
Central peak, 135

Centroid, 182
Channel flow, 547
Charge coupled device, 99
Charge Coupled Device (CCD)

frame-transfer, 118
full-frame, 116
interline-transfer, 119
progressive scan, 119

Chauvenet’s criterion
see data validation

Z-score test, 251
Circulation, 271
Clocking, 370
CMOS, 99
CMOS sensor

high speed, 123
Confidence interval, 422
Confocal scanning microscope, 99
Confocal scanning microscopy, 390
Continuum microfluidics, 367
Convergence, 419
Convolution of the geometric image, 131
Convolution of the mean intensity, 134
Coplanar calibration, 296
Correlation

circular, 156
Correlation averaging, 161
Correlation peak

aliased, 169
Correlation theorem, 154
Correlation-Based Correction (CBC), 161
Cross-correlation

circular, 156
discrete, 152
linear, 152
periodic, 156

Cross-correlation coefficient, 157
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666 Index

Cross-correlation function, 137

D
Dark current, 104
Dark current noise, 104
Data validation

dynamic mean value operator, 253
global histogram operator, 251
gradient filter, 249
mediantest, 249
minimum correlation filter, 255
normalized median test, 249
peak height ratio filter, 255
reconstruction residuals, 253, 289
signal-to-noise filter, 255
Z-score test, 251

Deconvolution, 152
Depth of correlation, 82, 377
Depth of field, 376
DGV-PIV, 540
Differential estimate

and curvature, 270
and interrogation window size, 270
and oversampling, 269
spatial resolution, 270
uncertainty, 269

Differential estimation, 262
Differentiation

flow field, 260
Diffraction, 374
Diffraction limited imaging, 84, 87
Displacement estimation

bias error, 156
one-quarter rule, 156

Doppler global velocimetry, 540
DVR, 208
Dynamic Spatial Range (DSR) , 208, 388

E
Energy level diagram, 61
Energy states, 61
Ensemble correlation, 161
Ensemble correlation,correlation averaging,

549
Enstrophy, 279
Epi-fluorescence, 386
Error propagation, 211
Etendue, 73

F
FFT, see Fourier transform, 155

Fiber bundle, 80
Fiber optics, 80

acceptance angle, 74
fiber bundle, 80
illumination, 80

Fill factor, 100
Finite differences, 262

least-squares approximation, 263
Fixed pattern noise (FPN), 105
Flatness, 420
Flow field differentiation, 260
Fluctuating noise, 134
Fluidized bed, 56
Forward differences, 263
Forward scatter, 44
Fourier transform

data windowing, 156
digital, 149
fast, 149, 155
output format, 186
symmetry properties, 155

Frame straddling, 118, 120
Fraunhofer diffraction, 84
Fullwell capacity, 100

G
General defocusing particle tracking, 402
Ghost particles, 388, 389

H
High-pass filter, 158
High-speed video, 373
Histogram stretching, 159

I
Image

intensity field, 131
Image blooming, 100
Image deformation, 172
Image enhancement, 158

high-pass filter, 158
histogram stretching, 159
intensity capping, 159
local normalization, 159
low-pass filter, 159
min/max filter, 159
POD-based, 159
thresholding, 158

Image interpolation, 176
Image modulation, 89
Inkjet, 373
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Integration
circulation, 271
mass flow, 272

Intensity capping, 159
Interpolation

B-splines, 176
shifted-linear, 177
sinc-based, 177
Whittaker reconstruction, 177

Interrogation
areas, 129
multiple pass, 170
volumes, 129
windows, 129

Interrogation window
and differential estimation, 270
offset, 169, 270

K
Knudsen number, 41

L
Lagrangian invariant, 73
λ2 operator, 280
Laser, 60
Laskin nozzle, 52
LED, 73, 529
LED array, 83
Lens aberrations, 88
LFC, 180
Light scattering, 42
Light sheet, 78
Local normalization, 159
Lommel functions, 375
Loss of pairs

minimization, 169
Low-pass filter, 159

M
Measurement error, 209
Measurement volume, 130
Median test, see data validation
Microchannel, 549
Microfabricated, 367
Microfluidic, 367, 369
Microlens, 120
Minimum image diameter, 86
Min/max filter, 159
Modulation transfer functions, 131
Molecular tagging velocimetry, 369
Monte Carlo simulation, 216

Multiplane stereo PIV, 262, 590
Multiple peak detection, 185
Multiscattering, 45

N
Navier–Stokes equation, 259, 548
Normal strain, 261
Nyquist theorem, 156

O
One-quarter rule, 156
1/4 rule, 156
Optical flow, 181
Outliers, 245
Oversampling

error due to, 269

P
Particle image

numerically generated, 216
optimum diameter, 218
optimum displacement, 224

Particle image diameter, 86
Particle Image Thermography (PIT), 528
Particle path curvature, 270
Particle visibility, 381
Peak detection, 182
Peak fit

centroid, 182
Gauss fit, 183
three-point fit, 183
2D Gaussian, 183
Whittaker reconstruction, 184

Peak locking effect, 219
Perspective

projection, 91
Phase-only filtering, 160
Photoelectric effect, 100
Pinhole camera model, 294
Pixel locking, 219
Point spread function, 84, 131
Poisson equation, 274, 276
Population inversion, 62
Potential well, 100
Pressure driven flow, 547
Pressure estimation, 275
Pressure field, 275
Proper orthogonal decomposition, 248
Pump mechanism, 63
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Q
Quantum efficiency, 105

R
Random error, 210
Rayleigh criterion, 88
Resolution limit, 88
Response time, 34
Richardson extrapolation, 263, 267

S
Scalar image velocimetry, 369
Scanning PIV, 386
Scheimpflug condition, 287
SCMOS camera, 122
SCMOS sensor, 102
Seeding

cyclone, 55
fluidized bed, 56
generator, 52, 56
laskin nozzle, 52
particles, 51, 68

Self correlation peak, 134
Separation vector, 134
Shear strain

estimation, 266
in-plane, 261

Sine wave test, 180
Skewness, 420
Slide scanner, 167
Spatial resolution

increasing, 171
Spectral filtering, 160
Spontaneous emission, 61
Standard deviation, 210
Statistical convergence, 419
Stereo microscope, 387
Stereo PIV, 585

camera calibration, 292
camera misalignment, 296
multiplane, 262, 590
reconstruction residuals, 290
self-calibration, 293

Stereoscopic micro PIV, 387
Stereoscopic PIV, 285
Stimulated emission, 62
Stokes theorem, 265
Strain

out-of-plane, 261
Strain tensor, 261

Streamline curvature, 231
Sub-continuum microfluidics, 368

T
Thermochromic Liquid Crystal (TLC), 528
Three-pinhole technique, 393
Three-point estimators, 183
TLC-PIV, 528
Tomographic micro PIV, 388
Tomographic PIV, 312
Transfer function, 131
Translation imaging, 286
Transverse mode, 63

U
Uncertainty

differential estimate, 269
velocity, 269

Uncertainty quantification, 211

V
Validation, see data validation
Velocity differentials, 263
Velocity gradient tensor, 260
Velocity lag, 34
Visibility of a particle, 132
Volume illumination, 381
Vortex detection, 279
Vorticity

estimation, 265
out-of-plane, 261
spatial resolution, 270
uncertainty, 264, 266

Vorticity equation, 259
Vorticity vector, 261

W
We have a duplication of material in Ch.10

on micro-PIV, 93
Whittaker reconstruction, 177, 184

Y
Young’s fringes, 148

Z
Zero padding, 156


	Preface to the Third Edition
	Organization of the Book
	Getting Started
	About the Authors
	Acknowledgements

	Contents
	1 Introduction
	1.1 Historical Background
	1.2 Principles of Measuring Velocities
	1.3 Principle of Particle Image Velocimetry (PIV)
	1.4 Development of PIV During the Last Decades
	1.4.1 Early Development of PIV
	1.4.2 PIV Today
	1.4.3 Major Technological Milestones of PIV
	1.4.4 PIV for Fundamental Research in Turbulent Flows
	1.4.5 PIV for Industrial Research in Large Test Facilities

	References

	2 Physical and Technical Background 
	2.1 Tracer Particles
	2.1.1 Fluid Mechanical Properties
	2.1.2 Neutrally Buoyant Particles
	2.1.3 Effect of Centrifugal Forces
	2.1.4 Brownian Motion
	2.1.5 Light Scattering Behavior
	2.1.6 Effective Size of Polydisperse Particles

	2.2 Particle Generation and Supply
	2.2.1 Seeding of Liquids
	2.2.2 Seeding of Gases
	2.2.3 Seeding Distribution in Wind Tunnels

	2.3 Light Sources
	2.3.1 Lasers
	2.3.2 Features and Components of PIV Lasers
	2.3.3 Light Emitting Diodes
	2.3.4 White Light Sources

	2.4 Light Delivery
	2.4.1 Light Sheet Optics
	2.4.2 Fiber Based Illumination
	2.4.3 Illumination of Small Volumes
	2.4.4 Illumination of Large Volumes

	2.5 Imaging of Small Particles
	2.5.1 Diffraction Limited Imaging
	2.5.2 Lens Aberrations
	2.5.3 Perspective Projection
	2.5.4 Basics of Microscopic Imaging
	2.5.5 In-Plane Spatial Resolution of Microscopic Imaging
	2.5.6 Microscopes Typically Used in Micro-PIV
	2.5.7 Confocal Microscopic Imaging

	2.6 Sensor Technology for Digital Image Recording
	2.6.1 Characteristics of CCD Sensors
	2.6.2 Characteristics of CMOS Sensors
	2.6.3 Sources of Noise
	2.6.4 Spectral Characteristics
	2.6.5 Linearity and Dynamic Range

	References

	3 Recording Techniques for PIV
	3.1 Digital Cameras for PIV
	3.1.1 Full-Frame CCD
	3.1.2 Frame Transfer CCD
	3.1.3 Interline Transfer CCD
	3.1.4 CMOS Imaging Sensors
	3.1.5 High-Speed Cameras

	3.2 Single Frame/Multi-exposure Recording
	3.2.1 Image Shifting

	References

	4 Mathematical Background of Statistical  PIV Evaluation
	4.1 Particle Image Locations
	4.2 Image Intensity Field
	4.3 Mean Value, Auto-correlation and Variance of a Single Exposure Recording
	4.4 Cross-Correlation of a Pair of Two Singly Exposed Recordings
	4.5 Correlation of a Doubly Exposed Recording
	4.6 Expected Value of Displacement Correlation
	References

	5 Image Evaluation Methods for PIV 
	5.1 Correlation and Fourier Transform
	5.1.1 Correlation
	5.1.2 Optical Fourier Transform
	5.1.3 Digital Fourier Transform

	5.2 Overview of PIV Evaluation Methods
	5.3 PIV Evaluation
	5.3.1 Discrete Spatial Correlation in PIV Evaluation
	5.3.2 Correlation Signal Enhancement
	5.3.3 Evaluation of Doubly Exposed PIV Images
	5.3.4 Advanced Digital Interrogation Techniques
	5.3.5 Cross-Correlation Peak Detection
	5.3.6 Interrogation Techniques for PIV Time-Series

	5.4 Particle Tracking Velocimetry
	5.4.1 Particle Image Detection and Position Estimation
	5.4.2 Particle Pairing and Displacement Estimation
	5.4.3 Spatial Resolution
	5.4.4 Performance of Particle Tracking
	5.4.5 Multi-frame Particle Tracking

	References

	6 PIV Uncertainty and Measurement Accuracy
	6.1 Common PIV Measurement Error Contributions
	6.1.1 Measurement Error Due to Invalid Measurements
	6.1.2 Relative Uncertainty, Dynamic Velocity Range and Dynamic Spatial Range
	6.1.3 Measurement Error
	6.1.4 Error Propagation

	6.2 PIV Measurement Error Estimation
	6.2.1 Synthetic Particle Image Generation
	6.2.2 Optimization of Particle Image Diameter
	6.2.3 Peak Locking
	6.2.4 Optimization of Particle Image Density
	6.2.5 Effect of Background Noise
	6.2.6 Effect of Particle Image Shift
	6.2.7 Effect of Out-of-Plane Motion
	6.2.8 Effect of Displacement Gradients
	6.2.9 Effect of Streamline Curvature

	6.3 Optimization of PIV Uncertainty
	6.4 Multi-camera Systems
	References

	7 Post-processing of PIV Data
	7.1 Data Validation
	7.1.1 Vector Difference Test
	7.1.2 Median Test
	7.1.3 Normalized Median Test
	7.1.4 Z-Score Test
	7.1.5 Global Histogram Operator
	7.1.6 Other Validation Filters
	7.1.7 Implementation of Data Validation Algorithms

	7.2 Replacement Schemes
	7.3 Data Assimilation Techniques
	7.3.1 Error Minimization
	7.3.2 Enhancing Temporal Resolution
	7.3.3 Enhancing Spatial Resolution

	7.4 Vector Field Operators
	7.5 Estimation of Differential Quantities
	7.5.1 Standard Differentiation Schemes
	7.5.2 Alternative Differentiation Schemes
	7.5.3 Uncertainties and Errors in Differential Estimation

	7.6 Estimation of Integral Quantities
	7.6.1 Path Integrals – Circulation
	7.6.2 Path Integrals – Mass Flow
	7.6.3 Area Integrals
	7.6.4 Pressure and Forces from PIV Data

	7.7 Vortex Detection
	References

	8 Stereoscopic PIV
	8.1 Implementation of Stereoscopic PIV
	8.1.1 Reconstruction Geometry
	8.1.2 Stereo Viewing Calibration
	8.1.3 Camera Calibration
	8.1.4 Disparity Correction
	8.1.5 Stereo-PIV in Liquids
	8.1.6 General Recommendations for Stereo PIV

	References

	9 Techniques for 3D-PIV
	9.1 Three-Component PIV Measurements in a Volume
	9.2 Tomographic PIV
	9.2.1 General Features
	9.2.2 3D Object Reconstruction
	9.2.3 3D Motion Analysis
	9.2.4 4D-PIV Analysis
	9.2.5 Media Gallery

	9.3 Volumetric Particle Tracking Velocimetry
	9.3.1 Overview of PTV Measurement Techniques

	9.4 Shake-The-Box for Lagrangian Particle Tracking �
	9.4.1 Iterative Particle Reconstruction
	9.4.2 Calibration of Optical Transfer Function
	9.4.3 Shake-The-Box Algorithm
	9.4.4 Shake-The-Box for multi-pulse systems:  3D Lagrangian particle tracking in high speed flows
	9.4.5 Fitting Particle Positions Along the Trajectory
	9.4.6 Data Assimilation for Interpolation to Cartesian Mesh

	References

	10 Micro-PIV
	10.1 Introduction
	10.1.1 Microfluidics Background
	10.1.2 Microfluidic Diagnostics

	10.2 Typical Implementation of 2D Planar μPIV
	10.3 2D Planar Micro-PIV Development
	10.4 Imaging of Volume-Illuminated Small Particles  in μPIV
	10.4.1 Three-Dimensional Diffraction Pattern
	10.4.2 Depth of Field
	10.4.3 Depth of Correlation
	10.4.4 Particle Visibility

	10.5 3D Micro-PIV
	10.5.1 Overview
	10.5.2 Epi-Fluorescence Scanning Microscopy

	10.6 Multi Camera Approaches
	10.6.1 (Scanning) Stereoscopic Imaging
	10.6.2 Tomographic Imaging

	10.7 Single Camera Approaches
	10.7.1 Confocal Scanning Microscopy
	10.7.2 Techniques Based on Out-of-Focus Imaging Without Aperture
	10.7.3 Defocused Imaging with Aperture (Three-Pinhole Technique)
	10.7.4 Imaging Based on Aberrations (Astigmatism)
	10.7.5 General Defocusing Particle Tracking (GDPT)

	References

	11 Applications: Boundary Layers
	11.1 Boundary Layer Instabilities
	11.2 Near Wall Turbulent Boundary Layer
	11.3 Boundary Layer Characterization
	11.4 Turbulent Boundary Layer Analysis by Means of Large-Scale PIV and Long-Range µPTV
	11.5 Shock Wave/Turbulent Boundary Layer Interaction
	References

	12 Applications: Transonic Flows
	12.1 Cascade Blade with Cooling Air Ejection
	12.2 Transonic Flow Above an Airfoil
	12.3 Transonic Flow Around a Fan Blade
	12.4 Stereo PIV Applied to a Transonic Turbine
	12.5 PIV Applied to a Transonic Centrifugal Compressor
	12.6 Transonic Buffeting Measurements on a 1:60 Scale Ariane 5 Launcher Using High Speed PIV
	12.7 Supersonic PIV Measurements on a Space Shuttle Model
	12.8 PIV in a High-Speed Wind Tunnel
	References

	13 Applications: Helicopter Aerodynamics
	13.1 Rotor Flow Investigation
	13.2 Wind Tunnel Measurements of Rotor Blade Vortices
	13.3 Measurement of Rotor Blade Vortices in Hover
	13.3.1 The Experimental Setup
	13.3.2 Evaluation and Analysis
	13.3.3 Conclusions

	13.4 Flow Diagnostics of Dynamic Stall on a Pitching Airfoil
	13.5 Investigation of Laminar Separation Bubble  on Helicopter Blades
	References

	14 Applications: Aeroacoustic and Pressure Measurements
	14.1 PIV Applied to Aeroacoustics
	14.2 PIV in Trailing-Edge Noise Estimation
	14.3 A High-Speed PIV Study on Trailing-Edge Noise Sources
	14.4 Three-Dimensional Vortex and Pressure Dynamics of Revolving Wings
	14.5 PIV-Based Pressure and Load Determination  in Transonic Aircraft Propellers
	References

	15 Applications: Flows at Different Temperatures
	15.1 Study of Thermal Convection and Couette Flows
	15.2 Combined PIT/PIV of Air Flows Using Thermochromic Liquid Crystals
	15.3 PIV for Characterisation of Plasma Actuators
	15.4 PIV in Reacting Flows
	15.5 Flow Field Measurements Above Wing of High-Lift Aircraft Configuration at High Reynolds Number
	References

	16 Applications: Micro PIV
	16.1 Flow in a Microchannel
	16.1.1 Analytical Solution to Channel Flow
	16.1.2 Experimental Measurements

	16.2 Flow in an Electrothermal Micro-Vortex
	16.3 Proper Orthogonal Reconstruction of 3D Micro PIV Data
	16.4 Hybrid Experimental-Numerical Technique for  3D Reconstruction
	16.5 Particle Velocimetry Using Evanescent-Wave Illumination for Near-Wall Flows
	16.6 Measurements of the Flow around a Growing Hydrogen Bubble Using Long-Range µPIV and Shadowgraphy
	16.7 In Vivo Blood Flow Measurements Using Micro-PIV
	16.8 Reconstruction of Fluid Interfaces using 3D Astigmatic Particle Tracking Velocimetry
	References

	17 Applications: Stereo PIV and Multiplane Stereo PIV
	17.1 Stereo PIV Applied to a Vortex Ring Flow
	17.2 Multiplane Stereo PIV
	References

	18 Applications: Volumetric Flow Measurements
	18.1 Vorticity Dynamics of Jets with Tomographic PIV
	18.2 Near-Wall Turbulence Characterization in a Turbulent Boundary Layer Using Shake-The-Box
	18.3 Large-Scale Volumetric Flow Measurement of a Thermal Plume Using Lagrangian Particle Tracking (Shake-The-Box)
	18.4 Lagrangian Particle Tracking in a Large-Scale Impinging Jet Using Shake-The-Box
	18.5 3D Lagrangian Particle Tracking of a High-Subsonic Jet Using Four-Pulse Shake-The-Box
	18.6 Flow over a Full-Scale Cyclist Model by Tomographic PTV
	References

	19 Related Techniques
	19.1 Deformation Measurement by Digital Image Correlation (DIC)
	19.1.1 Deformation Measurement in a High-Pressure Facility

	19.2 Background-Oriented Schlieren Technique (BOS)
	19.2.1 Introduction
	19.2.2 Principle of the BOS Technique
	19.2.3 Application of the BOS to Compressible Vortices
	19.2.4 Conclusions

	References

	Appendix A Suggested Text Books
	Appendix B Mathematical Appendix
	B.1  Convolution with the Dirac Delta Distribution
	B.2  Particle Images
	B.3  Convolution of Gaussian Image Intensity Distributions
	B.4  Expected Value

	Appendix C List of Symbols and Acronyms
	Index



