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Abstract. Optimization-based methods regard summarization as a
combinatorial optimization problem and formulate it as weighted lin-
ear combination of criteria metrics. However due to inconsistent crite-
ria metrics, it is hard to set proper weights. Subjectivity problem also
arises since most of them summarize original texts. In this paper, we pro-
pose overlap based greedy picking (OGP) algorithm for citation-based
extractive summarization. In the algorithm, overlap is defined as a sen-
tence containing several topics. Since including overlaps into summaires
indirectly impacts on salience, summary size and content redundancy,
OGP effectively avoids the problem of inconsistent metric while dynami-
cally involving criteria into optimization. Despite of greedy method, OGP
proves above (1—1/e) of optimal solution. Since citation context is com-
posed of objective evaluations, OGP also solves subjectivity problem.
Our experiment results show that OGP outperforms other baseline meth-
ods. And various criteria proves effectively involved under the control of
single parameter (.

Keywords: Overlap-based optimization - Non-decreasing submodular
objective function - Citation-based extractive summarization

1 Introduction

Moving to a new area is always painful for researchers, especially when the
knowledge within the field becomes boosted and complicated. Researchers need
to spend great amount of efforts on reading various papers for a deeper under-
standing. So the tool which summarizes papers with only several sentences could
help researchers to study in a more efficient way.

To generate a good summary, various criteria should be taken into consid-
eration. Typically summaries should contain the most salient contents while
avoiding repetition or redundancy. Meanwhile, summaries should be concise and
contain as many topics as possible. One of solutions is to employ centroid-based
methods [8,9] where each topic represents a knowledge aspect of a paper. Then
the summary is generated by selecting the most salient sentence per topic, which
efficiently avoids redundancy while remaining salience. However, centroid-based
methods would incredibly increase summary size if topics are numerous to cover.
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To solve this problem, a simple but effective solution is to select top-N sentences,
sorted according to salience [29]. In this way, summary size is reduced while
remaining content salience as much as possible and still guaranteeing low redun-
dancy. Nevertheless, top-N strategy would ignore less salient topics, which leads
to information loss. Since full topic coverage becomes urgent especially when the
space of output is limited [20], top-N strategy is not always preferred.

Optimization-based methods try to involve all criteria into optimization
process and pursue balance instead of inclination. Generally, the objective func-
tion is formulated as the weighted linear combination of criteria measurements.
Then integer linear program(ILP)[27,28] is employed to get optimal solution.
Nevertheless since obtaining optimal solution of the optimization problem with
cardinality constraint is NP-hard, fast and performance guaranteed greedy algo-
rithms [15,16,38] is preferred. Obviously weight setting is extremely important
when measuring performance of greedy methods. However since criteria metrics
are usually inconsistent, it is hard to set proper weight for each criterion in the
linear combination.

In this paper, we propose Overlap based Greedy Picking(OGP) algorithm
which formulates optimization process based on trade-off between overlaps and
non-overlaps for citation-based extractive summarization tasks. In this method,
overlap is defined as a sentence containing several topics while non-overlap is
a sentence containing single topic. And we claim that including overlaps into
summaries have following three impacts in detail.

1. Under the constraint of full topic coverage, less sentences are required if more
overlaps included.

2. Since reiterating same topics is disgusting, overlaps are preferred especially
when they can avoid topic repetitive coverage, which implies reducing content
redundancy.

3. More overlaps might cause less salient summary since overlap is not always
salient enough to represent every contained topic due to limited sentence
length.

Thus formulated as the trade-off process between overlaps and non-overlaps,
OGP indirectly involve various criteria and effectively avoids the problem of
inconsistent metrics. Despite of a greedy method, OGP proves performance guar-
anteed due to the design of objective function mentioned in Sect. 3.

Generally there are two main contributions. Firstly we propose an effective
optimization methodology that formulates summarization based on the trade-off
between overlaps and non-overlaps, which indirectly involves criteria and avoids
the problem of inconsistent criteria metrics. Secondly we design an objective
function, which guarantees the performance of greedy solution. Further via a
single parameter 3 in the objective function, balance status of criteria can be
easily controlled.

The rest of this paper is organized as follows. We introduce related work in
Sect. 2. The formulation of the constrained optimization problems are discussed
in Sect. 3. Section 4 shows the detail of OGP. In Sect. 5, details about datasets,
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baseline approaches and evaluation metrics are presented. Then experiments
results and relative discussion are described in Sect.6. Section 7 concludes the
main work in this paper and suggestions on future work.

2 Related Work

2.1 Citation-Based Summarization

Citances refer the text spans around the citations and contain information about
the important facts in the cited paper [24]. [12,30] extend the definition of
citances to including non-explicit text spans which talk about the cited paper
but not explicitly expressed. Thus citation context, which is composed of all
citances, provides a rich context about the important knowledge aspects of the
cited paper and is suitable to be used for summarization [24]. [21] produce the
impact-based summary of a single research paper based on the language mod-
eling method, where citances are extracted to describe the impact. [29] finish
citation-based single document summarization on scientific articles by applying
clustering firstly to find different contributions of a target paper and then utiliz-
ing LexRank [5] for sentence selection. [25] prove the possibility of citation-based
survey, where citation categorizations are proposed to obtain a survey. Further
[22] compare surveys originated from abstracts, full papers and citation context,
whose results indicate that multi-document technical survey creation benefits
much from citations. Besides of containing enough information for summaries,
citation context also help to solve the subjectivity problem, since citances are
composed of objective evaluations from other scholars. Thus in this paper, we
propose summarization method purely based on citation context.

2.2 Optimization-Based Approaches

Various summary criteria should be considered to generate qualified summaries.
Salience is one of the most popular metric, which is often measured by sentence-
level features such as position, TFIDF. Relying on graph theory, graph model
attracts attention, where Random walk [4, 5] is applied to assign centrality score
to measure salience. Besides other graph theory technologies such as minimum
dominating set model [34] and graph cut [31] are later applied to score salience.
Nevertheless, most of these centroid-based methods pay little attention on limit-
ing redundancy. Consider a scenario where a text contains one central topic and
several other related topics. In order to gain salience, sentences containing the
same central topics in this case are preferred, which definitely cause redundancy.
A methodology for pruning redundancy is via clustering, where each group of
similar sentences represents a single topic [7,19,29,35]. Picking the most central
sentence per cluster could effectively avoid redundancy while remaining salience.
We regard this cluster-based methodology deserving attention for its simple and
effective way of restricting redundancy, even though most hard clustering meth-
ods ignore the existence of overlap as [36] states.
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Optimization-based methods regard summarization as combinational prob-
lem, where objective function is formed as a weighted linear combination of
various criteria metrics. Maximum Marginal Relevance(MMR) [2] cast redun-
dancy penalty on the centrality score to reduce redundancy. [18] describe MMR
as a knapsack problem and propose to utilize an integer linear program(ILP)
solver to find the optimal solution. Complying with knapsack constraint, maxi-
mum coverage model [6,37] is proposed where sentences are picked to maximize
information units coverage. To tackle coherence problem, dependency-based dis-
course tree [10] and graph model [27,28] is also employed, where ILP is used to
get optimal solution. Since it often takes much time to get optimal solution, sev-
eral performance-guaranteed fast approaches are proposed. [26] add redundancy-
penalty constraint over the objective function and find feasible approximate
solution based on Lagrange heuristics. [14] formalize the problem as submodu-
lar function maximization, which is solved via a simple greedy algorithm near-
optimally. [15] extend the cardinality constraint to a general budget constraint
and [16] points out monotone nondecreasing submodular function is an ideal
objective function for optimization-based summarization. Then [17] introduces
steps to design a more complicated submodular objective function using submod-
ular shells. Later [23,38] proves submodular objective function also works well in
the context of discourse structure. However we find most of current optimization-
based methods mentioned above pay little attention on involving summary size
into optimization. And naive top-N strategy is usually employed to comply with
length constraint, which is indeed a post-processing style. Thus while top-n strat-
egy violates the principle of optimization, we believe methods which dynamically
involves various criteria including summary size is better.

3 Problem Formulation

In order to take various criteria dynamically involved as mentioned above, we
formulate the citation-based extractive summarization task as the constrained
optimization problem. And the problem is formally shown in following Eq. (1).

N N c c
Maximize. Z Rep,, = Z{chq;niw + 5[2 @n(c)]Q}
g " °‘ (1
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n
Equation (1) shows the objective function of the optimization problem. n
denotes a candidate sentences and N is the set of all sentences. ¢ denotes a
topic of articles and C' represent all topics, which are explored by the method
in Sect.4.1. &,,(c) equals 1 when candidate sentence n is selected and covers e,
otherwise 0. @,, refer the amount of topics that sentence n contains. Rep,, is
the metric to measure sentence n, which is introduced further in Sect. 4.2. The
first part of Rep, is to measure the salience density where S, is the metric
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to measure salience of sentence n to cover topic c¢. The second part measures
the amount of topics that sentence n covers. Note that under the constraint in
Eq. (1), all topics should be covered, which guarantees full topic coverage. Thus
the Rep,, of sentence n could be affected when some topics which n could cover
are covered by others, because each topic should be covered by a single candidate
sentence according to the constraint.

According to Eq. (1), the objective function is designed to maximize sum of
Rep scores for a summary. And Rep reflects the performance of salience den-
sity and amount of covering topics while § is the relative importance of these
two metrics. Generally compared to non-overlaps, overlaps contains more topics
and have relatively lower salience density, as mentioned above. Thus when Rep
focuses more on salience density, non-overlaps are preferred. Conversely when
Rep focuses more on the amount of contained topics, overlaps are preferred. In
fact, we claim that content redundancy is also implicitly involved in Rep. And
the level of content redundancy is lower when overlaps are preferred, which is
explained in Sect. 4.2. Thus based on the trade-off process between overlaps and
non-overlaps under the control of 3, Eq. (1) transforms extractive summariza-
tion task into the trade-off between criteria of salience, summary size and content
redundancy.

4 Proposed Method

To solve the constrained optimization problem mentioned in Sect. 3, Overlap-
based Greedy Pick(OGP) is proposed. Generally OGP could be defined as
a three-step process. Firstly, a fast single-linkage hierarchical method [1] is
employed to explore topics of the citation context. Sentences containing more
than one topic are defined as overlaps. Secondly representativeness metric is pro-
posed to enable the trade-off process between overlaps and non-overlaps. Finally,
a performance guaranteed greedy algorithm is designed to solve the optimization
problem and generate summaries.

4.1 Overlap Discovery

Topic exploration is the main task for overlap discovery, where topics are defined
as sentences containing more than one topic. Then cluster-based method is
employed to explore topics, where each cluster of sentences is defined as one
topic. Since each candidate sentence could contain several paper topics, tra-
ditional cluster-based method which enforces one cluster per sentence is not
suitable. Further, efficiency of the clustering method is very important espe-
cially when there is still much subsequent work to do. Then a fast single-linkage
hierarchical clustering method [1] is employed in this paper.

[1] is a graph-based clustering method. So in order to apply this method,
graph model is built firstly where each node represents candidate sentence and
the edge denotes the corresponding sentence similarity based on typical TF.IDF
metric. [1] treats links or edges as the cluster target instead of nodes and pursues
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maximal links within each cluster. Then the overlap is the node with links belong-
ing to different clusters, which indirectly solve the problem of being enforced to
belong to only one cluster. Specifically, Jaccard Index [11] is employed to mea-
sure the similarity of link pairs as Eq. (2) shows, where e;;, e;, represent the
edge between k,i and k,j respectively. Neighbors of node i are indicated by ni.

n(i) ()| o)
In(i) Un(j)|

Then single-linkage hierarchical clustering process is applied. Initially, indi-
vidual cluster is assigned to each link. Cluster pairs containing link pairs with
currently largest similarity, merged together at each step until all separate clus-
ters merged into the single one. Partition density in Eq. (4) is recorded at each
step to measure current clustering result. And finally the result turn to be the
one with the highest partition density. Obviously this hierarchical merging mech-
anism indeed consumes very little time, which would not be increased sharply
with the boosted data scale.

S(eik,ejx) =

me — (ne — 1)
ne(ne —1)/2 — (n. — 1)

Z mc n;LC_l)l) (4)

In Eq.(3) D, indicates the link density of cluster c. The overall partition
density D in Eq.(4) is then the average of D., weighted by the fraction of
present links. m,, n. represent the number of links and number of nodes in this
cluster. Thus D, is in essence the number of links in cluster ¢ normalized by
the minimum and maximum numbers of links between those connected nodes.
For example, cluster results corresponding to maximum D in Eq. (4), would be
near-complete subgraph and the link amount is close to n(n — 1)/2, where n is
the number of member within the cluster.

Dc = (3)

4.2 Representativeness Metric

After revealing the knowledge structure or exploring topics, overlaps and non-
overlaps are easily recognized. And we propose a new metric, representativeness
to measure these candidate sentences. As mentioned in Sect. 3, the goal of opti-
mization over criteria is indirectly realized via the trade-off process between
overlaps and non-overlaps. Thus representativeness metric should reflect all of
sentence salience, length and content redundancy.

To measure sentence salience, LexRank [5] is employed based on the graph
model, where eigenvector of the largest eigenvalue is calculated via power method
and corresponding eigenvector entries are cast as salience score. And some mod-
ifications is applied to LexRank in this paper to make salience score globally
meaningful, which is shown in Eq. (5). The basic principle is that due to the
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effect of normalization of LexRank, the scores of nodes in larger cluster is rela-
tively lower than those in smaller cluster. So the reverse value of highest salience
score in a cluster is set as the bench.

L.(n) 1
L.(M.) Lc(M,.) (5)

In Eq. (5), Lc(n) is the LexRank score of node n in cluster ¢. L.(M,) refers the
highest LexRank value in cluster c. Set C refers to the clusters node n represent
in reality. Then S, is the global salience score of node n covering cluster c. It is
easily recognized that the sentence with higher salience score is likely the core
in a large cluster, which means it containing most important topic.

Besides of salience, the factor of summary size should also get involved
dynamically. As mentioned above, the goal is indirectly achieved by contain-
ing more overlaps, which helps to fulfill the constraint of full topic coverage with
less sentences. Then we add coverage bonus metric to reflect overlaps ability to
cover topics, which is simply set as the square of the amount of topics the sen-
tence covers. Note that only the sentence with highest salience for every topic
would be selected if coverage bonus is simply set as the amount of topics the sen-
tence covers. Because in that case, the sum of the coverage bonus for all selected
sentences always equals NV since every topic should be covered by single sentence
according to the constraint in Eq. (1), which means non-sense in terms of the
objective function. In fact with the increase of the power, the ability to cover
topics become more and more important. And we simply set square to avoid
overwhelming effect of high power. Then representativeness is formally proposed
in following Eq. (6),

Snc =

Rep,, = Z 2 Z‘P (6)

where n is the candidate node and c is the explored topic. @,(c) equals 1 if
sentence n is covering topic ¢, and 0 otherwise. Generally, there are two parts to
form the representativeness. @,, refer the amount of topics that sentence n could
cover. And the first part of Eq. (6) could be viewed as salience density score of
a candidate sentence. And the second part is the corresponding coverage bonus,
which is simply set as the square of the amount of topics candidate sentence n
really covers. Limited to sentence length, overlaps might have lower salience den-
sity than non-overlaps. Nevertheless overlaps would enjoy higher coverage bonus,
which helps to compete with non-overlaps in terms of the metric in Eq. (6). Most
of time, these two factors are incompatible where broader coverage might be the
result of including more low-salience-score overlaps while pursing higher salience
density usually means including more non-overlaps with high salience score. (3 is
the coefficient to control this optimization, ranging from 0 to infinite. When (3
is small, salience density dominates while coverage casts little influence. In this
case, the optimization process resembles a salience-based method. As (3 increases,
the topic coverage factor is more and more important, which leads to including
more overlaps in the summary.
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We also claim that content redundancy is implicitly involved in representa-
tiveness metric. When [ increases, the performance that the amount of topics a
sentence really covers is the key for the metric in Eq. (6). In this case, sentences
would be preferred when they can cover multiple topics and more importantly
avoid repetitive topic coverage. Since the constraint that a topic should be cov-
ered by single sentence, repetitive topic coverage would contribute nothing to
representativeness score. Thus, content redundancy is reduced with the increas-
ing 8. Conversely when 3 decrease, salience density of a candidate is the key.
In this case, the scenario of repetitive coverage is ignored. And in fact, many
sentences contain multiple topics instead of pure one. So this mechanism would
definitely increase the possibility of redundant content.

4.3 Overlap-Based Greedy Pick

Since this constrained optimization problem is complicated and NP-hard, we
propose Overlap-based Greedy Picking(OGP) algorithm for solution. OGP gen-
erates summaries by recursively selecting the candidate sentence with currently
highest representativeness scores until achieving full topic coverage. The pseudo
code is shown in Algorithm 1.

In each recursion in Algorithm 1, the main purpose is to select the candidate
sentence with currently highest representativeness score. Firstly for all available
sentences, GetCurrentAvailableTopics is the function to find all topics which
could be covered by sentence n but not yet covered by other sentences picked
before. GetContainT opics is the function to calculate the amount of topics sen-
tence n contains. Then the corresponding representativeness score is calculated
as Eq. (6). After traversing all sentences, the one with highest score is picked
out and included into the summary. Then, RemovePick is designed to remove
the picked sentence and covering topics out of corresponding sets. At last next
recursion begins until all topics are covered.

Although a greedy meghod, we claim that OGP shown in Algorithm1 is
guaranteed near-optimal, above (1 — 1/e) of the optimal solution. To start with,
we show some related theorems. Theorem 1 shows that a function is submodular
if it has a diminishing return property. And Theorem 2 shows if the objective
function is submodular and monotonic, the performance of the greedy solution
is above (1 — 1/e) of the optimal solution. Next we prove that the designed
objective function in Eq. (1) is a monotonic submodular function. Obviously
Eq. (1) is monotone increasing, because representativeness score in Eq. (6) is
always non-negative, which leads to non-decreasing objective function. Then we
prove the submodularity of Eq. (1), which is formally presented in proof. N is the
current generated summary containing all previous selected sentences. OF is the
objective function in Eq. (1). Then the diminishing property of submodularity in
Theorem 1 is directly proved by comparing increasing level of OF when including
a sentence into the summary. Note that @Y (c) under the smaller background N
is not less than &2 ' (¢) under a larger N’, since some available topics might be
covered by others when the amount of sentences in current summary is increased.
Finally as OF is monotonic and submodular, the performance of OGP shown in
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Algorithm 1 is guaranteed above (1 — 1/¢) of the optimal solution according to
Theorem 2.

Theorem 1. A function F : 2V — R is submodular if for all s € V and every
S C S8 CV, it satisfies F(SUs) — F(S) > F(S"Us) — F(S")

Theorem 2. Suppose F is monotonic and submodular. Then greedy algorithm
gives constant factor approzimation: F(Agreedy) > (1 — 1/e)mazF (A)

Proof. Submodularity of Objective Function (OF)
V) — \ V) — _ Z(,c qS”(C)Snc
Suppé)se NC N"and f(N) = OF(N Un) — OF(N) = Rep, = =<3 +
B Pn(0))?
CrgN’ ) —BN ()8 ne , ,
FIN = f(N) = 2=l G20 O L g 570N ()= (0)] L [0N (0)+8 (0)]
Since @,,(¢), Pp, Sne > 0 and @ﬁ'(c) < oN(c),¥n

Then f(N') — f(N) <0 and OF(N'Un) — OF(N') <OF(NUn)— OF(N)
So the Objective Function or OF is submodular.

Algorithm 1. Overlap-based Greedy Pick

INPUT: Ck is the set of topics currently not covered; N is the set of overlaps whose
potential covering topics are not yet completely covered by picked ones.

1: Function: OGP(Cgr, Ng)

2: if Length(Cr) = 0 or Length(Ng) = 0 then
3: return 0

4: end if

5: Repre < 0

6: Nmaz <— NULL

7: for n in Ngr do

8:  C, «— GetCurrentAvailableTopics(Cr, n)
9:  Salience — 0
10:  CoverTopics «— 0
11: for ¢ in C, do
12: Salience « Salience + Le(0)/Le(M,)?
13: CoverTopics — CoverTopics + 1
14: end for
15 Repre, « Salience/GetContainT opics(n)+3 * CoverTopics®
16:  if Repre < Repre, then
17: Npaz < n
18:  end if
19: end for

20: Cr, Ngr «— RemovePick(Cr,Nr,Nmaz)
21: return OGP(Cr, Nr) + Repre
22:
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5 Experiment

5.1 DataSets

CL-Scisumm 2014 is the subtrack of TAC 2014 Biomedical Summarization Track.
The dataset contains 10 references papers, each of which has up to 10 Citing
Papers. Three annotators are employed to manually annotate corresponding
citing text spans and reference text spans, which leads to three little different
training datasets. To avoid the difference between three annotators, all outcomes
are the average of results generated based on these three datasets. Then for
this extractive summarization task, the gold summary is generated by manually
selecting important citances from the citation context. In this paper, we simply
focus on the Task 2, that is generating a faceted summary of up to 250 words
based on the reference spans and citing spans. And in order to comply with the
length constraint, we simply select top 250 words in case of length exceeding.

5.2 Evaluation Method

Based on the given gold summaries, officially ROUGE-L is employed to mea-
sure summaries. ROUGE [13] stands for Recall-Oriented Understudy for Gist
Evaluation, which serves as a metric to determine the quality of a summary by
comparing it to the ideal one. It is proved highly correlated to human evalua-
tion [13] and chosen to be the standard measure in DUC 2004 summarization
tasks. ROUGE-L is a sentence-level metric, focusing on the similarity in terms
of longest common subsequence. Three detailed metrics are presented, those are
average recall, average precision and average fl-measure. Since the size of a sum-
mary would itself cast influence on the precision and recall, average fl-measure
value is served as the ultimate criteria.

5.3 Baseline Approaches

In order to verify the performance of the proposed optimization approaches,
CLexRank, MEAD and ACL Anthology online toolkit are employed to gener-
ate summaries above CL-Scisumm 2014 mentioned in Sect.5.1. Also the best-
recorded system in the competition or MQ is included for comparison.

C-LexRank [29] also employ a graph-based model. It first employs a hier-
archial agglomeration algorithm [3] to explore clusters from the graph model.
And each cluster of sentences represent a topic. Then it employs LexRank to
score sentence within each topic and picks the most salient sentence per topic to
form the summary. However, the graph clustering method it employs [3] simply
assumes that one sentence contains only one topic and pays no attention to the
potential overlap structure.

MEAD ([32] is a multi-document summarizer, which generate summaries by
picking top-n sentences sorted by scores. Assigned by a feature-based classifier,
the score is calculated by linear combination of centroid and position.
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ACL Anthology [33] contains all papers published by ACL and other related
organizations. It employs string-based heuristics approaches to extract all the
citation sentences for an article and generates a citation-based summary, which
contains five sentences.

6 Results and Discussion

6.1 Overall Performance

Table 1 shows result comparison between OGP and other baseline approaches. In
practice, OGP g—¢.027 is chosen as the representation. And it is intuitive to find
that OGP g—¢.027 is better than CLexRank and MEAD in terms of ROUGE-
L F-score. Further OGPg—¢.027 is even shorter than both of CLexRank and
MEAD, which definitely increases reliability. ACL toolkit is restricted to only
five sentences, whose ROUGE-L F-score is low. In order to avoid the influence of
summary size, OGProps is to pick top five sentences sorted by representative-
ness score. And the result of the comparison between OGP7o ps and ACL toolkit
shows OGP surpassing ACL default summarization method. As for MQ, all we
know is the ROUGE-L F-score, which is still lower than the proposed method.
Figure1 shows the change trend of summary quality generated by OGP with
different 8. Obviously the above conclusion still works regardless of 3.

Table 1. Comparison results of OGP and other baseline approaches.

ROUGE_-METHOD | OGPg—¢.027 | OGProps | CLexRank | MEAD | ACL MQ
ROUGE-L | AVG_R | 0.40982 0.32776 0.37516 0.37466 | 0.13453
AVG_P | 0.68594 0.63628 0.63313 0.56310 | 0.25407
AVG_F |0.49795 0.42477 0.45975 0.44146 | 0.17197 | 0.260
AVG_SIZE 195.26 119.71 195.93 221.17 | 115.7
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Fig. 1. ROUGE-L F-scores of OGP with various (8
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Fig.2. (@’s controlling effect over summary size, salience and content redundancy.
All of three Figures also reflect the change of ROUGE-L F-score with different (.
Figure 2a shows (3 effect on summary size. Figure 2a shows the influence of 8 on sum-
mary salience score. Figure 2c shows the (3 effect on content redundancy.

6.2 Effectiveness of 3

[ is the parameter designed to control the trade-off process between various cri-
teria according to OGP shown in Algorithm 1. When [ increases, summary size
is reduced since more overlaps are included. Meanwhile content redundancy is
also improved since in this case overlaps are preferred when they can avoid topic
repetitive coverage. However limited to sentence length, more overlaps might
reduce summary salience. To verify the conclusion, summaries are generated by
OGP with different 3 and the result is shown in Fig. 2. In order to make the result
more intuitive, all data shown in Fig. 2 is normalized by dividing maximum value,
which makes y value of each figure range from 0 to 1. Figure 2a specifically shows
the change of summary size with different 3. The result turns out that summary
size is reduced up to 10% with increasing 3. Figure 2b shows how salience score
shown in Eq. (5) changes with different 5. From the Fig.2b, salience is nearly
monotone decreasing and reduced up to 11%. Figure 2¢ shows the change of con-
tent redundancy with different 3. Content redundancy is defined as number of
times that topics are repetitive covered. Note that ideally every topic is covered
once where redundancy should be zero. Thus redundancy should be normalized
via a two-step process. Firstly redundancy is subtracted by the amount of topics.
Then normalized redundancy is calculated by dividing current maximum redun-
dancy value. According to the results from Fig. 2c, content redundancy generally
decreases with the increasing (3, whose rate is up to 14%. Generally, the results
shown in Fig. 2 comply with the conclusion of 3 effect mentioned in Sect. 4.1.
ROUGE-L F-score is used to measure the summary quality. Although fluctu-
ations exists and the rate is relatively small, summary quality generally decreases
with increasing  from Fig. 1. Note that longer summary size is definitely benefi-
cial for improving summary quality, since topics might be explained better with
more sentences. Thus the scenario of summary quality decreasing could be easily
explained by the synthetic effect by summary size, salience and content redun-
dancy. Since the sum of the drop rate of both summary salience and salience
is greater than the improve rate of redundancy, the synthetic effect reflected to
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the general summary quality becomes negative with increasing 3, which could
be easily recognized from Fig.2. Also since the gap between these rate is small
and the gap is not always negative, the drop of ROUGE-L F-score is slow and
unstable.

7 Conclusion and Future Work

In this paper, we mainly propose a new optimization methodology to gener-
ate citation-based summarization. Criteria such as summary size, salience and
content redundancy is indirectly involved via the optimization between overlaps
and non-overlaps, which successfully solve the problem of inconsistent metrics.
To solve the optimization problem, a performance-guaranteed greedy algorithm
OGP is proposed. Further via a single parameter 3, balance status of criteria is
effectively controlled.

There are still several tasks for future work. Firstly, the value of 8 in the
experiment is limited to a certain range in advance. And the task to find proper
(B could be studied in future. Secondly and most importantly, the change of
summary quality is strongly related to the synthetic effect of summary size,
salience and content redundancy. So the task to explore such relationship is
extremely important for better understanding the contribution of each criterion.
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