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Preface

Welcome to the proceedings of the 18th International Conference on Web Information
Systems Engineering (WISE 2017), held in Moscow, Russia, during October 7–11,
2017. The series of WISE conferences aims to provide an international forum for
researchers, professionals, and industrial practitioners to share their knowledge in the
rapidly growing area of Web technologies, methodologies, and applications. The first
WISE event took place in Hong Kong, SAR China (2000). Then the trip continued to
Kyoto, Japan (2001); Singapore (2002); Rome, Italy (2003); Brisbane, Australia
(2004); New York, USA (2005); Wuhan, China (2006); Nancy, France (2007);
Auckland, New Zealand (2008); Poznan, Poland (2009); Hong Kong, SAR China
(2010); Sydney, Australia (2011); Paphos, Cyprus (2012); Nanjing, China (2013);
Thessaloniki, Greece (2014); Miami, USA (2015); Shanghai, China (2016); and this
year, WISE 2017 was held in Moscow, Russia, supported by the Institute of Computing
for Physics and Technology and the Moscow Institute of Physics and Technology,
Russia.

A total of 196 research papers were submitted to the conference for consideration,
and each paper was reviewed by at least three reviewers. Finally, 49 submissions were
selected as full papers (with an acceptance rate of 25% approximately) plus 24 as short
papers. The research papers cover the areas of microblog data analysis, social network
data analysis, data mining, pattern mining, event detection, cloud computing, query
processing, spatial and temporal data, graph theory, crowdsourcing and crowdsensing,
Web data model, language processing and Web protocols, Web-based applications,
data storage and generator, security and privacy, sentiment analysis, and recommender
systems.

In addition to regular and short papers, the WISE 2017 program also featured a
special session on “Security and Privacy.” The special session is a forum for presenting
and discussing novel ideas and solutions related to the problems of security and pri-
vacy. Experts and companies were invited to present their reports in this forum. The
objective of this forum is to provide forward-looking ideas and views for research and
application of security and privacy, which will promote the development of techniques
in security and privacy, and further facilitate the innovation and industrial development
of big data. The forum was organized by Prof. Xiangliang Zhang, Prof. Fedor
Dzerzhinskiy, Prof. Weijia Jia, and Prof. Hua Wang.

We also wish to take this opportunity to thank the honorary the general co-chairs,
Prof. Stanislav V. Klimenko, Prof. Qing Li; the program co-chairs, Prof. Athman
Bouguettaya, Prof. Yunjun Gao, and Prof. Andrey Klimenko; the local arrangements
chair, Prof. Maria Berberova; the special area chairs, Prof. Xiangliang Zhang, Prof.
Fedor Dzerzhinskiy, Prof. Weijia Jia, and Prof. Hua Wang; the workshop co-chairs,
Prof. Reynold C.K. Cheng and Prof. An Liu; the tutorial and panel chair, Prof. Wei
Wang; the publication chair, Dr. Lu Chen; the publicity co-chairs, Prof. Jiannan Wang,
Prof. Bin Yao, and Prof. Daria Marinina; the website co-chairs, Mr. Rashid Zalyalov,



Mr. Ravshan Burkhanov, and Mr. Boris Strelnikov; the WISE Steering Committee
representative, Prof. Yanchun Zhang. The editors and chairs are grateful to Ms. Sudha
Subramani and Mr. Sarathkumar Rangarajan for their help with preparing the pro-
ceedings and updating the conference website.

We would like to sincerely thank our keynote and invited speakers:

– Professor Beng Chin Ooi, Fellow of the ACM, IEEE, and Singapore National
Academy of Science (SNAS), NGS faculty member and Director of Smart Systems
Institute, National University of Singapore, Singapore

– Professor Lei Chen, Department of Computer Science and Engineering, Hong Kong
University, Hong Kong, SAR China

– Professor Jie Lu, Associate Dean (Research Excellence) in the Faculty of Engi-
neering and Information Technology, University of Technology Sydney, Sydney,
Australia

In addition, special thanks are due to the members of the international Program
Committee and the external reviewers for a rigorous and robust reviewing process. We
are also grateful to the Moscow Institute of Physics and Technology, Russia, the
Institute of Computing for Physics and Technology, Russia, City University of Hong
Kong, SAR China, University of Sydney, Australia, Zhejiang University, China,
Victoria University, Australia, University of New South Wales, Australia, and the
International WISE Society for supporting this conference. The WISE Organizing
Committee is also grateful to the special session organizers for their great efforts to help
promote Web information system research to a broader audience.

We expect that the ideas that emerged at WISE 2017 will result in the development
of further innovations for the benefit of scientific, industrial, and social communities.

October 2017 Athman Bouguettaya
Yunjun Gao

Andrey Klimenko
Lu Chen

Xiangliang Zhang
Fedor Dzerzhinskiy

Weijia Jia
Stanislav V. Klimenko

Qing Li
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Abstract. The real-time detection of bursty topics on microblog has acquired
much research efforts in recent years, due to its wide use in a range of
user-focused tasks such as information recommendation, trend analysis, and
document search. Most existing methods can achieve good performance on
real-time detection, but unfortunately, lack of much consideration on topic
coherence and topic granularity for better semantic interpretability, which often
results in odd topics hard to be interpreted. Therefore, it demands much more
efforts on evaluation and improvement of the intrinsic quality of detected topics
at their very early stages. In this paper, we propose a refined tensor decompo-
sition model to effectively detect bursty topics, and at the same time, evaluate
topic coherence and provide informative bursty topics with different burst levels.
We evaluated our method over 7 million microblog stream. The experiment
results demonstrate both efficiency in topic detection and effectiveness in topic
interpretability. Specifically, our method on a single machine can consistently
handle millions of microblogs per day and present ranked interpretable topics
with different burst levels.

Keywords: Bursty topic real-time detection � Topic interpretability � Topic
coherence � Word intrusion

1 Introduction

Microblog (such as Twitter, Snapchat, Sina weibo, etc.), as one of the most prevalent
social media, allows users to share and exchange small digital contents (tweets, blog,
photos, etc.) in a real-time manner. Usually, some new and interesting events spread
vary fast on microblog, and also cause a myriad of discussion posts. For the purpose of
relationship crisis management, product marketing, or even emergency management,
many different microblog users (no matter organizational or personal) prefer to be
informed or alerted as soon as bursty topics start to grow viral or dramatically. Tracking
the microblog stream in a real-time manner can detect those headlines or breaking news
as early as possible.
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Bursty topic detection on real-time streams has acquired much research efforts in
recent years, and is increasingly used in many user-focused tasks, such as information
recommendation (Diao et al. [1], Kleinberg [2], Xie et al. [3], Xie et al. [4], Zhu and
Shasha [5]), trend analysis (Huang et al. [6]), and document search (Magdy et al. [7]).
Those detection tasks have been categorized as feature-pivot techniques in some survey
works (Atefeh and Khreich [8]). Bursty topics on real-time microblog streams have
bursty features of not only short-term surged keywords, but also sharply increasing
tweet volume.

In bursty topic detection task, researchers have to face two main challenges, topic
interpretability and memory scalability. Most of the effective prior works [2–4, 7, 9–12]
take tweet volume, words frequency, or co-occurrence words frequency in the data
stream as topic bursty features. When tracking the bursty features on real-time
microblog streams, memory scalability is also a big challenge. Sketch-based methods,
such as TopicSketch [3, 4, 13] and SigniTrend [9] surpass the rest with efficient
performance in memory scalability.

Unfortunately, the word intrusion and topic overlap are always detrimental to the
quality of detected bursty topic. Besides, topic words coherence is also sensitive to the
fixed value N of the picked top-N topic words. Therefore, topic quality with fine
coherence and granularity is another great challenge. In previous studies, a typical way
[10, 14, 15] for this task is to detect bursty words and then cluster them. However, two
drawbacks cause it been substituted, complicated heuristic tuning and post-processing,
since noisy words and words ambiguity are unavoidable. Another attempt is to discover
bursty topic via topic models, like TopicSketch [4] and LDA [16]. But when choose the
top-N words in a detected topic, there always no consensus solutions for general topics.

In this paper, we propose a novel detection framework to detect bursty topics soon
after they start burst, and devise an automatic evaluation on detected topics to provide
coherent topic words with fine granularity. We summarize our major contributions as
follows:

• We proposed a refined version of TopicSketch, a up-to-date and efficient detection
method using tensor decomposition and dimension reduction [3, 17] for real-time
bursty topic detection. Our main improvement is with the evalution of word
intrusion and topic coherence, making use of clustering and fuzzy set theory jointly
to facilitate the process of extracting informative and interpretable bursty topics and
their bursty scores.

• We proposed a novel topic quality measure, sketch-based PMI method to estimate
word intrusion and topic coherence based on pairwise pointwise mutual information
(PMI) among topic words. We take the words sketch statistics for PMI reference
corpus, in which words are dynamically sampled over consecutive sliding window
on real-time data stream, and fresh word probability feeding into PMI, gives esti-
mation of topic coherence much more reasonable and precise.

• We also conduct extensive experiments on real-world data from Eefung.com1 to
demonstrate the efficiency in real-time bursty topic detection, the soundness of the
coherence of the detected topics, and the effectiveness in bursty topic interpretability.

1 http://www.eefung.com/.
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This paper is organized as follows: Sect. 2 briefly reviews the related work.
Solution overview is specified in Sect. 3. Section 4 explains our topic refinement
model based on tensor decomposition with topic evaluation. The experimental results
are discussed in Sect. 5. The conclusion is summarized in Sect. 6.

2 Related Work

For early bursty topic detection, Kleinberg [2] propose an infinite-state automaton to
model the arrival times of documents in a stream to identify bursts that have high
intensity over limited durations of time. The states of the probabilistic automaton
correspond to the frequencies of individual words, while the state transitions capture
the burst, which correspond to a significant change in word frequency. Twevent [10]
detectes bursty tweet segments as event segments and then clusters the event segments
into events considering both their frequency distribution and content similarity.
Wikipedia is exploited to identify the realistic events. Statistic based methods generate
the bursty topic based on bursty features trend over real-time data stream. TopicSketch
[3, 4, 13] monitors the acceleration of three quantities to provide early signals of
popularity surge, and estimates the topic words probability distribution and topic
acceleration. EMA/MACD [18], trend indicator wildly used in stock market, and
sketch structure contribute to remarkable performance on memory scalability. Sign-
iTrend [5] proposes a significance measure to detect emerging topics early, and can
track even all keyword pairs using only a fixed amount of memory. At last, it aggre-
gates the detected co-trends into larger topics. Huang et al. [6] extract high quality
microblog by transforming some important social media features into wavelet domain
and fuse further to get a weighted ensemble value, which filter much noisy documents,
and then get bursty topic by LDA in new time window data stream.

Research efforts on topic quality evaluation become impressive a lot to approach or
even surpass human levels of accuracy. Newman et al. [19] introduce the notion of
topic “coherence”, and propose an automatic method for estimating topic coherence
based on pairwise PMI between the topic words. Aletras and Stevenson [20] calculate
the distributional similarity between semantic vectors for the top-N topic words using a
range of distributional similarity measures such as cosine similarity and the Dice
coefficient. They show that their method correlates well with the observed coherence
rated by human judges taking Wikipedia as the reference corpus. Lau et al. [21] explore
two tasks of automatic evaluation of single topics and automatic evaluation of whole
topic models, and provide recommendations on the best strategy for performing the two
tasks. They can perform automatic evaluation of the human-interpretability of topics, as
well as topic models. Besides, they have systematically compared different existing
methods and found appreciable differences between them. For reasonable topic gran-
ularity, Lau and Baldwin [22], following Lau et al. [21], investigate the impact of the
cardinality hyper-parameter, parameter N of top-N words, on topic coherence
evaluation.
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3 Solution Overview

3.1 Problem Formulation

Just like TopicSketch [3, 4], we follow two criteria in defining a bursty topic:
(1) Bursty topic has to be a sudden surge of related tweets size in a short time, to avoid
continuing hot topics blended into the detection. (2) The size of bursty topic related
microblog would be large enough to filter away the trivial topics.

For topics generated by a topic model, extrinsic evaluation and intrinsic evaluation
demonstrate efficiency and effectiveness of these detected topics. Extrinsic evaluation
explains early detection and the importance of the discoveries. Intrinsic evaluation of
the topics contribute to quantify interpretability via scoring word intrusion and topic
coherence using the top-N topic words [19, 21, 23].

3.2 Solution Overview

Our solution can be divided into three parts. Firstly, like TopicSketch [3, 4], a sketch
structure is used for fast word tokens indexing and token frequency updating with
dimension reduction techniques. Secondly, a tensor decomposition based topic model
with fuzzy theory is designed to provide better informative and interpretable bursty
topics with burst scores. In recent years, tensor decomposition [17] has been adopted in
TopicSketch [3, 13] to develop CLEar2, an efficient real-time bursty topic detection
system. But a tensor decomposition topic model has limited performance on topic
quality due to word noise and spam [3, 4]. In our method, clustering and fuzzy set
theory refine the tensor decomposition model by preserving topic interpretability.
Clustered topics usually have different cardinality, which contribute to fine granularity
topics with filtering away trivial topics naturally. Finally, automatic topic evaluation
will contribute to better bursty topic recommendation. Performing PMI based on sketch
in real time can automatically estimate topic coherence and word intrusion to quantify
topic interpretability.

Figure 1 gives the overview of our bursty topic detection model. The real-time
detection flow is as follows: (1) Data preprocessing, including word segmentation and
word TFIDF estimation. (2) Updating Sketch with tokens from (1). (3) Upon bursting
in microblog size, we will trigger refined topic model. (4) Refining results derived from
tensor decomposition component to provide interpretable bursty topics. Then we will
discuss step (2), (3), (4) in Sect. 4.1. (5) At last, we automatically evaluate detected
topics by word intrusion and topic coherence based on PMI for better recommendation,
which will be detailed in Sect. 4.2.

4 Refined Sketch-Based Topic Model and Evaluation

We first discuss how to extract bursty topics based on the refinement topic model, and
then explain how to evaluate the detected bursty topics automatically.

2 http://research.pinnacle.smu.edu.sg/clear/.
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4.1 Real-Time Detection

Sketch
In computing, sketch and its variant, count-min sketch [24], both are probabilistic data
structures that serve as frequency tables of events in a stream of data3. Sketch in our
method, also a variant designed for capturing the trend of word tokens frequency, has
three components: the trend of microblog volume, co-occurrence sketch, dictionary
sketch.

The trend of microblog volume is a valuable indicator for a burst stream containing
bursty topics. We estimate the volume trend by EMA (Exponential Moving Average)
and MACD (Moving Average Convergence/Divergence) [18], widely accepted stock
market trend analysis techniques. Denote Dt means all microblogs at timestamp t, and
Dtj j is size of Dt. For a time interval Dt, microblog volume rate is v ¼ DDDtj j=Dt, and
we form a discrete time series V ¼ fvtjt ¼ 0; 1; . . .g. The n-interval EMA with
smoothing factor a is

EMAðnÞ½v�t ¼ avt þð1� aÞEMAðn� 1Þ½v�t�1 ¼
Xn
k� 0

að1� aÞkvt�k ð1Þ

The n is called the window size in EMA. Usually, the MACD is used to estimate
the acceleration of vt when defined by the difference of its n1 and n2 � interval moving
averages:

MACDðn1; n2Þ ¼ EMAðn1Þ � EMAðn2Þ ð2Þ

The co-occurrence sketch contains word pairs acceleration M2 and word triples
acceleration M3. Their definitions are same with TopicSketch [3]. The acceleration are

Fig. 1. The framework of solution overview.

3 https://en.wikipedia.org/wiki/Count%E2%80%93min_sketch.
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the trends of the frequency of word pairs and word triples, respectively. The dictionary
sketch is statistics for probabilities of all words and pairs on the current data stream,
and it is devised for PMI estimation at topic evaluation stage.

Tensor Decomposition Model
[17] describes that k distinct topics, drawn according to the discrete distribution
specified by the probability vector w ¼ w1;w2; . . .;wkð Þ, called burst level in our
method. Given the topic k, the document’s l words are drawn independently according
to the discrete distribution specified by the probability vector /k . The sketches M2 and
M3 [3] are demonstrated as:

M2 ¼
XK
k¼1

wk/k � /k ¼
XK
k¼1

wk/k/
T
k ð3Þ

M3 ¼
XK
k¼1

wk/k � /k � /k ð4Þ

Considering the memory consumed by M3 and the computational complexity of
tensor decomposition, M3 has to be projected to a matrix M3 gð Þ with a random vector
g, where g 2 RN .

8 T. Zhang et al.



M3ðgÞ ¼
XK
k¼1

wk/k/
T
k g;/kh i ð5Þ

Algorithm 1 from TopicSketch [3] explains how the tensor composition works to
generate topics. First, The SVD method performs on M2 to find a whitening matrix to
whiten M3 gð Þ and get the matrix T3. Next SVD performs on T3 to find the eigenvector
vk to recover topic words vector. The procedure contains two SVD work stages and
Recovery, and the most time consumption is transforming M3 gð Þ from a N � N matrix
to a K � K matrix T3, which take time in the order of O(KN2). And the method detailed
proved in [3].

Refinement Model
Despite having been adopted in an efficient real-time bursty topic detection system
[13], tensor decomposition [17] topic model does not perform well on topic quality due
to word noise and spam. So, our goal in this part is to preserve bursty topic inter-
pretability and filter away trivial topics by refining the tensor decomposition model.

In the result of word intrusion and topic overlap, the topic (/k) derived from tensor
decomposition, cannot typically interpret a single real event. We implement clustering
on co-occurred words to avoid these problems. Equation 6 is the notion of each cluster
at each burst level wk .

Ckm ¼ ffpi; pjg\Ckmjpi; pj 2 /k;PDði; jÞ[ d;PDði; jÞ 2 PairDictionaryg ð6Þ

Where pi is word i probability in /k. The frequency of co-occurred word pairs
(wordi, wordj) is PD(i, j), which is stored in the pair dictionary of the dictionary sketch.
d is the threshold of frequency for pairs to be picked. Each pair of words in /k, will be
clustered into one cluster Ckm once they co-occur.

For each word i, we adopt the fuzzy set theory to estimate the membership grade for
each cluster, as described in Eq. 7. We then throw the word into the most co-occurred
cluster according to the maximal membership grade.

max
m

Membership CkmðiÞ ¼
X

j
PDði; jÞ

���fpi; pjg 2 Ckm

n o
ð7Þ

Each word in cluster Ckm retains the word probability pi in /k, which helps to
estimate burst score akm for the cluster Ckm on burst level wk .

akm ¼ wk �
X

i
pi; pi 2 /k \Ckm ð8Þ

The refinement model contains two steps, as described at Algorithm 2. The first step
is for clustering at each burst level wk . Top-N words according to /k are clustered into M
clusters according to co-occurred word pairs in the pair dictionary sketch. And the
variable size of clusters can help to provide flexible topic granularity. Besides, obviously
the most of the word pairs that come from a bursty topic related microblog will be
clustered into one cluster. Meanwhile the clusters preserve the topic interpretability
quite well. In the second step, we can obtain a burst score for each cluster in step 1.

A Refined Method for Detecting Interpretable and Real-Time Bursty Topic 9



We estimate the burst score for each cluster according to Eq. 8. At last, we ranked all the
clusters Ckm in order of their burst score akm. Consequently, the highest scoring clusters
of the ranked Ckm list are the bursty topics in the current stream. In this part, time
consumption is O(n).

4.2 Topic Evaluation – Sketch-Based PMI

In this part, we will consider word intrusion and topic coherence to evaluate topic
interpretability. Lau et al. [25] proposed some features to learn the most representative
or best topic word that summarises the semantics of the topic, which is the task of
evaluating topic coherence. On the contrary, the task of word intrusion [23] targets
detecting the least representative word.

Pointwise mutual information (PMI) is widely used in these two topic evaluation
tasks. A large amount of reference corpus are needed to learn word probability and
word co-occurrence pair probability. But information in microblog streams is real-time
data which is rapidly updating. So considering the freshness of word and word pair
probability, we discard the reference corpus on a full scope of data streams and con-
ventional reference corpus, like Wikipedia. Especially, our dictionary sketch can typ-
ically provide real-time word probabilities and co-occurred word pair probabilities on
current microblog streams for effective evaluation of detected bursty topics.

Word Intrusion
Word intrusion works as follows: for each detected bursty topic, we compute the word
association features in [21] for each of the topic words, and learn the intruder words by

10 T. Zhang et al.



a ranking support vector regression model over the association features. Following Lau
et al. [21], we use four association measures:

PMIðwiÞ ¼
XN�1

j

log
pðwi;wjÞ
pðwiÞpðwjÞ ð9Þ

CPðwiÞ ¼
XN�1

j

pðwi;wjÞ
pðwjÞ þ

XN�1

j

pðwi;wjÞ
pðwiÞ ð7Þ

NPMIðwiÞ ¼
XN�1

j

log pðwi;wjÞ
pðwiÞpðwjÞ

� log pðwi;wjÞ ð8Þ

Pointwise mutual information (PMI) between pairs can measure word association.
Conditional probability (CP) contributes evaluating co-occurrence between the words
with the rest. Normalised pointwise mutual information (NPMI) is an enhanced version
of PMI. For NPMI, value 1 means two words only occur together; Value 0 means they
are distributed as expected under independence; Value −1 means the two words occur
separately without any encounter.

We score each word in a topic by these three methods, to evaluate the word
coherence with its topic. If a word has a low score, it probably is an intruder word, and
vice versa.

Topic Coherence
Topic coherence is the evaluation of co-occurrence over top-N topic words for the
detected topic. We also follow Lau et al. [21] to experiment with the following methods
for the topic coherence estimation of topick .

Pairwise PMI for each word pairs in top-N topic words:

PMIðtopickÞ ¼
XN
j¼2

Xj�1

i¼1

log
pðwi;wjÞ
pðwiÞpðwjÞ ð9Þ

Pairwise NPMI is a variant of pairwise PMI:

NPMIðtopickÞ ¼
XN
j¼2

Xj�1

i¼1

log pðwi;wjÞ
pðwiÞpðwjÞ

� log pðwi;wjÞ ð10Þ

Pairwise log conditional probability of top-N topic words:

LCPðtopickÞ ¼
XN
j¼2

Xj�1

i¼1

pðwj;wiÞ
pðwiÞ ð11Þ
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We combine the three methods to score a single topic for topic coherence evalu-
ation. If the topic has fine semantic interpretability, topic words will preserve satisfied
association and interrelationship, and the topic coherence will score high.

5 Experiments and Evaluation

In this section, our experiments are designed to verify the effectiveness and efficiency
of the proposed refined methods to discover bursty topics in Sina Weibo, the biggest
microblog service in China.

5.1 Experiments Setting

We used the crawling data of Sina Weibo containing approximately 7 million blogs
sampled in 62 days from Aug. 1 to Sep. 30, 2014. We used 10 min as experiment time
interval in which blog size ranged from 10 to 7000. After emotions filtering and
stopwords removing, we obtained 7,318,010 blogs and 54,980,668 tokens. We com-
puted TF-IDF value for each token in a single microblog. Only top-N (e.g., 5) tokens
would feed into our sketch. At last 26,342,873 high TF-IDF value tokens remained.

In our experiment, we set 4 gigabytes for sketch to track data on microblog streams.
For the threshold of microblog volume trend, we set it empirically at 80 which is
enough to indicate bursts in current streams.

5.2 Sketch-Based PMI Evaluation

Before using sketch-based PMI to evaluate the word intrusion and topic coherence, we
designed an experiment to test the performance of methods introduced in Sect. 4.2. For
TopicSketch and refinement model, five settings of latent topics (T = 10, 20, 30, 40,
50) were used to manually annotate the intruder words and score their topic coherence
instinctively.

To compare our automatic methods with human annotation, Table 1 gives the
Pearson Correlation coefficient for all methods in word intrusion and topic coherence.
PMI based methods perform poorly for both of the two tasks, and their low stability
leads itself easily to go to negative, due to poor numeric value of word probability in
data streams. Fortunately, the variants, NPMI based methods, achieve much better
results. Conditional probability based methods are the best performers and approach the
human annotating level. Considering the performance of each sketch-based PMI
methods, we just evaluated our detected topics by NPMI-based and CP-based methods.

Table 1. Pearson correlation of human and the sketch-based automated methods—WI-PMI,
WI-CP, WI-NPMI, TC-PMI, TC-LCP and TC-NPMI

Pearson’s with human annotation

Word intrusion Topic coherence
WI-PMI WI-CP WI-NPMI TC-PMI TC-LCP TC-NPMI

0.3746 0.8140 0.6582 0.2148 0.8765 0.7834
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5.3 Results Analysis

Table 2 shows the detection results of TopicSketch and our refinement model for
several annotated burst events. After comparison, we summarised our analysis of the
results as follows. First, we can see that TopicSketch is not only hit one event in its
single detected topic, and the bold words (like “#ice bucket challenge, #Mr.Bean,
FBIcr”) are the real event related key words that come from one detected topic, but
semantically include more than one real event. In contrast, our refinement model topics
have outstanding performance on providing coherent topic words for one event and
avoiding word intrusion as much as possible. Second, our refinement model also can
sometimes act as accuracy supplement for TopicSketch, because TopicSketch’s
detection may miss some bursty topics, such as first burst point 16:20 on Aug. 13 with
annotated event “#xunlu brothers story”. Even though our method can extract this
ignored topic, the topic burst score is not satisfying. Because the refinement part of our
method is the subsequent step of tensor decomposition that used in TopicSketch. Our
outcomes are closely linked with what tensor decomposition have detected. Third,
Table 2 shows the topic quality for each topic derived from the two methods. The
comparison reveals that our refinement model preserves topic interpretability much
better than TopicSketch. Finally, the burst start time and detected time are given in
Table 2. From them, both the two detection methods can efficiently learn bursty topics
shortly after they start burst, even the faster ones can be no more than an hour.

Figure 2 compares the topic quality based on word intrusion and topic coherence.
Two groups are shown in Fig. 2. Group (a) is for WI (word intrusion), and Group (b) is
for TC (topic coherence), and each group illustrates the figures of average CP, average
NPMI, and average WI or TC (CP * 0.5 + NPMI * 0.5). For word intrusion, topic
words in our method scored at a much higher level than TopicSketch, which means
they have little probability to be intruder words. For topic coherence, our method also
has remarkable performance, which also means topics detected by our method can
preserve topic interpretability with reasonable interrelationship and higher topic words
co-occurrence. Plus, CP based methods are more stable than those NPMI based, as
NPMIs are sensitive to poor value of words or pairs probability. If topic words have
low frequency rate on data streams, they will receive bad performance on NPMI scores.

From Table 3, obviously, our method can attain outstanding scores on model
accuracy, due to the contribution of refinement methods in Sect. 4.1. While TopicSketch
based on tensor decomposition encounters much word intrusion and topic overlap,
which cause its weakness in accuracy. When we choose the top 5 burst topics for each
method, some trivial topics and spam for advertisement intruded into the results. So we
have a slight decrease for recall scores, and TopicSketch also faces this problem. To sum
up, our method can efficiently and effectively detect informative bursty topic on
real-time data streams.
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Table 2. Comparison of TopicSketch and refinement model on bursty topic detection
performance. Quality estimation is by TC&WI. Each topic has Top-8 words and topic number
is 5 for TopicSketch.

Burst events TopicSketch
topics

Quality Refinement
model topics

Burst
score

Quality Burst start

[8/13 16:20]
#xunlu brothers
story

– 0.39 Luyi, Beier,
fashion, health

0.244 12.23 8/13 15:42

Cry, go to
school,
exciting,
Helicopter

0.201 11.99 8/13 16:09

Brother, one
life, Luhan

0.081 12.25 8/13 15:08

[8/13 16:30]
#Don’t go to
Shijiazhuang
#Thank you for
everything,
Miroslav Klose

Amsterdam,
Jesse Lewis,
ShiJiazhuang,
Brothers,
Miroslav, Klose,
People at
Shijiazhuang,
#linyuner

1.2 Thank,
everything,
Miroslav,
Klose

3.217 14.98 8/13 15:14

#Don’t go to
ShIjiazhuang,
texi,
breakfast,
camera”

3.098 17.45 8/13 15:27

Cry, go to
school,
exciting,
helicopter”

0.739 12.11 8/13 16:09

[8/19 21:10]
#ice bucket
challenge
#Mr.Bean in
Shanghai Airport

#ice bucket
challenge, #Mr.
Bean, #xunlu,
politeness, Libra,
vedio,
#Yuanhong 823
birthday, FBIcr

1.17 #Mr.Bean,
Shanghai,
PuDong
airprt, Rowan
Atkinson

1.091 12.99 8/19 19:49

Libra,
constellation,
champion,
third winner in
contest

0.520 10.28 8/19 20:07

ASL, #ice
bucket
challenge, ice
bucket, spread

0.500 13.09 8/19 15:18
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(a.1) average WI-CP (b.1) average TC-LCP

(a.2) average WI-NPMI (b.2) average TC-NPMI

(a.3) average Word Intrusion (b.3) average Topic Coherence

Fig. 2. Comparison of topic quality

Table 3. Comparison on effectiveness of TopicSketch and refinement model

Latent topic TopicSketch Refinement model
Accuracy Recall F1 Accuracy Recall F1

10 0.51 0.63 0.55 0.91 0.87 0.88
20 0.49 0.69 0.57 0.91 0.88 0.89
30 0.51 0.69 0.58 0.93 0.88 0.90
40 0.48 0.64 0.54 0.92 0.86 0.88
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6 Conclusion

In this paper, we re-examine the problem of detecting the bursty topic as early as
possible from the real-time text streams, following the work of TopicSketch. We pro-
posed a refinement bursty topic detection model based on tensor decomposition, and
clustering fused with fuzzy set theory in the refinement model preserved interpretability
of detected topic on word intrusion and topic coherence. Besides, we proposed a novel
topic evaluation measure, sketch-based PMI method, to perform PMI-based (Pointwise
mutual information) methods and CP-based (Conditional probability) methods for
evaluate word intrusion and topic coherence by using real-time statistics in sketch. The
results of our method has the same remarkable efficiency in real-time bursty topic
detection with TopicSketch, outstanding performance on the soundness of the coherence
of the detected topics, and the excellent effectiveness in bursty topic interpretability.
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Abstract. Understanding what people say and really mean in tweets
is still a wide open research question. In particular, understanding the
stance of a tweet, which is determined not only by its content, but also
by the given target, is a very recent research aim of the community.
It still remains a challenge to construct a tweet’s vector representation
with respect to the target, especially when the target is only implicitly
mentioned, or not mentioned at all in the tweet. We believe that bet-
ter performance can be obtained by incorporating the information of
the target into the tweet’s vector representation. In this paper, we thus
propose to embed a novel attention mechanism at the semantic level
in the bi-directional GRU-CNN structure, which is more fine-grained
than the existing token-level attention mechanism. This novel attention
mechanism allows the model to automatically attend to useful seman-
tic features of informative tokens in deciding the target-specific stance,
which further results in a conditional vector representation of the tweet,
with respect to the given target. We evaluate our proposed model on a
recent, widely applied benchmark Stance Detection dataset from Twitter
for the SemEval-2016 Task 6.A. Experimental results demonstrate that
the proposed model substantially outperforms several strong baselines,
which include the state-of-the-art token-level attention mechanism on
bi-directional GRU outputs and the SVM classifier.

Keywords: Target-specific Stance Detection · Text classification ·
Neural network · Attention mechanism

1 Introduction

Target-specific Stance Detection is a problem that can be formulated as fol-
lows: given a tweet X and a target Y , the aim is to classify the stance of X
towards Y into three categories, Favour, None or Against. The target may be a
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person, an organisation, a government policy, a movement, a product, etc. [8].
Target-specific Stance Detection is a different problem from Aspect-level Senti-
ment Analysis [11,15] in the following ways: the same stance can be expressed
through positive, negative or neutral sentiment [9]; the target of interest of the
Stance Detection does not necessarily have to occur in the tweet, as the target-
specific stance can be expressed by mentioning the target implicitly, or by talking
about other relevant targets. Besides typical tweets characteristics, such as being
short and noisy, the main challenge in this task is that the decision made by the
classifier has to be target-specific, whilst having very little contextual informa-
tion or supervision provided. Example training data from the benchmark target-
specific Stance Detection dataset for SemEval-2016 Task 6 [8] can be found in
Table 1. Deep neural networks enable the continuous vector representations of
underlying semantic and syntactic information in natural language texts, and
save researchers the efforts of feature engineering [14,15]. Recently, they have
achieved significant improvements in various natural language processing tasks,
such as Machine Translation [2,3], Question Answering [14], Sentiment Analy-
sis [6,11,15,18], etc. However, applying deep neural networks on target-specific
Stance Detection has not been successful, as their performances have, up to now,
been slightly worse than traditional machine learning algorithms with manual
feature engineering, such as Support Vector Machines (SVM) [8].

Table 1. Examples of target-specific stance detection.

Target Tweet Stance

Donald Trump #DonaldTrump my tell it like it is but his comments
speaks to a prejudice and cold heart

Against

Hillary Clinton I love the smell of Hillary in the morning. It smells like
Republican Victory

Against

Hillary Clinton Just think how many emails Hillary Clinton can delete
with today’s #leapsecond

Against

Climate Change Coldest and wettest summer in memory Favour

In this work, the above challenges are tackled, based on our intuition that
the target information is vital for the Stance Detection, and that the vector
representations for the tweets should be “aware” of the given targets. Since not
all parts in the tweet are equally helpful for the Stance Detection task towards
the specified target, we firstly apply the state-of-the-art token-level attention
mechanism [2]. This allows neural networks to automatically pay more atten-
tion to the tokens that are more relevant to the target and more informative
for detecting the target-specific stance. Importantly, a given token can be inter-
preted differently, according to different targets, and the semantic features in
the token’s vector representation can be of different levels of importance, con-
ditional on the given target. We propose a novel attention mechanism, which
extends the current attention mechanism, from the token level, to the semantic
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level, through a gated structure, whereby the tokens can be encoded adaptively,
according to the target. We compare the models we propose based on the token-
level attention mechanism and the novel semantic-level attention mechanism
with several baselines, on the target-specific Stance Detection dataset for the
SemEval-2016 Task 6.A [8], which is currently the most widely applied dataset
on target-specific Stance Detection in tweets. The experimental results show
that substantial improvements can be achieved on this task, compared with all
previous neural network-based models, by inferencing conditional tweet vector
representations with respect to the given targets; the neural network model with
semantic-level attention also outperforms the SVM algorithm, which achieved
the previous best performance in this task [8]. Additionally, it should be noted
that our results are obtained with a minimum of supervision, with no exter-
nal domain corpus collected to pre-train target-specific word embeddings, and
no extra sentiment information annotated. Moreover, there are no target-specific
configurations or hand-engineered features involved, thus the proposed models can
be easily generalised to other targets, with no additional efforts.

2 Neural Network Models for Target-Specific Stance
Detection in Tweets

In this section, we first describe two baseline models, the bi-directional Gated
Recurrent Unit (biGRU) model, and the model that stacks a Convolutional
Neural Network (CNN) structure on the outputs of the biGRU (biGRU-CNN)
model. We then show how we extend these two baseline models, by incorpo-
rating the target information through token-level and semantic-level attention
mechanisms, obtaining the AT-biGRU model and the AS-biGRU-CNN model,
respectively. Finally, we demonstrate methods to generate the target embed-
ding, and how to obtain the stance detection result based on the tweet vector
representation, as well as other model training details.

2.1 biGRU Model

GRU [3] aims at solving the gradient vanishing or exploding problems, by intro-
ducing a gating mechanism. It adaptively captures dependencies in sequences,
without introducing extra memory cells. GRU maps an input sequence of length
N , [x1, x2, · · · , xN ] into a set of hidden states [h1, h2, · · · , hN ] as follows:

rn = σ(Wrxn + Urhn−1 + br) (1)
zn = σ(Wzxn + Uzhn−1 + bz) (2)

h̃n = tanh(Whxn + Uh(rn � hn−1) + bh) (3)

hn = (1 − zn) � hn−1 + zn � h̃n. (4)

where n ∈ {1, . . . , N}; rn is the reset gate and zn is the update gate; h̃n ∈
R

d1 represents the “candidate” hidden state generated by the GRU; hn ∈ R
d1
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represents the real hidden state generated by the GRU; xn ∈ R
d0 represents

the word embedding vector of a token in the tweet; Wr, Wz, Wh ∈ R
d1×d0 and

Ur, Uz, Uh ∈ R
d1×d1 represent the weight matrices; br, bz, bh ∈ R

d1 represent
the bias terms; σ(·) represents the sigmoid function; � represents the Hadamard
product operation (element-wise multiplication).

To capture the information from both the past and the future sequence, the
bi-directional GRU (biGRU), which processes the sequence in both the forward
and backward directions, has proven to be successful in various applications
[2,18]. In biGRU, the hidden states generated by processing the sequence in
opposite directions are concatenated as the new output: [

−→
h1‖←−

h1,
−→
h2‖←−

h2, · · · ,
−→
hN ‖←−

hN ], where
−→
hn ‖←−

hn ∈ R
2d1 , and the arrow represents the direction of the process-

ing.
In the biGRU model, the final hidden states of the input sequence, when

processing it in opposite directions, are concatenated, to form the vector repre-
sentation of the tweet s:

s =
−→
hN ‖ ←−

h1. (5)

2.2 biGRU-CNN Model

The biGRU model attempts to propagate all the semantic and syntactic infor-
mation in a tweet into two fixed hidden state vectors, which could become a
bottleneck, when there exist some long-distance dependencies in the tweet. In
[14], Recurrent Neural Network (RNN) outputs were fed into a CNN structure,
to generate a vector representation, based on all the hidden states of the RNN,
rather than just the final hidden state. Specifically, a filter wf ∈ R

2kd1 is applied
to k concatenated consecutive hidden states hi:i+k−1 ∈ R

2kd1 to compute ci, one
value in the feature map corresponding to this filter:

ci = f(wT
f hi:i+k−1 + bf ), (6)

where f is the rectified linear unit function and bf ∈ R is a bias term.
A max-pooling operation is further applied over the feature map c =
(c1, c2, · · · , cN−k+1), to capture the most important semantic feature ĉ in each
feature map:

ĉ = max{c}. (7)

ĉ is the feature generated by filter wf . Filters with varying sliding window sizes
k can be applied, to obtain multiple features. The features generated by different
filters are concatenated, to form the vector representation of the tweet s.

2.3 AT-biGRU Model

Whilst they solve specific problems as above, neither the biGRU model nor the
biGRU-CNN model takes into account the target information. However, when
human annotators are asked to label the stance of a tweet towards a given target,
they are likely to keep the information about the target in their mind, and pay
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more attention to the parts relevant to the target. The token-level attention
mechanism, firstly proposed in [2] for Machine Translation, allowed the neural
network to automatically search for tokens of a source sentence that were relevant
to predicting a target word, and mask irrelevant tokens; it released the burden on
RNN in compressing the entire source sentence into a static, fixed representation.
The attention mechanism has been successfully applied in Question Answering
[14], Caption Generation [17], Sentiment Analysis [18], etc.

In this paper, we propose to apply the attention mechanism to the biGRU
model, to enable the model to automatically compute proper alignments in the
tweet, which reflect the importance levels of different tokens in deciding the
tweet’s stance towards the given target, as shown in Fig. 1.

Fig. 1. The AT-biGRU model for target-specific stance detection.

In the AT-biGRU model, the vector representation s of the tweet is calculated
as the weighted sum of the hidden states:

s =
N∑

n=1

αnhn. (8)

In the above equation, the weight αn of each hidden state hn is computed by:

αn =
exp(en)

∑N
n=1 exp(en)

, (9)

where en ∈ R is calculated through a multi-layer perceptron that takes hn and
the target embedding q as input, specifically:

en = att(hn, q) = wT
m(tanh(Wahhn + Waqq + ba)) + bm. (10)
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where Wah ∈ R
2d1×2d1 ; Waq ∈ R

2d1×d2 ; ba, wm ∈ R
2d1 ; bm ∈ R are token-

level attention parameters to optimise. In Sect. 2.5, we explore various ways to
generate the target embedding q ∈ R

d2 , based on the embeddings of the tokens
in the target Y , denoted by y1, y2 ∈ R

d0 . The weight αn can be interpreted as
the degree to which the model attends to token xn in the tweet, while deciding
the stance of the tweet towards the given target.

2.4 AS-biGRU-CNN Model

The model we propose above is an improvement on prior research. However, it
can be further refined, as follows. The AT-biGRU model applies the attention
mechanism at the token level, which enables the model to pay more attention to
the tokens that have contributed to the stance decision towards specified targets.
However, in the AT-biGRU model, the vector representations of the tokens do
not have direct interaction with the vector representation of the target, which
is against the intuition that the target can influence the human annotators’
interpretation of each token. For example, the token ‘email’ in Table 1 implies
an Against stance towards the target “Hillary Clinton”, but has no obvious
influence on stances towards other targets; the token “cold” can either reveal the
user’s Favour stance towards the target “Climate Change is a Real Concern”,
or suggest the user’s Against stance towards the target “Donald Trump”.

Thus, we use a gated structure to extend the current token-level attention
mechanism to a more fine-grained semantic level, by introducing the direct inter-
action between the hidden states and the vector representation of the target. The
gated structure can be embedded into the biGRU-CNN model, which results in
the AS-biGRU-CNN model, as shown in Fig. 2.

In Fig. 2, we introduce the target-specific hidden state h
′
n, to replace the

original hidden state hn generated by biGRU. The target-specific hidden state
is calculated as follows:

h
′
n = an � hn. (11)

The attention vector an ∈ R
2d1 decides which semantic features in each hidden

state are meaningful specifically towards the target, which is calculated through
a gated structure, as follows:

an = σ(Wm(tanh(Wahhn + Waqq + ba)) + bm). (12)

where Wah, Wm ∈ R
2d1×2d1 ; Waq ∈ R

2d1×d2 ; ba, bm ∈ R
2d1 are semantic-level

attention parameters, to optimise in the gated structure. The methods to derive
the target embedding q ∈ R

d2 based on the embeddings of the tokens in the
target Y , denoted by y1, y2 ∈ R

d0 , will be explained in Sect. 2.5. The elements
in the attention vector an can be understood as the degrees to which the model
attends to the semantic features of token xn in the tweet, while deciding the
stance of the tweet towards the given target.
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Fig. 2. The AS-biGRU-CNN model for target-specific stance detection.

2.5 Target Embedding

The models proposed in Sects. 2.3 and 2.4 employ the embedding of the given
target q ∈ R

d2 , derived from the embeddings of the tokens in the given target
y1, y2 ∈ R

d0 . Without loss of generality, here we use a target with two tokens, as
an example. However, the methods can be directly applied on targets with any
number of tokens. To generate target embeddings of the same dimensionality for
the targets with different token numbers, we propose to use a separate biGRU
model, described in Sect. 2.1, with the target token embeddings y1 and y2 as
inputs. For this scenario, the dimensionality of q, denoted by d2 in Sects. 2.3
and 2.4, equals to the dimensionality of the concatenated final hidden states of
the biGRU model, denoted by 2d1. Results of the AT-biGRU model and the AS-
biGRU-CNN model using the biGRU target embedding are reported in Sect. 3.4.
In some aspect-level Sentiment Analysis works, researchers have been using the
average of the aspect token embeddings to encode the aspect [11,15]. We also
use the averaging method as a baseline target encoding approach to derive the
target embedding q, by averaging the target token embeddings y1 and y2. For
this scenario, d2 equals to the dimensionality of the target token embeddings,
denoted by d0. Results of the AT-biGRU model and the AS-biGRU-CNN model
using the averaging target embedding are reported in Sect. 3.5.
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2.6 Model Training

The vector representation of the tweet s is fed as input to a softmax layer, after a
linear transformation step that transforms it into a vector, whose length is equal
to the number of possible stance categories. The outputs of the softmax layer
(denoted by o in Figs. 1 and 2) are the probabilities of the tweet X belonging
to the stance category z, given the target Y , denoted by P (z|X,Y ). The stance
category with the maximum probability is selected as the predicted category, z∗:

z∗ = argmaxz∈zP (z|X,Y ). (13)

All the models are smooth and differentiable, and they can be trained in an
end-to-end manner, with standard back-propagation. We use the cross-entropy
loss as the objective function L(θ), which is defined as follows:

L(θ) = −
∑

X∈X

∑

z∈z

P
′
(z|X,Y ) · log(P (z|X,Y )). (14)

where X is the set of training data; z is the set of stance categories; P
′
(z|X,Y )

denotes the target stance distribution z given X and Y ; θ is the set of parameters.

3 Experimental Results

3.1 Dataset Description

As said, we evaluated the effectiveness of the proposed models on the bench-
mark Stance Detection dataset for the SemEval-2016 Task 6.A [8]. We used
the exact same data as provided to the contestants for this task, with no extra
labelled data [4] or domain corpus [1,9] employed. The benchmark Stance Detec-
tion training dataset contained 2,914 tweets relevant to five targets: “Atheism”
(A), “Climate Change is a Real Concern” (CC), “Feminist Movement” (FM),
“Hillary Clinton” (HC) and “Legalisation of Abortion” (LA). Each tweet was
annotated as Favour, Neither or Against towards one of the five targets. The
benchmark Stance Detection test dataset contained 1,249 tweets, as well as the
interested targets. Detailed statistics about the dataset can be found in Table 2,
where “#” represents the number of tweets, “%F”, “%A” and “%N” represent
the percentages of tweets with Favour, Against and Neither stances towards the
targets, respectively.

3.2 Comparison Models

We compared the proposed models with the two best performing models in
the SemEval-2016 Task 6.A: (1) MITRE [19], which trained separate Long
Short-Term Memory (LSTM) networks with a voting scheme for different
targets—the LSTM networks were pre-trained, by an auxiliary hashtag predic-
tion task on 298,973 self-collected tweets; (2) pkudblab [16], which also trained
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Table 2. Statistics of the benchmark target-specific stance detection dataset.

Target Training Test

# %F %A %N # %F %A %N

A 513 17.9 59.3 22.8 220 14.5 72.7 12.7

CC 395 53.7 3.8 42.5 169 72.8 6.5 20.7

FM 664 31.6 49.4 19.0 285 20.4 64.2 15.4

HC 689 17.1 57.0 25.8 295 15.3 58.3 26.4

LA 653 18.5 54.4 27.1 280 16.4 67.5 16.1

All 2914 25.8 47.9 26.3 1249 24.3 57.3 18.4

separate CNN classifiers for different targets, with a voting scheme employed
both in and out of each epoch, to improve the performance. We also compared
against the SVM classifiers trained on the corresponding training datasets for the
five targets, using word n-grams and character n-grams features, as reported in
[8], representing the previous best performer for this task. Additionally, to illus-
trate the influence of the token-level and semantic-level attention mechanism,
we included the performance comparison between the biGRU model (Sect. 2.1)
and the AT-biGRU model (Sect. 2.3), the biGRU-CNN model (Sect. 2.2) and the
AS-biGRU-CNN model (Sect. 2.4).

3.3 Experimental Settings and Model Configuration

In line with former works, we first trained separate classifiers for different tar-
gets. To obtain a fair comparison, we employed the only evaluation metric in the
SemEval-2016 Task 6.A, which was the macro-average of the F1 scores for the
Favour and Against stance categories. This evaluation metric will be referred to
as “macro-average F1 score” in this paper for simplicity purpose. In the eval-
uation stage of SemEval-2016 Task 6.A, the target information of each tweet
was ignored, in order to measure each team’s overall performance, rather than
performance on each separate target. This was because the training datasets for
different targets had different percentages of tweets with Favour, Against and
Neither stances, as well as different percentages of tweets expressing stances by
mentioning the given target and by mentioning other targets. Thus, this eval-
uation metric can reflect each team’s overall ability in dealing with different
scenarios. It should be noted that even though separate classifiers were trained
for different targets, we used the same configurations for target-specific classi-
fiers, to make sure our proposed models can be easily applied to any other target,
as well as effectively demonstrate the advantages of target-specific tweet vector
representation, by eliminating the effects of target-specific model settings. Vari-
ous methods were applied to avoid overfitting. We performed a standard 5-fold
cross-validation. For each round of cross-validation, we experimentally set the
maximum number of epochs to 50, and located the epoch that achieved the best
performance on the validation dataset. The post-softmax probabilities of the 5
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trained classifiers were averaged, to obtain the probabilities of a tweet in the test
dataset belonging to the three stance categories.

We implemented the proposed models using Theano1 and Keras2.
For comparison fairness, all the neural network-based models in the experi-

ments also used the same hyper-parameters (as illustrated below), which were
selected using grid search on the baseline biGRU model. In the experiments,
all the word embeddings were initialised by the Glove [10] 100-dimensional pre-
trained embeddings on Wikipedia data, i.e., d0 = 100. We applied dropout [13]
with probability 0.2 on the embedding layer. The word embeddings were fine-
tuned during the training process, to capture the stance information. From the
preliminary experiments, we observed that the models that shared the embed-
ding layer between the tweets and the targets performed significantly better than
the models that did not. We chose the dimensionality of hidden states (d1) of
both the GRU encoding the tweet and the GRU encoding the target to be 64,
and the GRU weights are initialised from a uniform distribution U(−ε, ε). Fol-
lowing [5], we added a dropout level of 0.3 between each recurrent connection in
the GRU that encoded the tweets. We further selected the hyper-parameters for
the CNN structure on top of the fixed hyper-parameters of the biGRU model.
Following [6], we used filters of k ∈ {3, 4, 5}, with widths equal to the dimen-
sionality of the outputs of the biGRU, which was 128 in this case. There were
100 filters for each size. To increase the robustness of the models to overfitting,
a dropout level of 0.5 was further applied before the softmax layer.

We used the Adam optimiser [7] for back-propagation with the two momen-
tum parameters set to 0.9 and 0.999, respectively. The mini-batch size was set to
16. The code for the experiments is available at https://github.com/zhouyiwei/
tsd.

3.4 Using the biGRU Target Embedding

The experimental results are shown in Table 3. Besides the evaluation metric
of the SemEval-2016 Task6.A, we also provide the macro-average F1 scores of
different targets, as references. From the comparison between the biGRU model
and the biGRU-CNN model, it can be seen that the CNN structure on top
of the biGRU model can help to generate more compact and abstract vector
representations of the tweets for Stance Detection.

Both neural network-based models that incorporate target information when
generating vector representations for the tweets, i.e., the AT-biGRU and AS-
biGRU-CNN, outperform other neural network-based models that did not, i.e.,
MITRE, pkudblab, biGRU and biGRU-CNN. Specifically, the state-of-the-art
token-level attention mechanism helps to increase the performance of the biGRU
model by 0.32 in the overall macro-average F1 score. The injection of target
information through the proposed semantic-level attention mechanism in the
biGRU-CNN model, which results in the AS-biGRU-CNN model, leads to a

1 http://deeplearning.net/software/theano/.
2 https://keras.io/.

https://github.com/zhouyiwei/tsd
https://github.com/zhouyiwei/tsd
http://deeplearning.net/software/theano/
https://keras.io/
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more significant improvement (1.71) on the basis of the biGRU-CNN model,
which makes it the best performing model among all the neural network-based
models. This demonstrates the effectiveness of attention mechanisms in con-
structing a composite vector representation between the target and contextual
information provided in the tweet. The proposed AS-biGRU-CNN model with
semantic-level attention, however, has stronger capability in modelling the com-
plex interaction between the target and each token in the tweet, and generating
an expressive conditional vector representation of the tweet, with respect to the
target, compared with the AT-biGRU model with the token-level attention.

Moreover, the AS-biGRU-CNN model outperforms the traditional SVM algo-
rithm, with word n-grams and character n-grams features reported in [8] by a
substantial margin, in the absence of feature engineering and target-specific tun-
ing, which justifies the motivation to automatically intensify the features that
are essential to the target, and “dilute” the features that are not.

Table 3. Performance of target-specific stance detection based on the macro-average
F1 score, using separate classifiers.

Model Target Overall

A CC FM HC LA

SVM 65.19 42.35 57.46 58.63 66.42 68.98

MITRE 61.47 41.63 62.09 57.67 57.28 67.82

pkudblab 63.34 52.69 51.33 64.41 61.09 67.33

biGRU 65.26 43.08 56.53 55.60 61.39 67.65

biGRU-CNN 63.42 42.91 58.69 55.11 60.55 67.71

AT-biGRU 62.32 43.89 54.15 57.94 64.05 67.97

AS-biGRU-CNN 66.76 43.40 58.83 57.12 65.45 69.42

3.5 Using the Averaging Target Embedding

In Table 3, we used biGRU to generate the vector representations for the targets.
Additionally, we further experimented with the AT-biGRU and AS-biGRU-CNN
models, using the averaging target embeddings. The overall macro-average F1
score of the AT-biGRU model increases from 67.97 to 68.30, while the macro-
average F1 score of the AS-biGRU-CNN model decreases from 69.42 to 68.35.
One possible explanation could be that a simple averaging approach is insufficient
to capture the semantic meanings of the targets, thus for the biGRU-CNN model,
which has stronger expressive power than the biGRU model in target-specific
Stance Detection, it is helpful to use more flexible target embeddings to perform
complex inference. However, for the AT-biGRU model, the target embeddings
generated by biGRU surpass its capability to learn and generalise. This is also
the reason why stacking the CNN structure on top of the AT-biGRU model cannot
help to improve the performance, as it does in the AS-biGRU-CNN model.
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3.6 Using Combined Classifiers

In the Stance Detection dataset for the SemEval-2016 Task 6.A, the training data
for all the targets were of similar sizes, except for the target “Climate Change is
a Real Concern”. There were only 395 items in its training data and they were
highly biased, with only 3.8% of them coming from the Against category. As a
result of this, all the models in Table 3 cannot achieve a comparable performance
on this target, when compared with other targets. When there was not enough
training data for some targets, or the training data for some targets was highly
biased, it was not possible to guarantee the performance of independent classi-
fiers for these targets. For this case, we hypothesised that a combined classifier of
all the targets can alleviate this problem, through jointly modelling the interac-
tion between the stances and contexts of all the available targets. This way, when
performing Stance Detection on the “Climate Change is a Real Concern” target,
the classifier can employ—or even transfer—the knowledge about the intricate
connection between the stances and contexts learnt from the training data of
other targets. Motivated by this idea, we further trained combined classifiers
based on the proposed models, using all the training data, rather than trained
separate classifiers for different targets. The combined classifiers’ performances
are shown in Table 4.

Table 4. Performance of target-specific stance detection based on the macro-average
F1 score, using combined classifiers.

Model CC Overall

SVM 47.76 62.06

biGRU 54.14 62.82

biGRU-CNN 54.57 62.70

AT-biGRU 55.69 63.36

AS-biGRU-CNN 58.24 67.40

In Table 4, we use the combined SVM classifier reported in [8] as a baseline.
For combined classifiers, richer semantic and syntactic information was needed
in the tweets’ vector representations, as it was necessary to additionally encode
the relatedness and diversity of different targets in stance expressions. This was a
much harder task, as the combined classifier had to employ useful knowledge from
other targets and avoid the impairment of useless information. For this reason, we
continued to employ the biGRU model to generate the target embeddings, which
had stronger expressive power than the averaging method. The difficulty level
of this task is illustrated by the significant diminished overall macro-average F1
score of the SVM combined classifier in Table 4, compared with the overall macro-
average F1 score of the SVM separate classifiers in Table 3. We experimentally
increased the dimensionality of the pre-trained word embedding vectors from
100 to 300, and the dimensionality of the hidden states of GRU from 64 to 256,
to satisfy the above requirements. All the other hyper-parameters were kept the
same, as illustrated in Sect. 3.3.
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From Table 4, it can be observed that for the target “Climate Change is a
Real Concern”, it is helpful for all models to employ the training data from
other targets. Comparatively, combined classifiers using models based on neural
networks achieve much better macro-average F1 scores on this target than the
combined classifiers using the traditional SVM algorithm. This is because the
neural network-based models employed continuous vector representations of
tweets, which allows them to more easily incorporate information from other
domains, compared with the traditional SVM algorithm, which employs sparse
and discrete vector representations, based on feature engineering. The combined
classifier using the proposed AS-biGRU-CNN model yields the best performance
so far on the “Climate Change is a Real Concern” target, which further illus-
trates the model’s strong ability to capture the generality in stance expressions
of different targets. However, the overall performance of the combined classifiers
all decreases. This is because the performances for targets with sufficient train-
ing data can be negatively influenced by the redundant information from other
targets. Nevertheless, the AS-biGRU-CNN model still yields the best overall
performance, using only combined classifiers, which shows the model’s power in
modelling the differences in stance expressions of different targets.

4 Related Work

Very few recent researches attempted to tackle the target-specific Stance Detec-
tion task on tweets, such as [1,4,9,16,19]. [1] focused on predicting the stances
towards targets with no training data provided, which was the SemEval-2016 Task
6.B, a different task to the one studied here. For the problem we tackled in this
work, there was a training dataset for each specified target, to effectively update
the states and memories of the encoders. [4] studied the correlation between
sentiment and stance, and the sentiment labels of the tweets were additionally
needed to train the model. Thus, the settings of both above researches were dif-
ferent from the settings of the SemEval-2016 Task 6.A. [16,19] ignored the target
information while performing classification, whereas our experiments have clearly
proven that the target-specific vector representation of tweets can substantially
boost the performance. [9] relied on feature engineering and large domain cor-
pus, to perform feature selection, which was hard to generalise to other targets;
and the collection of domain corpus additionally added difficulty, because of
the limitations of the Twitter API. The attention-based models proposed in this
work, on the contrary, are fully automatic, with minimum supervision. We did
not collect any extra domain corpus or use any linguistic tools, and no feature
engineering was needed. Since no target-specific configurations are involved, the
proposed models can be directly applied to other targets.

Another track of relevant research is aspect-level Sentiment Analysis on texts
[11,12,15]. In this task, the text to be analysed, or at least part of the text,
focuses on the aspects of interest, by explicitly mentioning the aspects, which
renders the problem of modelling the importance and relatedness of tokens with
respect to the aspects, easier. However, this is not the case for the target-specific
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Stance Detection task. Thus, a deeper integration between the target and the
tweet, and a more complex inference mechanism, are needed, as proposed in our
research.

5 Conclusion

To the best of our knowledge, we are the first ones to effectively apply the
traditional token-level attention mechanism to the problem of target-specific
Stance Detection in tweets, which achieves better performance than other neural
network-based models. Moreover, we propose to use a gated structure on the
basis of the biGRU-CNN model, to embed target information into the tweet’s
vector representation, aiming at introducing the direct semantic interaction
between the target and each token in the tweet, to perform target-specific Stance
Detection. The proposed model employs a semantic-level attention mechanism,
which is more fine-grained than the token-level attention mechanism. The pro-
posed semantic-level attention mechanism searches for certain semantic features
of each token in the tweet, based on the information contribution these seman-
tic features have, in deciding the stance of the tweet, towards the given target.
For the resulting AS-biGRU-CNN model, not only the tweet’s representation
vector, but also the representation vectors of the tokens are target-specific. The
experimental results demonstrates that the proposed model outperforms several
state-of-the-art baselines, in terms of macro-average F1 score, on the benchmark
target-specific Stance Detection dataset of tweets, for both the scenario when
separate classifiers are allowed for different targets and the scenario when only
one combined classifier is allowed. Thus, the AS-biGRU-CNN model has stronger
expressive power, and higher generalising capability, to extract target-specific
knowledge from annotated datasets, to perform target-specific Stance Detection
on tweets. Importantly, unlike previous works on target-specific detection in
tweets, the models employed in this work do not rely on any extra annotation,
domain corpus or feature engineering, and can be easily generalised to other
targets of interest.
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Abstract. Social media platforms like Twitter have become extremely
popular for exchanging information and opinions. The opinions expressed
through Twitter can be exploited by news media sources to obtain user
reactions centered around different news articles. A comprehensive sum-
mary of the user reactions with respect to a news article can be crucial
due to various reasons like: (i) obtaining insights about the diverse opin-
ions of the readers with respect to the news and (ii) understanding the
key aspects that draw the interest of the readers. However extracting the
relevant opinions from tweets is a challenging task due to the enormous
volume of contents generated and difference in vocabulary of social media
contents from the published article. Existing supervised learning based
techniques yield poor accuracy due to unavailability of sufficient train-
ing data and large heterogeneity in the features of various news articles,
while the unsupervised techniques fail to handle the noise and diversity
of the tweets.

In this paper, we propose a network community based unsupervised
approach that effectively handles the problem of noise and diversity in
tweet feeds to capture the relevant and the diverse opinions with respect
to a news article. Using a combined metric that considers both relevance
and diversity, we show that our proposed approach produces 16–25%
improvement over existing schemes. Results based on human annota-
tions also validate the effectiveness of the extracted summary tweets
with respect to specific news articles.

Keywords: Tweet summarization · Summarization · Twitter · News
articles · Relevance · Diversity

1 Introduction

The popularity of Twitter as a news media platform encourages a large fraction
of the news readers to post tweets on news articles so that the same can be
widely discussed by a large user base [1]. A comprehensive summary of the
users’ opinions extracted from these tweets would help the readers to obtain
an insight of the larger debate centered around a news published in the article
c© Springer International Publishing AG 2017
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and at the same time it would also help the news agencies to understand the
key aspects that are likely to draw the interest of the readers. However, the
summary must be relevant to the news article and at the same time it should
represent a holistic view (diverse in nature) of the users’ opinions. Ensuring above
phenomenon in summary is a fundamentally challenging job. These challenges
need to be collectively addressed, otherwise, would yield poor accuracy due to
propagation of errors occurring at each step of the process.

Extracting relevant tweets based on keyword similarity is not effective
because of the large difference in vocabularies of the news articles and the corre-
sponding tweets [2]. There are few supervised learning approaches that mainly
dealt with the problem of extracting relevant tweets for specific news articles.
Like recent works in [2–4] have proposed mechanisms for mapping tweets to
articles using supervised learning approaches based on language as well as topic
models. Further, certain tweet specific features like presence of hashtags and
user mentions, language independent features like non-lexical markers as well as
lexical features like presence of question words and sentiment words have also
been used in classification. However, the major drawback of such supervised clas-
sification approaches is the requirement of large manually annotated dataset to
train the classifiers. Moreover, annotation is also error-prone as inconsistencies
may arise depending upon the perception and knowledge of the annotators.

On the other hand, unsupervised summarization techniques like LexRank [5]
and Latent Semantic Analysis (LSA) [6] that are based on keyword frequency
works well for multi-document summarization but are inefficient for summarizing
opinion tweets with respect to specific news articles. This is primarily because,
in contrast to text documents, tweets are inherently noisy with low word count
and high variance in word frequencies. Further they also feature high redundancy
(high number of similar tweets) as well as large diversity in the vocabulary. These
existing techniques are not suitable to handle these features and hence fail to
capture the diverse opinions in the tweet summary. Hence to produce an effective
tweet summary, techniques must be developed for extracting tweets with respect
to news articles that satisfy the following objectives:

1. Relevance: The tweets generated in the summary must reflect relevant opin-
ions or feelings of the readers with respect to the news article. They should
not be mere facts or quotes from the news article. Metric related to relevance
is introduced shortly.

2. Diversity: The tweets generated should capture the diverse opinions of the
readers and should not be similar in nature. Metric related to diversity is
introduced shortly.

In this paper we propose an unsupervised approach for summarizing diverse
opinion tweets related to specific news articles that satisfy both the above stated
criteria. To handle word diversity and vocabulary gap of the tweets (with respect
to the news article), the relevant tweets are captured by considering both the
keyword similarity with respect to the news article as well as contextual sim-
ilarity captured by features like presence of relevant co-occurring hashtags.
Subsequently, a weighted tweet network is formed by linking relevant tweets
based on their relative keyword similarity as well as relevance of those words
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with the published article. Finally, to capture the diverse opinions, we group
tweets by applying a community identification algorithm on the weighted tweet
network. Communities and the representative tweets from those communities
are selected for summary based on certain relevance and diversity metrics. Vali-
dation on empirical data set of around 800 articles shows that tweets extracted
using our proposed approach are not only relevant with respect to the news
article but maintains high diversity as compared to tweets extracted by using
existing approaches like LexRank and LSA.

The organization of the paper is as follows: We discuss the related works in
Sect. 2. In Sect. 3, we present a formal definition of the problem, a brief descrip-
tion of certain preliminary approaches that we use along with an overview of
the dataset that we use for our experiments. In Sect. 4, we detail our proposed
approach. We discuss the experiments and observations in Sect. 5 and finally
conclude our study in Sect. 6.

2 Related Works

There is a plethora of available research related to the various aspects of our
proposed work like (i) extracting relevant posts (ii) summarization and (iii)
opinion mining. A few of these works are highlighted next.

Extracting Relevant Posts: Although features like word similarity [7,8] can
extract blogs relevant to news articles, it fails in micro-blogs like Twitter due to
the vocabulary difference between tweets and the original news article [2].

Krestel et al. [4] extracted relevant and diverse tweets corresponding to news
articles by applying language modeling, topic modeling and logistic regression
on a set of tweets with either specific seed hashtags like obama, snowden, merkel
or hashtags co-occurring with these hashtags. However, our experiments indicate
that topic models or language models fail to derive relevant information when
each tweet is treated as a document. Certain works attempt to extract relevant
tweets through a search process starting from the tweets containing the URL
of the article [9] or the hashtags specific to the news [10] but these systems fail
to capture many tweets that are relevant to the news article. In [11] Cao et
al. generated relevant comments for Chinese news by mining micro-blog posts.
However, the authors did not consider diversity of the comments while selecting
them.

Unsupervised topic modeling techniques like Latent Dirichlet Allocation [12]
fail to extract topics from tweets due to inherent noise present in tweets [13].
Mehrotra et al. [14] pools all tweets of a hashtag in a document which improves
the performance over the existing topic modeling techniques in Twitter. Tweet-
Motif [15] follows an unsupervised approach to cluster messages by considering
hashtags as an approximate indicator of tweet topics. However, our observations
indicate that neither keywords (as used in topic model based techniques) nor
hashtags can independently represent a news item uniquely. Tweets related to a
specific news article may include several hashtags of different news events and
several news articles covering different news may be mapped to same hashtag
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set. Thus, extraction of specific and appropriate hashtag set for a particular
news article requires both content similarity with the specific news article and
contextual similarity with the news tweets (i.e. mostly quotes from the news
article.)

Summarization: Public opinion to a news article covers multiple facets; thus
the extracted relevant comment tweets should be summarized in a way to provide
a holistic view of the opinions.

Document summarization techniques like LexRank and LSA have also been
applied for summarizing tweets. In LexRank, sentences are linked based on their
keyword similarities, thus forming a weighted network. Subsequently, a sentence
is selected into the summary based on the importance of it’s constituent key-
words and it’s connections to other important sentences. However, this algorithm
fails in summarizing opinion tweets that are highly redundant and have large
diversity in the vocabulary. LSA uses singular value decomposition on the term
sentence matrix to derive a set of concepts and further select representative sen-
tences from different concepts to maintain diversity in the summary. However,
the major problem in applying LSA for summarizing news-specific tweets is the
large variance in the frequency of the terms in the term-sentence matrix.

For multi-tweet summarization, researchers have proposed using both con-
textual features of the tweets as well as social influence of the users to extract
predetermined length summary tweets of certain events [16,17]. Entity based
summarization [18] algorithms use affinity propagation algorithm to group rel-
evant hashtags into coherent topics and further summarize tweets from these
groups into most relevant, insightful and diverse opinions of an entity. However,
unlike the single dimensional search space of an entity the search space of news
specific tweets is inherently multi-dimensional that is difficult to explore.

Opinion Mining: Opinion mining is a process of extracting and summarizing
important opinions about a particular product or entity [19]. Previous works
accurately identify the semantic orientations [20], syntactic relations [21] and
sentiments [22–24] between opinion words and target to provide a holistic view of
the existent expressions. Recent studies have also been made to extract relevant
comment tweets (expressing opinions on news articles) specific to an article using
supervised learning approaches [3]. However, creating such a universal dataset
for all kind of news articles is difficult. Further, a common set of features might
not be able to model the variance in characteristics of the comment tweets which
differs across the entities involved and the region.

We next provide a formal definition of the problem and outline our approach
with respect to the drawbacks in existing mechanisms.

3 Problem Definition and Preliminaries

In this section, we initially present a formal description of the problem. Subse-
quently, we provide a brief overview of the proposed approach to address the
problem.
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3.1 Problem Definition

Given a news article N , let T = {t1, t2, · · · } be the set of opinion tweets relevant
to N . The objective is to select at most n tweets in our final summary (On) in
such a way that it maximizes both the pairwise diversity of the tweets selected
and relevance of the selected tweets with the news article. Further, we can impose
additional constraints on the minimum value of the total relevance score (say
Rmin) of the selected tweets in On. We can thus formally define the problem as:

f = arg max(αDiv(O) +
(1 − α)Sim(O, T − O)) O ⊆ T , α ∈ [0, 1] (1)

subject to Rel(N , O) ≥ Rmin

||O|| ≤ n,

where Div(O) is a function representing the pairwise diversity of the tweets in
subset O and Sim(O, T − O)) represents the similarity score of the tweets in O
with respect to the tweets not selected in O (i.e. T − O). The similarity func-
tion ensures that the representative tweets in the summary captures the holistic
opinions expressed through the tweets. The objective is to select a subset O such
that f is maximized subject to the relevance of selected tweets with news article
(represented as Rel(N , O)) and size constraints. On is that subset O for which f
is maximized. Since the problem defined is a 0–1 Integer Programming Problem
which is known to be NP-complete [25], existing methods of summarization are
mainly approximation to the optimality problem. However, the major challenge
for any summarization technique is to handle the redundancy of the tweets. The
large diversity of the tweet vocabulary as well as the noise further adds to the
complexity in tweet summarization.

3.2 Outline of the Proposed Approach

We address these issues in the proposed approach by initially finding the set of
relevant opinion tweets for a news article based on their keyword similarity as well
as their contextual similarity. Subsequently, we create a weighted network of the
relevant tweets, where the weight is determined based on the keyword similarity
in tweets and relevance of those overlapping keywords with the news article.
The tweet network is analyzed further to identify the different closely connected
tweets (communities), while each community represents a set of similar opinions.
We then sample representative tweets from each of these communities using a
maximum marginal relevance measure that satisfy the relevance constraint and
also ensures relative diversity among the selected tweets, thus satisfying Eq. 1.
The steps of our proposed approach are highlighted in Fig. 1. Steps are described
in more detail in Sect. 4, where we describe our proposed approach.

3.3 Dataset

The dataset consists of both news articles as well as tweet sets.
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News Article Dataset: We have considered only major (front page) political
news from New York Post . We have crawled 800 articles for 2 months duration
starting from 1st July, 2016 to 31st August, 2016.

Twitter Dataset: Twitter allows free access to approximately 1% random
tweets using the Streaming API. We have used this API to crawl the tweets
for 2 months duration starting from 1st July, 2016 to 31st August, 2016. We
collected around 2.1 billion tweets with 77 million hashtags and 36 million unique
users.

3.4 Preprocessing

We next highlight the major steps of preprocessing followed for both the articles
as well as the tweets.

Preprocessing of Articles. We initially extract the nouns and verbs (that are
important to differentiate articles with similar entities) from the headline and
the body of every article, using the POS tagger of the NLTK toolkit. These key-
words are further ranked by their tf-idf score computed based on the documents
published in the same day. We then select the top 10 keywords of every article
as its representative keywords [26].

Preprocessing of Tweets. The raw tweets collected are inherently noisy and
hence needs to be cleaned for further analysis. We briefly outline the preprocess-
ing steps that we perform on the tweets and then describe the extraction of
related tweets of an article.

Types of Tweet: Based on the nature of tweet contents with respect to a
specific news article, we categorize tweets into 3 different types. We provide one
example of each type using tweets related to the news article entitled Newly
released Clinton emails show favors for foundation donors published in New
York Post on 22nd August, 2016.

Definition 1. News Tweet is a tweet with no sentiment polarity that states
a fact specific to the news article or to a related news. Most often these are
direct quotes, for example, the tweet, new emails show Clinton foundation sought
access to state department on donors behalf is a news tweet based on the above
mentioned article.

Definition 2. Opinion Tweet is a tweet that represents an opinion regarding a
news article and has some associated sentiment polarity. For example, the tweet
Hillary Clinton is guilty of sin, is a traitor to our country, and is unfit to be
president indicates a negative sentiment related to the same article.

Definition 3. Irrelevant Tweet is a tweet that does not provide any relevant
information with respect to the news article. For example, the tweet rt twitter
users call out pbs for using stock footage of dc fireworks show is not related to
this article.
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As the definition of the different types of tweets suggest, each type of tweet
highlights different kind of information in relation to an article. We are only
interested in the opinion tweets with respect to a news article because it captures
the reaction of readers. We identify an opinion tweet by it’s sentiment score
that we calculate using Vader Sentiment Analyzer [27]. The steps of further
preprocessing used to filter out the opinion tweets with respect to a news article
is described next.

1. Keyword Extraction. We remove the duplicate tweets and subsequently
remove user mentions, retweet tags and URLs as well as the stop words from
the tweet text. From the remaining words, we extract nouns and verbs using
a POS tagger that forms the representative keywords of the tweet.

2. Seed Tweet Set Creation. We create an initial seed tweet set of an article that
includes tweets having maximum keyword overlap with the article’s represen-
tative keywords. The seed tweets are used to extract a set of most frequent
hashtags(seed hashtags) that are present in the seed tweets set and the co-
occurring hashtags, that appear in more than a threshold percentage of tweets
of any seed hashtag. The collective set of seed as well as co-occurring hashtags
is termed as a related hashtag set of the article.

3. Extended Tweet Set. We extend the seed tweet set by including relevant opin-
ion tweets that have at least one of the related hashtags or one level of indi-
rection in word overlap. Due to short length of tweets and vocabulary gap, we
might not find direct word overlap of tweets with news article. However, with
high probability we can find word overlap of such tweets with other tweets
which does have direct word overlap with news. This step helps us to extend
our relevant tweet set as well as to get rid off irrelevant tweets.

We next discuss our proposed approach that is applied on the filtered tweets.

Fig. 1. Block diagram representing the proposed approach

4 Proposed Approach

In this section, we detail our methodology to extract relevant and diverse opinion
tweets specific to the targeted article. We first describe the steps for creating a
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tweet network from the extended opinion tweet set and identifying the different
communities in the network. Subsequently, we highlight the method of selecting
the summary of opinion tweets from these communities.

4.1 Tweet Network Formation and Community Identification

We consider extended tweet pool for forming network and community analysis.

Tweet Network Formation: To form the tweet network, we consider every
tweet as a node. Two nodes are connected by an edge if the edge weight between
them exceeds a predefined threshold. Edge weight is computed based on a para-
meter that we term as significance score. Significance score of a keyword rep-
resents the importance (based on tf-idf) of a keyword with respect to the news
article. If any keyword, say w, belongs to the representative keywords of the
article then its significance score is the relative importance of w with respect to
the least important keywords in representative keyword set, otherwise it is 1.

S(w) =
tf-idf(w)

min(tf-idf(u) : ∀u ∈ K)
if w ∈ K

= 1 otherwise (2)

The weight Wij of the edge connecting nodes i and j is calculated as the sum of
the significance score of intersecting keywords of the two tweet nodes, normalized
by the total significance score of all the unique keywords. Thus if Ki and Kj

represent the keywords in nodes i and j respectively, then

Wij =
∑

k S(k)
∑

l S(l)
k ∈ Ki ∩ Kj , l ∈ Ki ∪ Kj (3)

The edge weight between two tweet nodes will be high if they have significant
keyword overlap; however if the non-overlapping keywords have high significance
score (implying tweets carry different opinions and should be part of different
communities), then the edge weights will be significantly lower.

Extracting Tweet Communities: The communities in a weighted network
are identified by logically partitioning the network into groups of nodes where
the nodes within a partition are highly interconnected as compared to inter-
connections across the partitions. The quality of partitioning is measured by a
term called modularity that compares the actual weight of the edge between two
nodes within a community to the possible weight in a scenario if the connections
between them were purely random.

By identifying the communities in the network, the group of tweets repre-
senting a similar class of opinions are identified, whereas each group represents a
different opinion class. We show later in Sect. 5, partitioning of tweets into com-
munities tends to make the frequency of keywords uniform with less diversity.
This eases the process of selecting representative tweets from the community
for summarization. We next discuss the steps taken to extract the final set of
representative summary tweets.
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4.2 Extracting Final Summary of Relevant and Diverse Tweets

We describe the steps followed to extract the final summary of relevant and
diverse tweets based on the identified communities in the tweet network.

Ranking Communities Based on Relevance: For each community detected
using the Louvain algorithm, we initially compute a community relevance score
(CommRel) based on the cosine similarity of the top ten keywords of a commu-
nity (the highest frequency keywords in all tweets of the community) and that
of the top ten keywords of the seed tweets. We consider a community as relevant
to the news article if the CommRel value is above a predefined threshold. The
irrelevant communities are discarded and not used for further consideration.

Selecting a Diverse Tweet Set from Relevant Communities: After
filtering out the irrelevant communities, we select a diverse set of tweets from
relevant communities. The final summary tweets are selected from each rele-
vant community Cj such that maximum marginal relevance [28] is achieved.
Maximum marginal relevance ensures selection of such tweets which are highly
relevant with seed tweet set, however, having minimum similarity with already
selected tweet set.

MMRS = maxTi∈Cj
[βSim(Ktweet,Kseed) − (1 − β)Sim(Ktweet,Kselected)] (4)

where, 0 < β < 1, Ti are the tweets of the relevant community Cj and
Sim(Ka,Kb) denotes the similarity of two keyword sets Ka and Kb. Finally,
we merge the summaries from all the communities to get the aggregated sum-
mary. We next highlight the evaluation technique to observe the efficiency of the
proposed method and the observed experimental results.

5 Results and Discussion

In this section, we initially describe the performance metrics and the existing
summarization approaches and then compare the performance of the proposed
approach with the existing summarization algorithms like LSA and LexRank.
Further, we also perform a manual annotation of the extracted tweets to validate
the accuracy of the proposed relevance measure. Finally, the specificity of the
extracted tweets with respect to the news article is observed using a case study.

5.1 Performance Metrics

We use four different performance metrics to evaluate the quality of the summary
(tweet sets).

Mean Relevance Score: The relevance score of a tweet with respect to an
article is defined by the cosine similarity of the tweet keywords with the repre-
sentative set of words of the news article. If ai and bi denotes the frequency of
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ith term in two documents a and b respectively, then the cosine similarity Sab of
the two documents will be represented as

Sab =
∑

i aibi
√∑

j a2
j

√∑
j b2j

(5)

A value near to 1 indicates high similarity between a and b. If T represents
a tweet set and Sid denotes the relevance score (cosine similarity) of the ith

tweet and the news article d then the mean relevance score, R̄T , is given as
R̄T =

∑k
i=1 Sid

k , where k denotes the total number of tweets in T .

Mean Diversity Score: We calculate diversity score of tweets based on two
different similarity measures.

1. Cosine Similarity: If Sij denotes the cosine similarity (as mentioned in Eq. 5)
of the ith and jth tweets in T , then the mean diversity score, DT , of the set
T is given as DT =

∑
i,j(1−Sij)

m , where m denotes the total number of tweet
pairs in T .

2. Jensen Shannon Divergence: Jensen-Shannon (JS) divergence [29] provides
a measure of similarity between two probability distributions. It’s based on
Kullback–Leibler (KL) divergence. For two discrete probability distributions
P and Q of the keywords in two tweets, the JS divergence of P and Q is given
as

JSD(P ||Q) =
1
2
DKL(P ||M) +

1
2
DKL(Q||M), (6)

where M = 1
2 (P + Q) and DKL(P ||Q) is the KL divergence from Q to P is

defined as

DKL(P ||Q) =
∑

i

P (i)log
P (i)
Q(i)

, (7)

and represents the information gain achieved in using P instead of Q. If Jij

denotes the Jensen Shannon divergence of the ith and jth tweets in T , then
the mean diversity score, DT , of the set T is given as DT =

∑
i,j(Jij)

m , where
m denotes the total number of tweet pairs in T . Both the divergence scores
vary between 0 (lowest diversity) and 1 (highest diversity).

As tweets are highly redundant and often contains duplicate information, sum-
mary tweets of a news article must ensure both relevance (i.e., coherence to
the main article) as well as diversity (i.e., different from each other). Thus, we
devised the following metrics to measure the quality of summary of any article.

1. Coverage: Coverage, CT , of the tweet set T with respect to a news article by
a weighted sum of it’s mean relevance score (R̄T ) and mean diversity score,
DT , i.e., CT = αRT +(1−α)DT , where 0 < α < 1. We select α as 0.5 to give
equal importance to both relevance and diversity.
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Though high coverage indicates a good quality summary, however, which
factor (relevance or divergence) is contributing how much is not clear from
coverage.

2. Diversity-Relevance Balance Factor: It is to understand how balanced rele-
vance and divergence are and computed as ST = min(RT ,DT )

max(RT ,DT ) . A higher score
ensures uniformity in both mean relevance score and mean diversity score
which is the objective of summarization.

Comparison with Existing Techniques. We compare our proposed method
with the existing techniques of summarization. Each of these approaches are
described as follows:

1. LexRank: LexRank is one of the most popular document summarization algo-
rithms that selects representative sentences from a document by their page
rank values. We apply LexRank to summarize the extracted opinion tweets
of a news article.

2. LSA: Latent Semantic Allocation produces the underlying concepts from doc-
uments by analyzing the existent term relationship in that document and
further select sentences from each concept thus representing the whole doc-
ument. We apply LSA on the extracted opinion tweets of a news article to
give a summary of the major opinions of the article.

5.2 Results

In this section, we compare the performance of the proposed approach with all
existing methods described above.

Comparing Performance Metrics. Initially, for every article, we compute
the mean relevance score, mean diversity score, diversity-relevance balance factor
and the coverage of the summary tweets extracted using the proposed approach
and the existing methods. We then calculate the minimum, first quartile, average,
third quartile and maximum of both the coverage score and diversity-relevance
balance factor score of all these articles to compare the results of different algo-
rithms.

Figure 2 highlights the performance of the proposed and existing approaches
in terms of the different metrics and summarization techniques. Figure 2(a) and
(b) shows the performance when Jensen-Shannon diversity score (first three)
and cosine diversity score (last three) is used for summarization. Results shown
in Fig. 2(a) indicate that the Proposed approach ensures better balance factor
compared to existing methodologies. While Fig. 2(b) ensures that the proposed
method also maintains better coverage score. The final coverage score of the
proposed approach shows improvement up to 25% and 16% with respect to
LexRank and LSA respectively.
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Fig. 2. (a) Shows diversity-relevance balance factor and (b) shows coverage score.

Table 1. Fraction of articles for which final extracted tweet sets are marked as relevant
or irrelevant based on manual annotation as well as mean relevance score. X= manual
annotation based and Y= mean relevance score based

Y

Relevant Irrelevant

X Relevant 0.798 0.028

Irrelevant 0.09 0.082

Summary Match= 89% Mismatch= 11%

Comparison Using Manual Annotation. To evaluate the accuracy of the
proposed relevance measure, we also verified the relevance of the final extracted
tweets manually. To validate our results, we generated the final extracted tweets
of a random 200 news articles. We provided the set of final tweets and the corre-
sponding articles to the three manual annotators (who does not have knowledge
about the details of our algorithm). Each of them annotated all the articles.
An annotator marked the tweet relevant or irrelevant based on his knowledge
of the article. We strongly encouraged them to try their best to understand
the comment before labeling (as tweets are sometimes confusing with informal
expressions and sarcasms). To compute inter-annotator agreement, we took the
majority of the three for the set of tweets for an article. The final extracted tweet
set was classified as relevant to the news article, if a threshold percentage (90%)
of its total tweet set was marked as relevant by the majority of the manual anno-
tator. For comparison, we also classify the final extracted tweet set as relevant
based on the mean relevance score, if the value is greater than threshold (0.26).
We summarize in Table 1, the fraction of articles for which the final extracted
tweets are classified as relevant or irrelevant using both the techniques. We had
repeated the same experiment thrice for different random set of 200 news arti-
cles. It can be observed that for 89% of the total articles, the classification made
using both the approaches match, thus highlighting the accuracy of the proposed
relevance measure.
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Fig. 3. Comparing the normalized word frequency (Y axis) of all the words (X axis) in
relevant tweets with respect to six articles and the corresponding communities. Number
of articles considered is 200.

Effectiveness of Communities. If we rank words in selected relevant tweet set
in terms of importance computed based on word frequency (normalized respect
to the highest frequency), then we find very small number of words are very
important. These words may be related to main theme, however, a summariza-
tion based on this importance would lose diversity. However, when we group sim-
ilar tweets using community analysis and do the same experiment (normalized
frequency separately in each community) there would be important keywords in
every community and this would help to select a diverse set of tweets in final
summary. Effects of normalization is shown in Fig. 3.

Specificity of the Tweets to News Article. To establish that proposed
approach is capable of extracting tweets specific to news article we do the fol-
lowing case study. We considered four related articles published in the same day.
We show that tweets extracted using the proposed approach are relevant to the
corresponding article while it is irrelevant when compared with other articles. In
Table 2 we show the mean relevance score of extracted tweets of different news
articles related to the same news event, Dallas Shooting. As can be observed,
the mean relevance scores at the diagonals are much higher than the rest of
the values indicating high specificity of the extracted tweets with respect to the
corresponding news article.

Table 2. Mean relevance score of extracted tweet set against different articles related
to Dallas Shooting. A value in cell ij indicates the mean relevance score of article
number i with the tweets extracted for article number j

Article titles Extracted tweet set for articles

1 2 3 4

1. Dallas cop killed in attack survived three tours in Iraq 0.28 0.04 0.1 0.1

2. Trump, Clinton postpone campaign events after Dallas attacks 0 0.28 0 0

3. Dallas PD first to use a robot to kill suspect 0.175 0.04 0.43 0.09

4. Arsenal found in Dallas sniper’s suburban home 0.04 0.04 0.2 0.608



46 R. Chakraborty et al.

6 Conclusion

In this paper, we have proposed an unsupervised approach to summarize users’
opinion on a specific news article. Proposed mechanism also ensures presence of
diverse and relevant views in final summary. It can effectively handle the issues
like large vocabulary gap and diversity of the tweets with respect to specific
news articles while existing summarization techniques like LexRank and LSA
fail to do so. We have introduced coverage and balance factor as metrics that
capture both the relevance and diversity of the summary tweet sets with respect
to an article. The summary tweets extracted using our proposed approach have
very high coverage as compared to existing summarization approaches. Result
shows that our proposed approach produces 16–25% improvement over existing
schemes. Further it is also observed that even in the presence of several related
news articles and their corresponding tweets, our approach can easily identify
the tweets that are relevant and specific to the targeted news article. Although
the proposed method has been verified on political news stories, however, it
can also be used for extracting summary tweets for other news categories as
well. The accuracy of the proposed method can possibly be improved further
by exploring techniques that establishes the contextual relationship among the
keywords extracted from the articles and tweets.
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Nacéra Bennacer, Francesca Bugiotti(B), Moditha Hewasinghage,
Suela Isaj, and Gianluca Quercini
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Abstract. Twitter is a social network that provides a powerful source
of data. The analysis of those data offers many challenges among those
stands out the opportunity to find the reputation of a product, of a per-
son, or of any other entity of interest. Several tools for sentiment analysis
have been built in order to calculate the general opinion of an entity using
a static analysis of the sentiments expressed in tweets. However, entities
are not static; they collaborate with other entities and get involved in
events. A simple aggregation of sentiments is then not sufficient to rep-
resent this dynamism. In this paper, we present a new approach that
identifies the reputation of an entity on the basis of the set of events
it is involved into by providing a transparent and self explanatory way
for interpreting reputation. In order to perform this analysis we define
a new sampling method based on a tweet weighting to retrieve relevant
information. In our experiments we show that the 90% of the reputation
of the entity originates from the events it is involved into, especially in
the case of entities that represent public figures.

Keywords: Reputation · Frequent itemsets · Sampling · Opinion
mining

1 Introduction

Twitter is one of the most popular social media platforms. A user of Twitter can
follow any other user in the social network and the higher number of followers
he has, the more reachability his tweets have. Twitter also has mechanism to
spread information by means of retweets and favorites. The more retweets and
the more favorites a tweet gets, the more it spreads, as it gets more audience.

Given that any kind of information can be posted and shared, it is possible to
filter out tweets related to people, products, organizations or any other entity of
interest. Data crawling depends on the APIs provided by Twitter and retrieving
relevant data is a challenge, due to the noise. The opinion about an entity held
by the public is widely known as reputation. Natural language processing tools
are quite efficient for extracting sentiments expressed in a single tweet and the
c© Springer International Publishing AG 2017
A. Bouguettaya et al. (Eds.): WISE 2017, Part I, LNCS 10569, pp. 49–56, 2017.
DOI: 10.1007/978-3-319-68783-4 4
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overall reputation of the entity can be only calculated by a simple sum of the
sentiments of the individual tweets it is involved into.

However entities are characterized by their dynamism: they collaborate and
create events. Public figures offer the typical example of reputation influenced
by events. In this paper we show how the reputation of a person or a product
can be construct as a combination of the events it is involved into. In our exper-
iments show that 90% of the reputation of an entity comes from these events.
We also propose a sampling method that is based on the retweets, the number of
followers, and the favorites. We finally show that the weighted sample technique
yields richer information and it is able to discover more events.

The remainder of the paper is organized as follows: in Sect. 2 we discuss the
related work, we provide a detailed description of our approach in Sect. 3, we
present our experimental results in Sect. 4 and we conclude in Sect. 5.

2 Related Work

Twitter has been used broadly for gathering information about an entity of
interest. Finding the attitude (positive, negative, or neutral) towards a topic is
known as sentiment analysis. Most of contribution in the field focuses in find-
ing sentiments in the tweet-level [1,4,10], some of them suggest aggregating the
sentiments as a simple sum [12,15,16], while the problem of the reputation of
an entity has not been specifically addressed. Moreover, the usage of emoti-
cons contributes to the sentiment [11]. In [10] they have used Internet specific
acronyms, emoticons, and domain specific text processing to successfully detect
the sentiments.

Machine learning techniques prove to be effective with sentiment analysis
[15,17]. In order to augment the accuracy of the classifier, Semantic Sentiment
Analysis is used in [13]. Emoticons, repeated letters or acronyms have been used
in [3]. Domain-dependent sentiment analysis has been studied in [18] and the
effect of hashtags in assigning sentiment scores to tweets in [16]. Sentistrength
has been developed using emoticons, repeated letters, phrasal verbs and every-
day expressions, exclamation marks and repeated punctuation and it shows a
higher accuracy compared to several other learning methods [14]. [5] uses pattern
discovery and mining of comparative sentences inside blogs, forums, and product
reviews. [12] uses a different approach where the entities are further classified
into topics and the overall opinion is summarized on the different topics.

3 Approach

In order to extract reputation of people and products from Twitter, we describe
the dataset in terms of the set of Named Entities that are defined in it. As first
step we select an entity of interest and we collect data related to this entity by
querying Twitter. As second step we enrich the information in the tweets using a
sampling technique. On top of the sampled data, as third step, we apply frequent
itemset mining technique to extract the Frequent Named Entities related to the
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entity of interest E. As final step, we extract the reputation of the entity E
analyzing the collaboration of this entity with the other related entities.

Our goal is to interpret the reputation of an entity E, having as input the
Twitter data, and as output defined in Eq. 1 the reputation of an entity E as a
collection of reputations of the events it is involved:

R = {(ik, Rk)|1 ≤ k ≤ n} (1)

where ik is a frequent set of ei and Rk is their reputation.

3.1 Weighted Sampling

The common problem that has been widely addressed is the data extraction.
Twitter has provided a REST API1 which allows running queries against the
data to retrieve a sample of the actual content in Twitter. Retrieving tweets
related to a specific entity is done by querying Twitter with a keyword. However
this does not guarantee the relevance of the information. The most important
question that we should pose is: “Do we went a statistically representative sam-
ple that aligns with the real large Twitter dataset or do we want a filtered sample
that focuses on the relevant tweets?”. Several papers have contributed to find a
statistically representative sample [6,8], while others highlight focused on crawl-
ing ([9]) or Expert Sampling ([7]). Inspired by the latest work, we consider three
main parameters that influence the quality of the tweet: the number of times the
tweet is retweeted, the favorite count of the tweet, and the number of followers
of the user that has tweeted.

We sample the tweets according to these parameters. All the tweets are
ranked taking into account: the number of retweets, the favorite count and the
number of followers of the user. Then, a weight (wi) is assigned to tweet ti that
comes from the average of all three rankings. We sample tweets according to
their weight; we generate a random number (�) of each ti, if wi > � than the
tweet is selected to the weighted sample.

3.2 Reputation of Frequent Named Entities

The weighted sample S will be used in order to find the reputation of the entity,
aided from the frequent entities in S. Named entities (NE) carry valuable infor-
mation as they represent people, location, time, and monetary values. Consid-
ering ti as a transaction containing a set of entities ei as items, in addition to
the traditional concepts of [2]: we consider a Frequent Named Entity (FNE) as
a set of ei that is maximal for a predefined support s in S. A FNE describes an
event, which is usually associated by a reputation.

In this context the reputation of ei, derived from S of k tweets will be the
ratio between the sum of all positive sentiments and the negative sentiments. The
sum of all underlying positive sentiments of tweets, as well as the sum of the

1 https://dev.twitter.com/rest/public.

https://dev.twitter.com/rest/public
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negative ones can be transformed into normalized proportions that indicate the
reputation of an entity (

∑k
i=1 posk∑k

i=1 posk+
∑k

i=1 negk
,

∑k
i=1 negk∑k

i=1 posk+
∑k

i=1 negk
). We propose

finding FNEs and interpret the reputation of the entity of interest by the FNEs
and their reputation. This approach is described in Algorithm 1. We intend to
find the tweets that contain the FNEs and aggregate their sentiment (line 5, 6
and 7). In this way, the reputation of an entity can be explored analyzing its
relations with other entities. This procedure is transparent to the user.

Algorithm 1. Calculating aggregated reputation of the FNEs

Input: A collection of tweets from S with
their sentiment and set of entities
{< ti, Ei, posi, negi >} where Ei ←⋃n

j=1, ej∃heij ,
A set of FNEs < ik > explored in S
list

Output: Reputation R expressed as com-
bination of {(ik, Rk)|1 ≤ k ≤ n}

1: for each FNE ik do
2: posk ← 0
3: negk ← 0

4: for each < ti, Ei, posi, negi > do
5: if ik ⊆ Ei then
6: posk ← posk + posi
7: negk ← negk + negi
8: end if
9: Rk ← ( posk

posk+negk
, negk
posk+negk

)
10: add Rk to R
11: end for
12: end for
13: return R

4 Experiments

In this section we provide a description of the experiments we performed in order
to evaluate our approach: we analyzed the richness of the samples, the effective-
ness of frequent entity mining, and we compared the ranking of the sample to the
population. To collect data about a certain topic we run a keyword query having
as parameter a single string (such as ‘Obama’). We analyzed then the text of each
retrieved tweet and we improved the quality of the text by separating merged
words inside the hashtag. For example #iamsohappy and #iam#sohappy will
be handled by our cleaning algorithm to produce “I am so happy.” We used the
corpus of words of Sentistrength2 for word identification and then different tech-
niques for organizing the sentence and discarding not relevant words. We have
used Stanford NLP3 to identify the Named Entities from the retrieved tweets
and Sentistrength as the sentiment analysis tool. Sentistrength scores a given
text with a positive (from 1 to 5) and negative (from −5 to −1) values.

4.1 The Datasets

We collected four datasets of tweets: Obama dataset, Trump dataset, La La Land
dataset and, The Voice dataset by querying Twitter with respective strings.
2 http://sentistrength.wlv.ac.uk.
3 https://nlp.stanford.edu.

http://sentistrength.wlv.ac.uk
https://nlp.stanford.edu
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In the context of describing the characteristics of our datasets, we define two
notions: (i) Density of NE - Expresses the average number of Named Entities
linked to a tweet (ii) Coverage of NE - Represents the percentage of the tweets
in the dataset that contain at least one Named Entity. The datasets regarding
public figures have a high density of Named Entities, as well as a high coverage
(Table 1). When it comes to the coverage and the density of Named Entities,
The Voice is inferior to all other three datasets. For instance, compared to the
public figures, it has half the density and half the coverage. It is interesting for
our evaluation to take into consideration datasets with different characteristics.

Table 1. Dataset characteristics related to NE

Obama Trump La La Land The Voice

Density of NE 1.818 1.888 1.382 1.061

Coverage of NE 0.916 0.897 0.630 0.547

4.2 The Richness of Weighted Sample

In our approach, we propose using weighted sampling for reputation discovery.
We extract a random sample and a weighted sample from all datasets. We com-
pare the richness of the information in terms of number of hashtags, number of
URLs and number of NEs for 10 random samples and 10 weighted samples.

The average of the indicators are presented in Table 2. According to Table 2,
the weighted sample is significantly richer in terms of the aforementioned indica-
tors. Nevertheless, in terms of entities in La La Land and in terms of hashtags in
The Voice, weighted sample has not been able to perform better. Since one of our
parameters of interest is retweet count, sometimes for the movies and TV shows
promotional tweets are retrieved, which might not be richer in information.

Table 2. Average indicators of the samples

Random Weighted

Hashtags Entities URLs Hashtags Entities URLs

Obama 14048.6 1828.5 5007.9 14256.1 1839.8 5230.2

Trump 8450.38 1609 2981.75 8655.25 1666.12 3094.5

La La Land 7986.9 1198.9 3102.9 9799.2 1081.6 3230.1

The Voice 1047.2 2856.7 1353 668.7 3368.2 1658

4.3 Frequent Named Entity Mining in Weighted Sample

Frequent Named Entities are discovered through itemset mining techniques [2].
The tweets are considered as transactions and the NEs as itemsets. We used R
to perform these experiments, arules package and eclat algorithm.

We used 50 random samples and 50 weighted samples to get an average
of number of FNEs for each support value. For Trump dataset in Fig. 1 the
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weighted sample performs better for each of the support values, providing more
FNEs than the random sample. Obama dataset in Fig. 1 shows a similar behavior
as Trump dataset. For the same support, the weighted sample performs better,
sometimes significantly better; in the low support values the weighted sample
provides 20–40 more FNEs than the random sample. The weighted sample in La
La Land (Fig. 2), in general, extracts more FNEs than the random sample. In
the case of The Voice dataset (Fig. 2) the weighted sample is always superior to
the random sample.

Fig. 1. Average number of itemsets for Trump and Obama datasets

Fig. 2. Average number of itemsets for La La Land and The Voice datasets

4.4 Comparing the Ranking of the FNEs

Since we are exploring FNEs through samples, we want to guarantee that the
discovered FNEs are similar to the FNEs of the population. We ran the eclat
algorithm on the whole datasets to discover the FNEs. We matched and ranked
the FNEs in the population and in the sample. Then we calculated the Kendall
coefficient and the Spearman rank order for both rankings. We repeated the
experiment for 10 samples from Obama, Trump, La La Land and The Voice
dataset. The average values of 10 samples of each dataset showed a considerable
similarity between the sample and the whole population in terms of ranking of
itemsets; for Obama(0.79 and 0.89), Trump(0.76 and 0.60), La La Land(0.65 and
0.78) and The Voice(0.79 and 0.61) for Spearman and Kendall respectively.
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4.5 Reputation Through Frequent Named Entities

In this experiment we used Algorithm 1 and for each FNE, we found the sen-
timent and calculated its reputation. In order to respect the frequency of the
FNE in the sample, we weighted the reputation by the support of the FNE. In
the end, we calculated an overall reputation as

∑n
k=1 Rk ∗ sk,where Rk is the

reputation of the itemset ik and sk is the support of the ik in S.
We implemented this approach for all dataset, repeating the experiment 10

times for the weighted sample. The average accuracy is 90%. Both datasets
related to public figures showed a precise alignment of the reputation explored
through FNEs after weighted sampling with the reputation of the whole popu-
lation. Nevertheless, in the case of the movie La La Land, we can distinguish a
difference between both results, which comes from the fact that movies are not
as dynamic as public figures, therefore, the reputation of a movie is enriched by
FNEs, but not defined by them. In the case of La La Land, through Frequent
Named Entities it is possible to discover viral events; in all of our 10 samples,
the first FNE was related Emma Stone and JAEBUM and had a reputation of
(+100, −0). It is important to note that our contribution does not focus on find-
ing a reputation, but in enriching the interpretation of reputation by the means
of Frequent Named Entities. This self-explanatory approach gives the user the
possibility to interpret the information and since it breaks down the reputation
of an entity into the reputation of the groups of entities it belongs to, the user
has the freedom to use the pieces of reputation in a meaningful way (Table 3).

Table 3. Reputation extraction through FNEs

Obama Trump La La Land The Voice

Whole population (40.79,−59.20) (32.04,−67.96) (74.42,−25.57) (56.06,−43.93)

Weighted sample (40.91,−59.08) (38.22,−61.77) (90.87,−09.12) (55.28,−44.71)

5 Conclusions

We addressed the problem of reputation discovery and aggregation of sentiments
by exploring the underlying entities that co-exist in the data. We introduced a
weighted sampling technique to improve the richness of the dataset. We tested
the power of Frequent Named Entity Mining on reputation discovery and we
showed that FNEs contribute to around the 90% of the reputation of the entity,
especially in cases of public figures, who are highly dynamic in their collabora-
tions with other entities. In this paper we used a ranking algorithm based on
properties of interest to weight the tweets. Further studies on weighting tech-
niques or choosing and transforming the properties of interest, could improve
the quality of the sample.
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Abstract. Most existing works on detection of social groups or commu-
nities in online social networks consider only the common topical interest
of users as the basis for grouping. The temporal evolution of user activ-
ities and interests have not been thoroughly studied to identify their
effects on the formation of groups. In this paper, we investigate the prob-
lem of discovering and tracking time-sensitive activity driven user groups
in dynamic social networks. The users in these groups have the tendency
to be temporally similar in terms of their activities on the topics of inter-
est. To this end, we develop two baseline solutions to discover effective
social groups. The first solution uses the network structure, whereas the
second one uses the topics of common interest. We further propose an
index-based method to incrementally track the evolution of groups with
a lower computational cost. Our main idea is based on the observation
that the degree of user activeness often degrades or upgrades widely over
a period of time. The temporal tendency of user activities is modelled
as the freshness of recent activities by tracking the social streams with a
fading time window. We conduct extensive experiments on two real data
sets to demonstrate the effectiveness and performance of the proposed
methods. We also report some interesting observations on the temporal
evolution of the discovered social groups.

Keywords: Active social groups · Dynamic social networks · Group
evolution

1 Introduction

The popularity of online social networks (OSNs) has attracted hundreds of mil-
lions of users. OSNs have become one of the mainstream mediums for com-
munication. These platforms provide multiple modes of communication, enable
diverse interaction types and allow sharing of user-generated contents (e.g. blogs,
tweets, and videos). A social network can be modeled as a graph, where each
individual is represented by a node in the graph. An edge between two nodes
represents the existence of an interaction or relationship that the individuals
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involved in, during the observation time. On social media platforms, the ten-
dency of users with similar interests, choices, and preferences to get associated
in OSNs leads to the formation of online (virtual) user groups or communities.
Identification of such groups is an important problem in the area of social net-
work analysis. An online social group or community can be defined as a group
of users in an OSN who are closely connected to each other, interact with each
other more frequently than with those outside the group, and may have inter-
ests on common topics. Many existing works have studied this problem. For
instance, the linkage behavior information were explored for community predic-
tion and clustering in [3,8,11]. Another direction is to explore the content of the
interactions among users in social networks, e.g., [2,4] improve the quality of dis-
covered communities by considering user interests on different topics. However,
the common aspect of the above works is that they did not study the dynamics
of the structure and the content in users’ online interaction. That is to say, these
methods cannot identify the temporal information associated with the network,
and thus cannot detect how it evolves over a period of time. Consequently, the
discovered groups cannot capture the active relationships of social users when
an emerging news or event occurs in OSNs.

In this work, we introduce a novel concept of user’s activeness. It refers to the
level of participation of a user towards certain topics, and emphasizes her degree
of interest on those topics at a time period. According to our observation, the
interest of users on different topics is associated with a corresponding degree of
activeness, which keeps changing with time based on several external factors. Out
of interest or duty, some user may continuously pay attention to certain topics
and remain active (like, posting messages on those topics) as the topic continues
and evolves over time. For example, two users (A and B) engaging in conversa-
tions related to politics (posting messages, replies to each other) are more likely
to be grouped together than someone (C) who occasionally broadcasts posts on
politics. However, the user’s degree of interest and activeness may vary greatly
over time. For instance, all users (A, B, C) related to politics would like to show
their inclination during elections in a country. Our goal is to discover and track
the active groups in online social networks (e.g., Twitter) called active online
social groups, in which the users are closely linked to each other and have at-least
a certain level of activeness in the topics of common interest.

An active online social group is depicted as a connected induced subgraph
in which each node has a degree of at least k. The parameter k measures the
structure cohesiveness of the social group. We apply time-based forgetting factor
to the users’ past activities in order to emphasize the freshness of users’ recent
activities. A sliding time window based model is imposed on social streams (e.g.
tweets, posting images) in order to discover and track the evolution of social
groups at different time intervals by a set of primitive evolution operations. The
main contributions of this work are summarized below.

– We investigate the users’ activeness for social groups detection and evolution
by using the time decay strategy;
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– We develop two baseline solutions and one index-based efficient solution to
incrementally discover and track the evolution of user groups in an efficient
manner in dynamic OSNs;

– We conduct extensive experiments to show the efficiency and effectiveness of
our proposed approach using real data sets.

In the rest of the paper, we present the related works in Sect. 2, and formulate
the problem of discovering and tracking active online social groups in Sect. 3. In
Sect. 4, we show our approach of modelling the users’ recent interests and activ-
ities using a fading time window scheme. Sections 5 and 6 present the baselines
and the proposed indexed based solution, respectively. Our experimental results
are shown in Sect. 7, and finally, we conclude the paper in Sect. 8.

2 Related Work

Social network analysis methods have traditionally focused on the representa-
tion of graphs as static networks. The commonly used methods for community
detection are based on modularity [8], edge betweenness [3] and neighborhood
concepts [11]. However, these methods focus only on the information regard-
ing the linkage behavior (connection) for the purposes of community detection.
As a result, they fail to account for other node properties and user interac-
tions in the social graph, such as user interests. Various topic-based approaches
have also been investigated in the literature, which employ textual content pub-
lished by the users jointly with social connections to detect like-minded users.
A link-content model is proposed by Natarajan et al. [1] to discover topic-based
communities. Qi et al. [2] proposed a method based on matrix factorization by
integrating the structural and content aspects of OSNs to greatly improve the
effectiveness of community detection. Yang et al. [4] introduced an alternative
discriminative probabilistic model (PCL-DC) to incorporate content information
in the conditional link model and estimate the community membership directly.
However, the above methods are not applied to detect the active social groups
in a dynamic environment.

Motivated by the temporally evolving nature of social networks, some works
focus on mining dynamic information networks. Palla et al. in [9] extend the
popular clique percolation method (CPM) for community detection. They run
the CPM on successive graph snapshots to track the changes in the groups.
Kim et al. [7] identifies the correspondence between communities at different
times by imposing temporal constraints on successive graph snapshots. Cuz-
zocrea and Folino [10] introduce graph-based model-theoretic approach from
structural point of view to detect community evolution in time-evolving net-
work. Chen et al. [6] propose a convex relaxation problem to find the overlap-
ping community structure that maximizes a quality function associated with
each snapshot subject to a temporal smoothness constraint. However, none of
these approaches consider the user’s degree of interest or activeness towards the
topics over time.
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3 Preliminary and Problem Definition

We define some basic concepts before formally introducing our problem.

Social Network: A social network is defined as a graph G = (U, E), where U is
the set of nodes (representing users), and E is the set of links between the nodes
(representing connections between users). If two users u, v ∈ U are connected in
G, then there exists an edge euv ∈ E in G.

k-CORE: Given an integer k(k ≥ 0), the k-core of a graph G, denoted by Ck,
is the largest subgraph of G, such that ∀u ∈ Ck, degCk(u) ≥ k, where degCk(u)
refers to the degree of node u in Ck.

Node Core Number: The core number of a node u in G is the maximum k
for which u belongs in the k-core of G.

Topic: In Twitter, many tweets are accompanied by hashtags
(e.g.,#election2012, #earthquake), short textual tags that get widely adopted
by the Twitter users. These hashtags represent specific pieces of information that
we can track as they get adopted across the network. In our work, we consider
these hashtags as topics.

Activity: An activity refers to an action that a user performs at a time point.
For example, when a user ui mentions a topic Tx at time tj , this activity is
recorded as an activity tuple 〈ui, Tx, tj〉. An activity stream S is a continuous
and temporal sequence of activities i.e. S = {s1, s2, . . . , sr, . . .} such that each
object (si) corresponds to an activity tuple.

Sliding Time Window: A window of a predefined length len is moved over the
activity stream S and specifies the intervals to analyze. Let Γ = <t1, t2, . . . , tn>
be a sequence of points in time, Im an interval [ti−len, ti] of length len, where
0 < len ≤ i. We partition Γ into set of equal-length intervals denoted as I =
{I1, . . . , Im}. We consider an overlapping window that partially overlaps with
the prior window. The degree of overlap is controlled by the parameter Δt.

Recency Score: Generally, not all the past activities of a user are equally
important. We assign greater importance to user’s most recent activities by a
measure called recency score, denoted by μ ∈ [0, 1]. Its value is computed by
an exponential time-decay function in Eq. 1, which assigns lower importance
to user’s older activities, as they are less likely to match the user’s current
interest. The parameter a is an external factor to control the speed of decay and
age〈ui,Tx,tj〉 denotes the amount of time passed since the activity occurred.

μ〈ui,Tx,tj〉 = exp(−a × age〈ui,Tx,tj〉) (1)

Active User: A user ui is said to be active towards a topic Tx in the time
interval Im, if ui has performed at least α(≥ 1) activities related to Tx within
Im, i.e., |{〈ui, Tx, tj〉}| ≥ α. The set of such active users is denoted by A(Tx,Im).
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Fig. 1. Social graph (the number
denotes the node core number)

Table 1. Social groups (Bold node indicates new
active node at Im)

Time Active users Social group (G)

I1 A, B, C, D G1 = {A, B, C, D}
I2 A, C, D, K, L, M,

N, O, P, Q

G1 = {A, C, D}
G2 = {K, L, M, N, O, P, Q}

I3 A, B, C, D, E, K,

L, M, O, P, Q,

G1 = {A, B, C, D, E}
G3 = {K, L, M}
G4 = {O, P, Q}

I4 A, C, D, F, G, H, I,

K, L

G5 = {A, C, D, F, G, H, I}

Activeness Score: For each active user ui ∈ A(Tx,Im), we compute an activeness
score to measure the involvement of ui towards a topic Tx in a time interval
Im, using Eqs. 2 and 3, where tj ∈ Im, and ψ(ui,Tx,Im) is the user’s degree of
activeness compared to the total number of activities performed by all the active
users.

ψ(ui,Tx,Im) =
∑

μ〈ui,Tx,tj〉 × |{〈ui, Tx, tj〉}|
∑

uz∈A(Tx,Im)
|{〈uz, Tx, tj〉}| (2)

σ(ui,Tx,Im) =
ψ(ui,Tx,Im)

maxuz∈A(Tx,Im){ψ(uz,Tx,Im)} (3)

Definition 1 (Activity-driven Social Group Detection). Given a social
network G = (U, E), a topic Tx, an activity stream S, a positive integer k and
a time-interval set I, a sliding window slides over S with Δt amount at regular
intervals, and produces a sequence of observations P = (PI1 , PI2 , . . . , PIτ

). Each
PIm

, which is observed at time interval Im, is a collection of non-empty and non-
overlapping set of active groups ΦIm

= {G1,G2, . . . ,Gn}, such that
⋃n

i=1 Gi ⊆
A(Tx,Im) and ∀i 	= j Gi ∩ Gj = ∅, where A(Tx,Im) denotes the set of active users
at Im for topic Tx and Gi denotes an active online social group of users having
similar social activities. For each Gi ∈ ΦIm

, the following properties hold.

1. Connectivity. ∀iGi ⊂ G is connected;
2. Structure cohesiveness. ∀u ∈ Gi, degGi

(u) ≥ k;
3. Topic cohesiveness. ∀u ∈ Gi, activeness score of a user u is σ(u,Tx,Im) ≥ θ

at time interval Im and θ ∈ [0, 1] is a threshold.

Figure 1 shows a social graph G with the core number for each node, e.g.,
the nodes with 3 − core are {A,B,C,D,K,L,M,N}. Table 1 shows the active
users for a topic Tx at different time intervals. Suppose we want to find active
social groups at different time intervals for k = 2 and topic Tx. We get G1 =
{A,B,C,D} at I1. At I2, one member (B) is removed from G1 but it still satisfies
the group criteria and a new group G2 is formed. Then G2 is split into two groups
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(G3 = {K,L,M} and G4 = {O,P,Q}) as a removal of inactive user N and new
active users B and E joined to G1 at I3. A new group {F,G,H, I} is formed and
merged with updated G1 to form G5 = {A,C,D, F,G,H, I} at I4.

4 Fading Time Window for Evolving Social Groups

A sliding window manager is generally used to keep track of social streams
arriving in the system, where the time interval of incoming streams defines the
size of the sliding window. The two most common variants of sliding window
are - (i) count based windows, which contain the |M | most recent data objects
(tweets in our work); and (ii) time-based windows, which contain the objects
whose time-stamps are within certain time interval. Again, there are two variants
of time-based sliding window- the disjoint window (windows do not overlap) and
the overlapping widow (allows windows to partially overlap).

TX

Sold  St – Sold = St+1 - Snew Snew

len t t+1

us
er
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nd
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pi

c 
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Fig. 2. An illustration of the fading time window from time t to t + 1.

The main objective of our work is to extract active social groups based on
common actions of the users. As the user’s actions (posting of messages) appear
in the form of a continuous ordered stream, we adopt the time-based overlap-
ping sliding window model. From a given time point, the system consumes the
incoming tweets over a time window. It has a fixed size in terms of the selected
measure and hence in order to accommodate new data, the old data must be
dropped/forgotten. An important parameter of the time window approach is
the step at which the window grows or slides. We introduce a fading time win-
dow scheme (illustrated in Fig. 2) by combining the sliding time window and
the decaying (or Fading) function for the time-evolving graphs like Twitter. The
sliding time window scheme (posts are first-in, first-out) provides a scope within
which the actions can be monitored to track the evolution. Fading scheme puts
a higher emphasis on users’ newer activities. Since social groups evolve quickly,
even within a given time window, it is important to highlight the users’ recent
activities and degrade the old activities using the fading scheme.
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The time window length and the time interval are denoted by Len and Δt
respectively. When the time window slides from time t to t+1, the social stream
St from time t is updated to St+1 at (t + 1). Sold is the set of old messages
(tweets) from St that lapses at time t + 1, and Snew is the set of new messages
from St + 1 that appears. Clearly,

St+1 = St − Sold + Snew (4)

Figure 2 shows a social graph where users are active on a topic Tx. The weight
of the line connecting a user and the topic indicates user’s degree of activeness
towards topic Tx for a specific time interval. Each time the sliding window shifts,
the least recent tweets are replaced by the most recent tweets.

5 Baseline Solutions

In this section we present two baseline solutions, both of which are based on a
naive idea. The social groups from the graph G can be identified in three steps
at each time interval. The first step is to find the k-cores from G. Then for all the
users from each k-core, we need to calculate their activeness scores for a given
topic Tx. A user is considered as active user if her activeness score is greater
than some threshold value θ for that particular time interval. Finally, we find all
the connected active k-cores (considered as active social groups) from G.

Algorithm 1. basic-G
Input: G = (U, E), Tx, S, k, I
Output: P = (PI1 , PI2 , ..., PIτ ) � set of active social groups ΦIt at each It
1: compute the maximal k-core Ck(G) of G
2: t ← 1
3: for each connected component Hk

j from CK(G) do
4: for each ui ∈ Hk

j do
5: compute σ(ui,Tx,It)

6: if σ(ui,Tx,It) < θ then
7: DFS(ui)
8: Output the set of active connected components ΦIt from Ck(G)
9: t ← t + 1

10: Procedure DFS(u)
11: for each v ∈ N(u, Ck(G)) do � N(u, Ck(G)) is the list of u’s neighborhood
12: remove edge (u, v) from Ck(G)
13: if degCk(G)(v) < k then
14: DFS(v)
15: remove node u from Ck(G)

Intuitively, there are two possible approaches to find such groups. The first
approach (called basic-G) is to explore the social network by firstly considering
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the degree constraint and then refining the groups further with the topic con-
straint, whereas the second approach (called basic-T) is to consider the topic
constraint first, followed by the degree constraint.

In basic-G (shown in Algorithm 1), we first compute the maximal k-core of
the graph G denoted by Ck(G) for a given k. Then, we iteratively invoke the fol-
lowing procedure to compute the connected active k-core social groups. For each
connected components Hk

j from Ck(G), we remove the inactive nodes (whose
σ(ui,Tx,Im) < θ) from Hk

j (lines 3–7). Removal of an inactive node u requires to
recursively deletes all the nodes that violate the cohesiveness constraint using
DFS procedure (lines 10–15). This is because the degree of u’s neighbor nodes
decrease by 1 due to the removal of inactive node u. This may result into vio-
lation of the cohesiveness constraint by some of u’s neighbors. Due to this, they
cannot be included in the subsequent social groups, and thereby we need to
delete them. Similarly, we also need to verify the other hop (e.g., 2-hop, 3-hop,
etc.) neighbors that they satisfy the cohesiveness constraint. The drawback of
this approach is that it has to compute the k-core decomposition on the entire
graph as well as has to perform DFS operation numerous times.

Algorithm 2. basic-T
Input: G = (U, E), Tx, S, k, I
Output: P = (PI1 , PI2 , ..., PIτ ) � set of active social groups ΦIt at each It
1: t ← 1
2: for each ui ∈ G do
3: compute σ(ui,Tx,Im)

4: if σ(ui,Tx,Im) < θ then
5: A(Tx,It).add(ui)
6: compute the induced graph Gt on A(Tx,It)

7: compute the maximal k-core Ck(Gt) of Gt

8: Output the set of active connected components ΦIt from Ck(Gt)
9: t ← t + 1

In basic-T (shown in Algorithm 2), at first we compute the set of active
nodes from G (lines 2–5). Then we identify the maximal k-core of Ck(Gt) from
the induced graph Gt formed by the set of active nodes A(Tx,It) (lines 6–7).
It then outputs the set of active connected components (groups) ΦIt

from Ck.
The above procedure is applied at each time interval. The major drawback of
this approach is that it has to calculate the activeness score of all the nodes at
the beginning, although many nodes may not meet the cohesiveness constraint.
Again we need to compute the maximal k-core at each time interval.

6 Index-Based Method

The major drawback of basic-G and basic-T approaches is that these algo-
rithms require much time to compute the k-core decomposition at every time
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interval. To efficiently discover and track the evolution of social groups, we follow
an indexing mechanism called CL-tree (Core Label tree) [12], which organizes
the k-cores into a tree structure.

6.1 Index Overview

The CL-tree index is built based on the observations that cores are nested, i.e.,
a (k + 1) core must be contained in a k-core. A subgraph containing nodes
with a minimum degree of (k + 1) already satisfy the condition of a minimum
degree of k. Therefore after computing the k-core of G, we assign each connected
components induced by k-core as a child node of a tree. Each node in the tree
contains three elements: coreNum (the core number of the k-core), vertexSet (set
of graph vertices), and childList (list of child nodes). Using the tree structure,
for a given k, it is very efficient to find all the nodes having a core of at least k
by traversing the CL-tree.

(a) tree structure
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(b) CL-tree index

Fig. 3. CL-tree index for the graph in Fig. 1

6.2 Incremental Group Evolution

In the existing literature on dynamic social groups detection, there is a broad
consensus (e.g. [5,13]) on the fundamental events (e.g. growth, contraction, merg-
ing, splitting, birth and death) to characterise the evolution of dynamic social
groups. In order to keep track of the evolution of social groups, we use the
following primitive group evolution operations.

1. +G: create a new group G;
2. −G: remove an old group G;
3. ↑ (G;ϕ): increase the size of G by adding set of users ϕ;
4. ↓ (G;ϕ): decrease the size of G by removing set of users ϕ.
5. Merge: merge a set of groups into a new single group G;
6. Split: split a single group G into a set of new groups and remove G.
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Our index-based incremental group maintenance algorithm IGM (Algorithm 3)
starts with computing the set of active nodes having degree of at least k (lines 2–
4). Then we invoke the procedure SGI (Social Group Identification) which com-
putes the k-core connected subgraphs from the active nodes (line 5). For each
existing group, we remove inactive nodes which may results violation of cohe-
siveness constraint for some other nodes of the group. We recursively removes
those nodes using DFS procedure (lines 6–10). Again, if removing one or more
nodes breaks the connectivity property of the group, we then invoke SGI (line
12) to find the active connected k-core components from the remaining active

Algorithm 3. IGM: Incremental Group Maintenance

Input: ΦIt , root of CL-tree

Output: P = (PI1 , PI2 , ..., PIτ ) � set of active social groups ΦIt at each It
1: ΦIt+1 = ΦIt

2: for each ui ∈ G and deg(ui) ≥ k do
3: if σ(ui,Tx,It+1) ≥ θ and ui /∈ ΦIt then
4: A(Tx,It+1).add(ui)
5: SGI(A(Tx,It+1))
6: for each Gj ∈ ΦIt do
7: for each ui ∈ Gj do
8: if σ(ui,Tx,It+1) < θ then
9: ΦIt+1(Gj).delete(ui);

10: DFS(ui) � Procedure DFS from Algorithm 1
11: if connectivity(ΦIt+1(Gj)) is false then � check whether Gj is connected or not
12: SGI(ΦIt+1)
13: ΦIt+1 .delete(Gj)
14: for each Gj ∈ ΦIt+1 do
15: for each ui ∈ A(Tx,It+1) do
16: if edge(Gj , ui) then
17: Gj .add(ui)
18: find Gk from Gj

19: for each Gj ∈ ΦIt+1 do
20: for each Go ∈ ΦIt+1 do
21: if (j �= o) and connectivity(Gj , Go)) is true then � check whether Gj and

Go is connected or not
22: Gn = ΦIt+1(Gj) ∪ ΦIt+1(Go)
23: ΦIt+1 .add(Gn);
24: ΦIt+1 .delete(Gj); ΦIt+1 .delete(G0);
25: break;
26: return ΦIt+1

27: Procedure SGI(A(Tx,It+1))
28: compute the k-core connected components from A(Tx,It+1)

29: for each connected components Gj do
30: for each ui ∈ Gj do
31: A(Tx,It+1).delete(ui)
32: ΦIt+1 .add(Gj)
33: return ΦIt+1
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nodes of the group. We further validate the cohesiveness constraint of an existing
group by adding one or more new active nodes to it. We then increase the size
of that group by the number of those newly joined active nodes (lines 14–18)
which are able to fulfill the requirement for cohesiveness constraint. Two groups
are merged into a single group (lines 19–25) if connectivity exists between these
groups. Finally, the algorithm returns the set of social groups ΦIt+1 at It+1.

Our group evolution tracking algorithm GET (Algorithm 4) tracks the evolu-
tion of the social groups over a period of time. Given a stream of tweets, from
the start time i, it tracks the primitive group evolution operations at each time,
working on top of IGM algorithm (line 2). Basically, the algorithm monitors the
changes of groups effected by IGM at each time interval. If a group is changed,
the algorithm determines the corresponding case and outputs the group evo-
lution patterns (lines 3–13). Note that in lines 4–7, if a group Gx in It has
GroupId id, we use the convention that ΦIt

(id) = Gx to access Gx by id, and
ΦIt

(id) = φ; means there is no group in It with GroupId id. Especially, lines 6–7
mean a group in It evolves into a group in It+1 by removing the inactive nodes in
(ΦIt

(id)−ΦIt+1(id)) first, and then adding new active nodes (ΦIt+1(id)−ΦIt
(id)).

Algorithm 4. GET: Group Evolution Tracking

Input: G = (U, E), Tx, S, k, I, root of CL-tree

Output: Primitive social group evolution operations
1: for t from i to j do
2: ΦIt+1 = IGM(ΦIt , root)
3: for each Gx ∈ ΦIt+1 do
4: id = GroupId(Gx)
5: if ΦIt(id) �= φ then
6: output ↓ (Gx, ΦIt(id) − ΦIt+1(id))
7: output ↑ (Gx, ΦIt+1(id) − ΦIt(id))
8: else
9: +Gx

10: for each Gx ∈ ΦIt do
11: id = GroupId(Gx)
12: if ΦIt+1(id) = φ then
13: −Gx

To illustrate the Algorithms 3 and 4, let us consider the example graph in
Fig. 1 and the Table 1. As we indexed the graph G in tree like structure (Fig. 3),
so it is easy to locate nodes having deg(ui) ≥ k. For example, if k = 2, at time
interval I1 we update the activeness score of all the nodes and get the active
nodes set A(Tx,I1) = {A,B,C,D} (IGM:lines 2–4). Then by passing A(Tx,I1) to
the procedure SGI, we get active connected k-core components (i.e. active social
group) of G1 = {A,B,C,D}. In the next time interval at I2, we get a new active
social group G2 = {K,L,M,N,O, P,Q}. We remove the inactive node B from
G1 (using DFS) and find that G1 = {A,C,D} still maintains all the constraints
and survive (lines 6–10). Removing inactive node N at I3 splits group G2 into
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two groups (lines 6–13) i.e. G3 = {K,L,M} and G4 = {O,P,Q}. The set of new
active nodes A(Tx,I3) = {B,E} at I3 joined with the existing G1 (lines 14–18). At
I4,G3 fails to survive due to the removal of inactive node M . G4 is also removed
as none of the nodes are active. The new active nodes {F,G,H, I} formed a new
group G5 and eventually merged with the updated G1 (as B and E are no longer
active) to form a new group G6 = {A,C,D, F,G,H, I} (lines 19–25).

The advantages of these algorithms over the basic algorithms are that it is
easy to locate vertices having deg(ui) ≥ k using the index structure. Again,
as we maintain the groups that are computed in each time interval, it is easy
to keep track of the evolution of groups over time. Furthermore, it requires to
perform less DFS operations compared to the basic algorithm (basic-G).

7 Experiments

We conduct our experiments on two Twitter datasets: a small dataset CRAWL
[14] and a very large dataset SNAP1. In the CRAWL dataset, we consider the
user tweets from February to April of 2012. SNAP contains 467 million Twitter
posts from 20 million users covering a 7 month period from June 1, 2009 to
December 31, 2009. We randomly choose 1,00,000 users and consider their tweets
from June 11, 2009 to July 12, 2009. Table 2 shows the statistics of our experi-
mental data. Our experiments are performed on an Intel(R) Core(TM) i7-4500U
2.4 GHz Windows 7 PC with 16 GB RAM.

Table 2. Datasets

Dataset # of nodes # of edges Stream size

CRAWL 9,468 1,474,510 6,919,200

SNAP 100,000 3,938,007 573,832

In the CRAWL dataset, we consider the topics of politics (#Obama, #elec-
tion2012, #politicalcorruption etc.) and entertainment (#nowplaying, #bb142,
#itunes etc.) for the experiments. Similarly, in the SNAP dataset we consider
the topics election in Iran (#Iranelection, #helpiranelection, #Iran etc.), Follow
Friday3(#FollowFriday, #FFD etc.) and the death of pop star Michael Jack-
son (#MichaelJackson,#thankyouMichael, #MJ etc.). The baseline solutions
(basic-G and basic-T) and the index-based proposed method IGM (Algorithm
3) can only discover the social groups. The extended method GET (Algorithm
4) captures the evolution of groups by tracking them. The efficiency and group
evolution results are shown in Sects. 7.1 and 7.2 respectively.

1 http://snap.stanford.edu/data/twitter7.html.
2 Big Brother 14 was the 14th season of the American reality television series.
3 A tradition in which the users can recommend their followers to follow more people.

http://snap.stanford.edu/data/twitter7.html
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7.1 Efficiency

We present the efficiency results by varying k, threshold θ and Δt to see their
effects on overall running time of all the four algorithms for politics in CRAWL,
and Iran election and Follow Friday in SNAP. In this regard, we consider user
posts for the month of February, 2012 in CRAWL.
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(a) CRAWL (Politics)
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(c) SNAP (Follow Friday)

Fig. 4. Run-time for different values of k (in all cases, Time window= 5 days, Δt =
1 day, θ = 0.5, α = 5, a = 0.02)

Figure 4 shows the running time at different values of k. Observe that
basic-G takes more time compared to the other methods, because it needs to
perform the k-core decomposition on the entire graph G at the beginning and
the DFS operations numerous times. The computation for basic-G depends on
the size of G as we see that it takes more time for large SNAP dataset. A lower
k renders more subgraphs, due to which it takes more time generally for all algo-
rithms except basic-G. The reason is that basic-G has to remove many inactive
users through numerous DFS operations for higher values of k and the number
of DFS operations varies for different values of k. The index-based methods IGM
and GET perform faster than basic-T because basic-T needs to compute the
maximal k-core in each time interval.

Figure 5 shows the running time at different values of θ. We observe that the
computation times for basic-T and indexed methods are reduced as θ increases,
because it results less active users in the network. As basic-G computes the
k-core decomposition on the entire G at first, it has to remove numerous inac-
tive users through DFS for higher values of θ. We see that both IGM and GET
outperform the baseline solutions.

Figure 6 shows the running time at different values of Δt. As higher val-
ues of Δt result into lesser number of time windows, the computation time
decreases as Δt grows higher. We also observe that the gap between basic-G
and basic-T gets smaller with higher Δt values especially for CRAWL. This
is because basic-G requires to perform less number of k-core decomposition on
entire G, and for smaller network like CRAWL, it requires less computation time
for k-core decomposition.
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(c) SNAP (Follow Friday)

Fig. 5. Run-time for different values of θ (in all cases, Time window= 5 days,
Δt = 1 day, k = 20, α = 5, a = 0.02)

Fig. 6. Run-time for different values of Δt (in all cases, Time window= 5 days,
k = 20, θ = 0.5, α = 5, a = 0.02)

We observe that GET takes slightly more time than IGM. This is due to the
reason that GET also performs the tracking of evolution of the discovered groups
in each time window, whereas IGM only discovers the groups.

7.2 Group Evolution

Figure 7(a) shows the average activeness score of a sample group from CRAWL
dataset for politics and entertainment during the first half of the months of
February, March and April in 2012. We observe that users in the group are
mostly active on entertainment in February and March, and then their activeness
shifts towards politics in April as the date of US election (in 2012) gets closer.
Figure 7(b) shows the number of different evolution event types at different values
of k for politics. We observe that low values of k lead to formation and survival
of a large number groups, while high values of k results in more dissolution.

Figure 8 shows the evolution (group size transition) of a sample group over
time for each of the three topics (Iran election, Follow Friday and the death
of Michael Jackson) of SNAP dataset separately. We see that the members of
the group are active about Iran election (was held on June 12, 2009) at the
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Fig. 7. Evolution results on CRAWL dataset

beginning. Afterwards, the size of the same group increases suddenly due to the
death of Michael Jackson (died at June 25, 2009). The #FollowFriday trend is
a customary Friday activity. Users are generally active during Friday as we see
that the group does not exist in the time intervals that do not include Friday (for
example, time interval from 13/06/2009 (Saturday)–18/06/2009 (Thursday)).

Fig. 8. Example of group evolution (SNAP dataset)

8 Conclusion

In this paper, we studied the problem of discovering and tracking user groups in
dynamic online social networks. We developed two baseline solutions to discover
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effective social groups, and further proposed an index-based method to incre-
mentally track the evolution of groups in an efficient manner. Our method is
based on the observation that the activeness of a user towards different topics of
interest keeps changing temporally. This behaviour is modelled by tracking the
social streams with a fading time window. Our extensive experiments on real
data sets demonstrated the efficacy of the proposed methods.
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Abstract. Interpersonal relations facilitate information flow and give
rise to positional advantage of individuals in a social network. We ask
the question: How would an individual build relations with members of
a dynamic social network in order to arrive at a central position in the
network? We formalize this question using the dynamic network building
problem. Two strategies stand out to solve this problem: The first directs
the individual to exploit their social proximity by linking to nodes that
are close-by, while the second tries its best to explore distant regions of
the network. We evaluate and contrast these two strategies with respect
to edge- and distance-based cost metrics, as well as other structural prop-
erties such as embeddedness and clustering coefficient. Experiments are
performed on models of dynamic random graphs and real-world data
sets. We then discuss and test ways that combine these two strategies.

Keywords: Dynamic social networks · Interpersonal ties · Network evo-
lution · Centrality · Exploitation-exploration tradeoff

1 Introduction

The network of social relations entails important properties of individuals. Take,
as an example, the structural construct of centrality [33]. Much has been revealed
about the correlation between centrality and social statues [9,10,23,25]. By occu-
pying a more central position in the social network, an individual may exercise
more control over the flow of information, accessing diverse knowledge and skills,
and hence gaining a higher positional advantage [38]. Exploiting this princi-
ple, individuals may cultivate relationships with others towards improving their
social statues [11]. One famous example is the House of Medici, who rose to
prominence in 15th century Florence through intermarriage with other noble
families [35]. Another example is Moscows growing statues in 12–13th century
Russia thanks to trade relationships with other towns [36]. A third example is
the case of Paul Revere who successfully raised a militia during the American
Revolution by strategically creating social ties [38].

Imagine that an individual tries to embed herself at the center of a social
network through forming new ties. From a structural perspective, this individual
c© Springer International Publishing AG 2017
A. Bouguettaya et al. (Eds.): WISE 2017, Part I, LNCS 10569, pp. 75–90, 2017.
DOI: 10.1007/978-3-319-68783-4 6
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needs to choose a set of members to build links with. Here we put aside issues
such as attitude, personality, and individual preferences, and focus on a struc-
tural perspective of network building. To this end, the individual may adopt
an exploitative or an exploratory strategy: The former ensures that the individ-
ual exploits existing interpersonal ties and links to those that share a common
social proximity; On the contrary, the latter allows the individual to explore far
and bridge diverse parts of the network. A natural question arises as to which
strategy is more suitable. Moreover, social networks in real life are rarely static,
but rather, they constantly evolve with time. Thus the question has an extra
layer of complexity: How to incrementally build relationships in a network to
gain positional advantage while the network is evolving?

To attempt this question, we should settle several issues: Firstly, we need a
notion that reasonably reflects positional advantage; here centrality metrics may
be of use. Secondly, relation building costs time and effort; one needs to quantify
such costs. Thirdly, one needs models on how a social network evolves.

Contribution. We list the main contributions of the paper:

1. In this paper, we propose the problem of dynamic network building (DNB).
The input to the problem consists of a connected graph G that undergoes
a sequence of updates. The problem asks for a plan that builds edges incre-
mentally between a node v and other nodes so that v gains centrality as G
evolves. (See Sect. 2).

2. To solve this problem, we define exploitative and exploratory strategies and
present heuristics to realize each strategy. (See Sect. 3).

3. We compare the heuristics over various evolution models of social networks
and real-world networks. Exploration often builds less number of new links,
while the exploitative strategy produces better results when other factors,
such as distance and embeddedness is considered (See Sect. 4).

4. Lastly, we propose and evaluate ways that combine the exploitative and
exploratory strategies (See Sect. 5).

This work is meaningful in the following ways: Firstly, the process of social-
ization has been studied intensively in social sciences [21,28,32]. Through for-
malizing and analyzing mechanisms of network building with respect to dis-
tance, embeddedness and clustering, the work quantitatively reveals fundamen-
tal insights in this otherwise rather qualitative problem domain. Secondly, the
exploration-exploitation tradeoff has been a recurring theme in artificial intelli-
gence and management science [2,6,34]. This work discovers an instance of this
tradeoff in the context of social networks. Thirdly, the work opens the door to
many novel applications from engineering information channels on career-based
online social networks to enhancing workplace communication and collaboration
through enterprise management systems.

Related Works. The establishment of interpersonal ties has been a major
problem in social network analysis. Granovetter’s pioneering work contrasts ties
having high embeddedness (strong ties) with ties that bridge two otherwise dis-
joint social circles (weak ties); while embeddedness reflects important dimen-
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sions such as trust, commitment and solidarity [18], bridges are important to
the exchange of knowledge and ideas [16]. We extends this discussion to study
strategies for building different types of ties. Network building (NB) has been
studied in [29–31]; The problem studied in this paper has crucial differences
to these works: (a) While NB only operates on static networks, here we focus
on evolving networks, which demand the node to be strategic towards future
changes. (b) While NB focuses on smallest eccentricity, DNB aims for optimal
rank on centrality. (c) DNB considers costs incurred from the distance between
the two nodes when forming an edge. A large literature on strategic network
formation explains tie establishment between rational agents using game the-
ory; these works do not consider stochastic models of network evolution [20].
The general view that interpersonal ties bring social support and cohesion has
been discussed in [24,26]. Lastly, exploratory-exploitative strategies discussed in
this paper parallel the two modes of network formation in [21]; there, “meeting
strangers” means exploratory encounters in the network, and “meeting friends-
of-friends” means exploiting existing social circles.

2 The Dynamic Network Building Problem

Following standard convention, we view a social network as a graph G = (V,E)
where V is a set of nodes and E is a set of undirected edges on V of the form uv
where u �= v ∈ V . Here the undirected edges are abstracted models of channels
of information or transactions. The set Γ (u) = {v | uv ∈ E} denotes the neigh-
borhood of u, consisting of all nodes that are adjacent to u. A path (of length k)
is a sequence of nodes u0, u1, . . . , uk where uiui+1 ∈ E for any 0 ≤ i < k. The
(geodesic) distance between u and v, denoted by distG(u, v), is the length of a
shortest path between u and v. We omit the subscript G writing simply dist(u, v)
when the underlying graph is clear. We also need the following formalism:

– For a node s ∈ V and v �= s, denote by G ⊕s v the expanded network
(V ∪ {v}, E ∪ {sv}) obtained by adding sv to G.

– We assume that the social network G evolves by some (discrete-time) sto-
chastic mechanism, which we define below:

Definition 1. An evolution mechanism M is a function that maps a social net-
work G to a probability distribution of social networks M(G). Starting at G, the
network evolves to a sample outcome of M(G) in the next time step.

Imagine v is a node who wants to build relationships in G; Let’s call v the
newcomer in this paper. We assume that (1) v is a node with few connections in
G; (2) v may create edges from itself to nodes in V by paying costs (see below);
and (3) v has no knowledge regarding how G may evolve.

Abstractly, one can view the interactions between v and the social network G
as a two-player game: v is one player; the other player represents the evolution
mechanism of the network. At each round, v creates an edge with a node in G
(keeping all existing edges). For simplicity, we assume each round allows v to
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create at most one new edge. One may easily generalize this setting to allow v to
create several edges in a single round. The evolution mechanism then modifies the
updated network. Through multiple rounds, v aims to get increasingly integrated
into the network. Note that we assume that v functions independently from the
evolution mechanism to highlight that v builds edges without prior knowledge
of the network evolution mechanism.

Definition 2. An (�-round) network building (NB) process between v and G
consists of a sequence of networks G0 = (V0, E0), G1 = (V1, E1), . . . , G� =
(V�, E�) and a sequence of nodes s0 ∈ V0, s1 ∈ V1, . . . , s�−1 ∈ V�−1 such that
G0 = G and each network Gi+1 is a sample output of M(Gi ⊕si

v).

Definition 3. An NB strategy is a function ϕ that outputs a node ϕ(G) in a
given network G. Any NB process (G0, . . . , G�, s0, . . . , s�−1) is said to be consis-
tent with strategy ϕ if ∀0 ≤ i < � : si = ϕ(Gi).

Closeness centrality amounts to an important index of social capital that cap-
tures a node’s ease in accessing information, social support and other resources
[1,13,37]. Thus we use closeness centrality here to indicate the positional advan-
tage of nodes. For any connected G = (V,E) and v ∈ V , define

CCls(v) =
|V | − 1

∑
u∈V \{v} dist(u, v)

.

A higher value of CCls(v) implies that v is in general closer to other nodes, thus it
occupies a better network position. The Cls-rank of v is the percentage of nodes
whose closeness centrality are higher or equal to CCls(v):

rankCls(v) = | {u ∈ V | CCls(u) ≥ CCls(v)} |/|V |.

We assume that the goal of v is to gain a higher closeness centrality (or a low
rankCls). One way to achieve this is to build a tie between v and all nodes in
the network. However, establishing new relationships requires time, efforts and
resources. To identify realistic solutions, one needs to define costs of relationship
building. Here we consider temporal and establishment costs. Temporal cost is
the number of rounds in the NB process and coincides with the number of edges
created for v. The proximity principle states that ties are generally more difficult
to establish between nodes that are further apart (e.g. reciprocal of distance is
a score for link prediction [27]). We thus define establishment cost as the sum of
distance between v and its linked nodes (prior to edge creation).

Definition 4. Let (G0, G1, . . . , G�, s0, s1, . . . , s�−1) be an NB process. We define
the following costs:

1. The temporal cost is �.
2. The establishment cost is

∑�−1
i=1

∑
u∈Si

distGi
(v, u).
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We are now ready to present the dynamic network building (DNB) problem:
Given a connected social network G and newcomer v, the problem asks for
an NB strategy ϕ such that any NB process consistent with ϕ will have high
CCls(v) (or small rankCls(v)) value, and low temporal and and establishment costs.
Note that due to restriction to unary NB strategies, the temporal cost coincides
with the number of edges added to the newcomer v. Figure 1 displays a simple
example where the graph evolves with the dynamic BA mechanism (see below);
the newcomer gains a high centrality in three rounds.

Fig. 1. A newcomer adds one edge at each round and achieves high centrality after 3
rounds, while the network is evolving.

The DNB problem differs from building relations in a static networks, which
has been discussed in [29–31]: (1) As the network evolves, the NB process may
last indefinitely where v tries to improves and maintains its centrality; (2) Net-
work evolution forces v to balance between current knowledge with future pre-
dicted outcome. For example, linking to a central node will improve v’s centrality
quickly, but also incurs a high cost; on the other hand, linking to a low-centrality
node may seem undesirable in the current network, but this link may improve
the newcomer’s centrality in the future. In this way, the evolution mechanism
significantly impacts the newcomer’s strategy.

3 Exploratory and Exploitative Strategies

Exploitative Strategy. This strategy utilizes existing social proximity of the
node v and searches for the most promising node that lies within a pre-defined
distance from v. Fix as parameter a centrality index C∗ : V → R for nodes. Let
d ≥ 2 be a proximity threshold. When creating an edge, the strategy traverses
through nodes with distance ≤ d from v, and picks a node found with maximum
C∗ value. Procedure 1 defines one round of the exploitative strategy. For the
choice of C∗, we use standard centrality metrics that reflect aspects of social
capital. The variety of centrality metrics below allow us to examine different
potential heuristics, which may not always correlate [7].

1. Degree: CDeg(u) = {w | uw ∈ E}.
2. Betweenness: CBtw(u) =

∑
s �=u�=t∈V |Pst(u)|/|Pst| where Pst is the set of

shortest paths between s and t, Pst(u) ⊆ Pst is those shortest paths that
contain u.
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3. Closeness: CCls(u).

We denote using Ld-Deg, Ld-Btw and Ld-Cls the local heuristics with centrality
CDeg, CBtw, CCls, resp. When d = 2, the newcomer always links to a “friend-of-
friends”, a strategy studied in [21].

Procedure 1. Ld-∗(G, v): Given G = (V,E), v ∈ V

U ← {u | dist(u, v) ≤ d}
return a node u ∈ U with maximum C∗(u)

Exploratory Strategy. This strategy explores beyond the social proximity of v
and links v with promising nodes in potentially distant parts of the network: The
strategy takes a centrality index C∗ : V → R and a distance threshold γ ∈ N as
parameters. Call all nodes within distance γ from v covered; at each round, the
strategy will pick an uncovered node that has maximum C∗-value. Procedure 2
describes a single round of this strategy. We use Gγ-Deg, Gγ-Btw and Gγ-Cls to
denote the exploratory heuristic that use CDeg, CBtw and CCls, respectively.

Since exploration creates edges to nodes that may be far away from v, this
strategy by definition bridges different parts of the network more quickly than
exploitation. Indeed, this can be verified using a simple example: Fix a large
natural number n. Consider the path graph L2n+1 with 2n + 1 nodes (with
nodes v1, v2, . . . , v2n+1 and edges v1v2, v2v3, . . . , v2nv2n+1). Say v1 is the new-
comer. Assuming the network is static, G2-Cls builds O(1) edges from v1 (e.g. to
vn+1, vn−2, vn+2) and gives v1 the highest closeness centrality. On the contrary,
the exploitative strategy will create Ω(n) new edges to have the highest close-
ness centrality. In the next section, we compare the two strategies above through
experiments on standard network evolution mechanisms and real-world data.

Procedure 2. Gd-∗(G, v): Given G = (V,E), v ∈ V

Find maximum γ′ ≤ γ with V �= {u | dist(v, u) ≤ γ′}
U ← V \ {u ∈ V | dist(v, u) ≤ γ′}
return a node u ∈ U with maximum C∗(u)

4 Contrasting Exploitative and Exploratory Strategies

4.1 Network Evolution Mechanisms

We consider three standard network formation models. Originally, each of these
model were used to generated static networks. Here we extend them so that they
entail mechanisms for network generation and evolution.
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(a) Dynamic ER Model. The Erdös-Renyi (ER) random graph model adds
edges between nodes as Bernoulli random variables with probability p. The
degree distribution in the resulting graph thus follows a binomial distribution
B(n−1, p) [8]. We extend the model to a death-birth evolution model: Start from
an ER random graph and introduce parameter r ∈ [0, 1]. At each round, first
remove a randomly chosen set of nodes of size rn (i.e., death); then, add rn new
nodes and link them with nodes in the graph with probability p (i.e., birth). It is
clear that the operation preserves the binomial degree distribution B(n − 1, p).

(b) Dynamic BA Model. The Barabási-Albert model generates scale-free net-
works through a preferential attachment mechanism [4]. To define an evolving
network model, we follow Barabási’s dynamic extension. The key ideas include
growth, link establishment and node deletion [3]. (a) Growth takes a rate g ∈ [0, 1]
and adds gn new nodes; adds m edges from each new node to an existing node
with probability ki/

∑
vj∈V kj where kj is the degree of vj , ∀vj ∈ V . (b) Link

establishment takes a parameter λ ∈ [0, 1]; selects λn pairs of nodes in the
current graph and randomly creates edges between these pairs; the probability
of creating edge vivj is proportional to kikj . (c) Node deletion takes a rate
d ∈ [0, 1]; picks dn nodes, and remove each of them (say, vi) with probability

1/ki∑
j 1/kj

.

(c) Dynamic WS-Model. The Watts-Strogatz model starts from a regular
lattice, and performs random edge rewirings (with probability β) to obtain small-
world networks, which have high levels of clustering and low average path length
[39]. We extend the process to an evolution mechanism: after initialization, the
network evolves in each round by rewiring those previously-rewired edges to a
random node. This dynamic network preserves the small-world property.

Table 1 summarizes the parameters used in our experiments. We choose these
values either because they are standard choices used by others (e.g. m = 2 for
dynamic BA [4]), or they ensure a gradual and smooth change at each round
(e.g. for dynamic ER and WS models).

Table 1. Parameters for evolving network models.

Evolving Model Parameters

Dynamic ER r = 5%, np = 4

Dynamic BA m = 2, λ = 4%, g = 5%, d = 2%

Dynamic WS β = 0.2

Experiment 1 (Costs). Through simulating DNB processes, we compare the
temporal and establishment costs between the exploitative and exploratory
strategies. DNB processes are generated by applying the heuristics in conjunc-
tion with the ER,BA and WS models. As a DNB process may have indefinite
length, we need a termination condition to specify when the simulation stops.
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A natural method is to set a (high) threshold on centrality CCls(v), or set a
(small) threshold on rankCls(v), such that the process terminates once the thresh-
old is met. There are problems with this approach: (1) It is difficult to determine
a desired CCls(v) that facilitates fair comparisons across all evolving models. (2)
In certain cases (e.g. WS model), closeness centrality of nodes are distributed
within a small range; Hence, a node with low centrality may still have a small
rankCls. These concerns motivate us to set a termination condition based on the
ratio g(v) = CCls(v)/rankCls(v); we introduce a threshold ζ such that the process
terminates at the first round when g(v) ≥ ζ is satisfied.

We generate 10 networks of each size n = 100, 200, 500, 1000 using any net-
work models above. We compare the exploitative with the exploratory strategies
by running L2-∗, L3-∗ and G2-∗ heuristic on each graph. Note that L2-∗ only
links v to her “friends-of-friends” which amounts to the most “local” exploita-
tive strategy; L3-∗ reaches beyond this local proximity and results in a different
performance (see below); G2-∗ is an exploratory strategy which tries its to link
v to nodes outside of her local proximity. We do not include results for G3-∗ as
they are very similar to G2-∗. For any generated graph G and heuristic, we do
the following: (1) Build an edge between the newcomer v and a randomly chosen
node in G. (Here we run the same experiment while linking v with initial nodes
of different Cls-rank (10%–90%). The resulting temporal and establishment costs
are very similar. This shows that the rank of the initial node does not signifi-
cantly affect the performance of the strategies.) (2) Apply the heuristic to the
evolution mechanism (corresponding to the network formation model) to gener-
ate 100 DNB processes; the threshold ζ is 33. Here, the value ζ = 33 reflects the
fact that the desired CCls(v) ≈ 1/3 and rankCls(v) ≈ 1%. Other outcomes with
g(v) = 33 that have either considerably lower centrality and Cls-rank, or consid-
erably higher centrality and Cls-rank (e.g. (CCls(v), rankCls(v)) is (1/6, 0.5%) or
(1, 3%)) have been empirically shown to be unlikely. (3) After the DNB process
terminates, measure the resulting temporal and establishment costs. (4) Finally,
record the average costs among all DNB processes of the same evolving network
model, initial network size, and heuristic.

A few facts stand out from the results in Fig. 2: (i) Temporal costs are mostly
below 10, suggesting that a small number of edges are built by the strategies, even
when the size of the network becomes 1000. (ii) For ER and WS, exploration
results in a lower temporal cost compared to the exploitation. (iii) For the
scale-free model BA, the number of edges built decreases as n increases. This
may be due to the expanding nature of the dynamic BA model and the skewed
degree distribution. As a result, exploitation creates less or similar numbers of
edges than exploration. (iv) In general, exploration results in a much higher
establishment costs. This is easy to understand: the strategy links to distant
nodes from v. The L3 heuristics builds less edges than L2 due to the ability to
traverse to a wider part of the graph. (v) The effects of the centrality metrics
C∗ vary with graph models: For ER, closeness centrality is in general preferred,
while for BA, degree centrality is slightly more preferred. For WS, CBtw is better
for exploration, while CCls is better for exploitation as the graph becomes large.
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Fig. 2. Average temporal and establishment costs of simulated DNB processes by
different heuristics on networks of different sizes.

We then plot v’s Cls-rank as new edges are created during the DNB process;
See Fig. 3. rankCls(v) reaches <1% after 10 rounds under all heuristics. G2
improves Cls-rank faster than L2 heuristics. This is most evident for L2-Deg and
L2-Cls in WS-graphs: the high level of clustering may make it hard for exploita-
tion to get out of a dense cluster, but clustering does not seem to pose a problem
for L2-Btw.

Fig. 3. Changes to rankCls(v) (solid lines) and the establishment costs (dashed lines)
during 10 rounds of the DNB process. The network starts with 1000 nodes and v
initially connects to a node with the lowest centrality.

Experiment 2 (Embeddedness and clustering). Experiment 1 implies that,
to some extend, exploitation and exploration perform on par with each other
from a centrality perspective. In building relationship, trust, tie strength and
role integrity are other important dimensions not captured by centrality alone
[17]. These notions are closely affected by two concepts:
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1. Embeddedness in a social network refers to the degree to which an individual
is constrained by social relationships and is often viewed as a platform for
trust [18]. The embeddedness of an edge between x, y is defined as the size
of their shared neighborhoods D(x) ∩ D(y) [12]. We define embed(v) as a
normalized sum of embeddedness:

embed(v) =
∑

vu∈E |{w ∈ V | wu,wv ∈ E}|
(|V | − 1)(|V | − 2)

.

Note that the highest embed(v) is 1 when v is a node in a complete graph.
2. Clustering coefficient of a node measures the probability of two randomly

chosen friends of the node are also friends and relates to the self-identify of
individuals [5]:

cc(v) =
2 · |{uw ∈ E | uv ∈ E, vw ∈ E}|

deg(v)(deg(v) − 1)
.

We measure embed(v) and cc(v) during DNB processes; See Fig. 4. Remark-
ably, embed(v) increases drastically with exploitation, while staying close to 0
with exploration. The clustering coefficient cc(v) also stays close to 0 with explo-
ration, while with exploitation, it quickly rises to a very high level in the first
few rounds, and drops down to below 0.1 after 10–15 rounds. This highlights
the newcomer’s ability to cut across different clusters. Overall, this experiment
demonstrates the crucial difference between the strategies: while both strategies
improve v’s closeness centrality, exploitation enables a higher embeddedness and
clustering coefficient which positively correlates with tie strength and trusts on
its social relations.

4.2 Real-World Evolving Networks

We next take real-world evolving network data as case studies.

Experiment 3 (Contact networks). We take two evolving physical contact
networks: The first data set records face-to-face contacts among roughly 110
attendees of ACM Hypertext 2009 conference during a 2.5-day period [19]. The
second records contacts among roughly 100 employees in a French workplace
June 24 to July 3, 2013 [14]. In both data sets, contacts are updated every 20
seconds. We ask the question: If a newcomer attends the conference, or joins the
workplace, how does she utilize face-to-face contacts to reach a central position
of the network?

We simulate DNB processes on the accumulated network, i.e., networks con-
structed by accumulating edges in previous times, using the G2 and L2 heuristics.
For the first data set, an edge is built every 15 min, and for the second data set,
an edge is built very hour. Figure 5 plots the changes on the newcomer’s Cls-
rank. All heuristics have similar results in terms of improving the Cls-rank as
time progresses. As the networks are relatively small and edges are accumulated,
the heuristics somehow fail to improve newcomer’s rank in the last three days of



Dynamic Relationship Building 85

Fig. 4. Changes to v’s embeddedness and cc as edges are added to v. The network
starts with 1000 nodes where v is connected to a node with the lowest centrality.

the second network beyond 20%. The exploitative strategy, however, gives much
smaller establishment costs. On the other hand, exploitation leads to consider-
ably higher embeddedness and clustering coefficient than exploration.

Fig. 5. The Cls-rank and establishment cost resulted from running the heuristics on
(a) ACM Hypertext 2009 contact network; (b) French workplace contact network.

5 Balancing Exploitation with Exploration with UBC

As demonstrated above, exploration usually brings faster improvement to the
newcomer v’s centrality, while exploitation by definition incurs less establish-
ment cost. The trade-off between the two strategies is further complicated by
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the evolving nature of the network (e.g. exploitation exhibits lower temporal
costs than exploration in general on scale-free networks). As in many scenarios
of reinforcement learning, to obtain an optimal solution one needs to strike a
balance between exploitation and exploration. In this section, we adopt upper
confidence bound (UBC), a well-known reinforcement learning method for resolv-
ing the exploitation-exploration dilemma to build relations by integrating the
two strategies.

We adapt the UCB1 algorithm proposed in [2] which has a guaranteed log-
arithm regret uniformly over the number of rounds. Here, exploitative and
exploratory strategies are regarded as two actions, 0 and 1, respectively and
dynamic network building is viewed as a 2-armed bandit problem. In each round
of the DNB process, v evaluates plausible Cls-rank achieved through performing
each action i ∈ {0, 1} using past experience, and then selects the strategy that
seems to be the best. To estimate the plausible mean Cls-rank of a strategy,
we introduce the following notations: Let (G0, G1, . . . , Gt, s0, s1, . . . , st−1) be a
t-round DNB process. For m < �, we use rank(m) to denote the Cls-rank of v
in the graph Gm+1. The estimate on the expected Cls-rank resulted by choosing
action i ∈ {0, 1} at round � + 1 is defined by

Υ(i) =

∑ni

j=1 rank(rij − 1) − rank(rij)
ni︸ ︷︷ ︸

average function

+
√

2 ln t

ni︸ ︷︷ ︸
padding function

(1)

where t is the number of rounds passed, ni is the times that strategy i is selected,
rij is the jth round that action i is selected. We use the difference of v’s Cls-rank
between two contiguous rounds to define the reward that v receives after each
round. Then Average function denotes average reward that v has got so far by
choosing action i. Padding function denotes an estimated uncertainty on i; the
more times that i is selected, the less uncertainty it has.

At the beginning of a DNB process, we apply exploration and exploitation in
the first and the second round, resp. Then, in subsequent rounds, we select the
strategy that achieves the highest Υ(i) value (as (1)). See Procedure 3, which we
call DNB UCB. Note that the algorithm again requires fixing a centrality measure
C∗ and a distance threshold γ ∈ N as parameters as for L and G heuristics.

Procedure 3. DNB UCBγ-∗(G, v): Given G = (V,E), v ∈ V

Initialization: Select Lγ-∗ and Gγ-∗ at round 0 and round 1 resp.
if Υ(Lγ- ∗ (G, v)) ≥ Υ(Gγ- ∗ (G, v)) then

Find maximum γ
′ ≤ γ with V �= {u ∈ V | dist(v, u) ≤ γ

′}
U ← V \ {u ∈ V | dist(v, u) ≤ γ

′}
return a node u ∈ U with maximum C∗(u)

else
U ← {u ∈ V | dist(u, v) ≤ γ}
return a node u ∈ U with maximum C∗(u)

end if
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We implement the algorithm and evaluate its performance over dynamic
network models. At the beginning, all networks have 1000 nodes, and the para-
meters used by the evolution mechanisms are the same as in Sect. 4. Figure 6
plots the change in Cls-rank as well as the resulting establishment costs after
running both the pure (exploratory or exploitative) strategies, and the mixed
strategy during a fixed number of rounds. In all three types of random networks,
the speed that DNB UCB improves Cls-rank sits between the exploitative and
exploratory strategies. The improvement is most evident in WS where DNB UCB
performs similarly well to exploration. On the other hand, DNB UCB also results
in a significant reduction of the establishment costs than exploratory strategy.

Fig. 6. The Cls-rank and establishment cost resulted from running the pure and
mixed strategies on the dynamic BA, WS and ER networks. The speed that DNB UCB
improves Cls-rank sits between the exploitative and exploratory strategies. On the other
hand, DNB UCB significantly reduces the establishment costs than exploration alone.

6 Conclusion and Future Work

The paper proposes dynamic network building problem and concentrates on
exploratory-exploitative strategies and their combinations. The focus is on intro-
ducing the algorithmic framework: Many methods exist for the multi-armed ban-
dit problem; A natural future work is to compare these methods with DNB UCB.
Furthermore, despite closeness centrality’s importance in capturing social sup-
port and access to resources, other measures of social capital, e.g. betweenness,
eigenvector centrality, can be used as a goal for the newcomer v as well.
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Other future works that we will consider include: (1) designing strategies
that build relations while respecting bounded capacity of individuals, i.e., v has
only a bounded number of links so severing ties may be needed. (2) investigat-
ing network building on attributed networks where pairs of nodes have different
likelihood of being connected due to features such as personality, common inter-
ests, etc. (3) Studying information diffusion and influence maximization through
network building. (4) A crucial future work is on applications of the presented
framework. In particular, the work develops a foundation of new functionality
on the Web that engineers optimal links among OSN users to enhance commu-
nication and capability. Here, a possible scenario is to recommend information
agencies to a user on a career-based OSN to boost their access to resources and
enhance career-prospect. Another possible scenario is to provide social support
to those that are in need through social network building [40].
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Abstract. As the increasing popularity of the applications of location-
based services, points-of-interest (POI) recommendation has become a
great value part to help users explore their surrounding living environ-
ment and improve the quality of life. Recently, some researchers proposed
next POI recommendation, which not only exploiting the users personal
interests but also considers the sequential information of users check-ins.
There are some next POI recommendation models exploit Metric Embed-
ding method to improve recommendation performance and efficiency.
However, these approaches not consider social relations in next POI rec-
ommendation, which is challenging due to social relations are noisy and
sparse. To this end, in this paper, we proposed a Social Personalized
Ranking Embedding (SPRE) model, which integrates user personaliza-
tion and social relations into consideration, to learn the social relations
by social embedding for next POI recommendation. Our experiments on
a real-world large-scale dataset (Foursquare) results show that our model
outperforms the state-of-the-art next POI recommendation methods.

Keywords: Next POI recommendation · Metric embedding · Social
relations influence

1 Introduction

As the rapid increasing popularity of the applications of location-based ser-
vices, location-based social networks (LBSNs), such as Foursquare, Facebook
Places, Gowalla and Yelp, have attracted the large amount of users to check in
at points-of-interest (POIs), e.g., bars, restaurants and sighting sites, and share
their experience of visiting these POIs with friends. POI recommendation is has
a great value to help users explore their surrounding living environment and
improve the quality of life, which has attracted a significant amount of research
interest in developing recommendation techniques [2,4]. Recently, there are a
lot of recommendation models that were put forward for POI recommendation
by developing and integrating geographical influence [21], social influence [6],
c© Springer International Publishing AG 2017
A. Bouguettaya et al. (Eds.): WISE 2017, Part I, LNCS 10569, pp. 91–105, 2017.
DOI: 10.1007/978-3-319-68783-4 7
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context influence [19], the effect of temporal cyclic information [7,25] and their
joint effect [13,22,24].

Some researchers proposed a natural extension of general POI recommenda-
tion, i.e., next POI recommendation [3]. Comparing to POI recommendation,
next POI recommendation has more challenges and fewer studies are on this
new problem. In addition to the user’s personal interests, the next POI recom-
mendation additionally considers the sequential information of users’ check-ins.
On the one hand, there are some researchers proposed Markov chain-based rec-
ommender model [26] to capture the sequential patterns of POIs for next POI
recommendation. On the other hand, some researchers proposed a hybrid model
[3] for next POI recommendation by combining temporal cyclic effect, social
relations influence and others. However, because of the sparseness of the data,
it is difficult for Markov chain-based models and others to accurately and effec-
tively estimate the probability of visiting next POI for users. Recently, many
various recommender models utilize the social relations influence to improve
the recommended accuracy. However, social links are also sparse and noisy [27].
The traditional recommendation methods (such as MF and Markov chain) of
recommended accuracy will be hurt since the sparsity and noise.

Recently, embedding the item in the low-dimensional Euclidean space has
been widely used in various fields, especially in natural language processing and
data mining. Embedding model is often used to deal with some sparse data and
mine the data that has not been observed. Tang et al. [18] proposed a Large-scale
Information Network Embedding model (LINE), which suits arbitrary types of
information networks and easily scales to millions of nodes by using the metric
embedding. Feng et al. [5] proposed a Personalized Ranking Metric Embedding
(PRME) model to map each user and POI to some point in a latent Euclid-
ean space for next new POI recommendation. However, they did not take into
account some influences, such as social relations influence, context influence and
temporal cyclic information, into the model.

In this paper, we proposed a new embedding model by embedding the social
relations and user preference for next POI recommendation. In the real-world
social relations graph, some users have no direct links, but their social network
structure is similar, such as users 5 and 6 in Fig. 1. But the implicit relation-
ships are ignored by the existing methods. In our model, we map the per-user
to an object in a low-dimensional Euclidean latent space, and use the metric
embedding algorithm to effectively calculate the social relationships. By social
embedding method, we can be the implicit social relations in the European space.
Intuitively speaking, the distance between two objects measures the intensity of
the similar relationship. Since embedding model is often used to deal with sparse
data and mines the data which has not been observed [5], social embedding can
solve the sparse social relational data. That is, we can use the social embedding
model to find the user’s more similar friends even their social relations graph is
sparse or unobserved, so we can utilize the social embedding model to more accu-
rate and effective calculate the user relations, which can better to do next POI
recommend. In the other words, our embedding method respectively encodes
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the personal preference and social dimensions in low-dimension latent space to
effectively address the issues of data sparsity. According to our model, we are
efficient and accurate to calculate user’s preference and social relation parame-
ters. As far as we know, we are the first of using social embedding in the next
POI recommendation. Experimental results show that our Social Personalized
Ranking Embedding (SPRE) model outperforms competitive baselines in terms
of both effectiveness and efficiency. The primary contributions of our research
are summarized as follows.

• We propose a Social Personalized Ranking Embedding (SPRE) model to joint
personalized embedding and social embedding for next POI recommendation.
To best our knowledge, this is first work that uses social embedding for the
next POI recommendation.

• We evaluate our method with a real-world dataset. Our extensive experimen-
tal results show that our method outperforms baselines in terms of different
metrics.

Fig. 1. Social graph Fig. 2. Users check-in sequences

The rest of the paper is organized as follows. We introduce the related work
in Sect. 2. In Sect. 3, we list notations used in the following paper and provide
the formal definition of next POI recommendation with considering user person-
alization and social relations. Some related models contributing to our model are
explained in detail in Sect. 4. Our proposed method and the model parameter
Learning is discussed in Sect. 5. Our experimental results are shown in Sect. 6.
Finally, we conclude our work in Sect. 7.

2 Related Work

POI recommendation has attracted many researchers and many different rec-
ommendation technologies have been developed [17,21,23,25]. Recently, some
researchers pay attention to next POI recommendation, which is a natural exten-
sion of general POI recommendation. It needs timely to provide satisfactory
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advice based on the POIs that users access recently and their personal pref-
erences. Most of the research is based on the Markov chain-based method to
capture the POI sequential pattern and to predict the next check-ins. Zhang
et al. [26] predicted the next location probability through an additive Markov
chain, and assumed that the POIs that a user recently visited have more impact
than the POIs that the users visited a long time ago. Liu et al. [15] exploited the
transition pattern of POI categories to predict future check-ins. However, their
method fails to describe the unobserved transition probability or highly depends
on the category information for calculating accuracy. In this paper, we estimate
the European distance between users and POIs in latent European space, so we
can through the distance in space to show their transition probability.

Recommendation with social dimensions focuses on using social networks to
improve the accuracy and the efficiency of recommendation [8,9,14,16]. Most
existing methods are based on Metric Factorization with regularization. For
example, Golbeck [8] and Massa and Avesani [16] assumed that a user’s pref-
erence is similar to or influenced by their directly connected friends. experi-
mentally, this assumption is rough. Their estimation of user’s preference is not
accurate because of the highly sparse directly linked lines in social networks.
To overcome the sparsity of directly connected data, Krohn-Grimberghe et al.
[11] recently employed a twice matrix factorization approach, and used potential
social relations as regularization for users. However, their method just used first-
order proximity to construct a Laplacian matrix for regularizing the preference
of users. Our work differs from the aforementioned studies in that we can incor-
porate first-order proximity and second-order proximity in a unified embedding
for calculating social relations.

Embedding methods have been studied for a long time and their wide appli-
cations showed that they can effectively capture latent semantic interactions.
Tang et al. [18] learned words embedding to make document classification, and
showed that their method is efficient with a high accuracy. Recently, some music
recommendation research adopted metric embedding into optimization recom-
mendation. Chen et al. [1] proposed a Logistic Markov embedding (LME) for
generating the playlists by using metric embedding in the music playlist predic-
tion. And then, there is some research take advantage of metric embedding in
the field of next POI recommendation. GE [20] used graph-based metric embed-
ding, and joined four embedding models (i.e., POI-POI, POI-Time, POI-Region,
and POI-Word) for POI recommendation. And the PRME [5] is using metric
embedding for next new POI recommendation, which is most related to ours.
The research proposed a model embedded user preferences and sequential tran-
sition into two different spaces. However, this research did not use some useful
characteristics, such as social relations of users. Our work differs from the studies
mentioned above in that we exploit social embedding scheme to learn the user
social relations and adapt Metric Embedding for the next POI recommendation
by incorporating user preference and social relations influence.
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3 Problem Definition and Notations

In this section, we formulate several definitions for next POI recommendation,
and provide notations used in this paper.

Let us assume that there is a user ui in a M users set U = {u1, u2, u3,
. . . , uM}, who just visited a POI lj in the N POIs set L = {l1, l2, l3, . . . , lN}
and checked-in at this POI at time t. And we defined the social relations set
G = (U,E)., and U is the set of users and E is the set of edges between users. In
general, if the user ui have a friend uj , there is an edge between ui and uj , the
eij is defined as the set value of 1 to represent the relationship between them.
Then, the user wants to know where she/he like to go next. Based on the user’s
sequential activities within a short time �T and the social relations G, we need
to recommend ui a POI to go next, which ui may be interested in. According
to this scenario, we formally define the next POI recommendation problem as
follows.

Definition 1 (Next POI Recommendation). For a user set U and a POI
set L, lc is the current POI of the user u, the next POI recommendation goal is
to recommend a list of POIs that u would be interested in the next, denoted as
Su,lc , which is defined as follows.

Su,lc = {l ∈ L} (1)

For example, the next POI recommendation may tell where a user goes to
play after dinner, or suggest which place can be affordable for a lunch near
shops where he/she is shopping, as illustrated in Fig. 2. Note that our next POI
recommendation model uses the visited POIs and the social relation of a user
to predict his/her next POIs. Therefore, we provide the definitions of social
embedding for next POI recommendation as follows.

Definition 2 (First-Order Proximity). The first-order proximity in a
social network is the local pairwise proximity between two users (i.e., two ver-
tices in the social network). Each pair of users is linked by an edge (u, v) with a
weight wuv. The weight indicates the first order proximity between u and v. The
first-order proximity is 0, if no edge is observed between u and v.

In a real-world network, the first-order proximity often represents the simi-
larity of two nodes. Such as, between each other are friends who want to share
a similar interest in the social network, such as users 6, 7 in Fig. 1. However,
the links observed are only a small proportion in a real-world information net-
work, and with many others missing [12]. Therefore, we define the second-order
proximity to complement the first-order proximity and save it in the network
structure.

Definition 3 (Second-Order Proximity). The second-order proximity
between two users (u, v) in a social network is the similarity between their neigh-
borhood network structures. The first-order proximity of u with all other users
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is denoted pu = (wu,1, . . . wU,|v|), and the second-order proximity between u and
v is resolved by the similarity between pu and pv. If no vertex is linked from/to
both u and v, the second-order proximity between u and v is 0.

In the social graph, some users have no direct links, but their social network
structure is similar, such as users 5 and 6 in Fig. 1. Their second-order proximity
is high. In our paper, we utilize both first-order and second-order proximity for
social embedding. We will introduce our social embedding model in detail in
next section. Notations used in this article are shown in Table 1.

Table 1. Notations

Symbols Interpretation

U , L The set of users and POIs

Oij Distance of point i and j in the latent European space

X(i) Location of i in the latent European space

G The graph of the user social information

K The number of dimensions of the latent space

�T The time period threshold

4 Preliminary Models

4.1 Metric Embedding Technology

The Metric Embedding (ME) model is often used to deal with some sparse data
and mine the data which has not been observed [5]. To help understand the
specific meaning of metric embedding, we use POI embedding as an example to
explain metric embedding. In the POI embedding model, we present each POI
as one point in a latent Euclidean space. We also use the Euclidean distance
of POIs in the latent Euclidean space to estimate the transition probability, no
matter the transition information have been unobserved.

In the POI Embedding model, each POI l has a position X(l) in the latent
space. Given a pair of POIs li and lj , we can use the Euclidean distance of the pair
of POIs li and lj to estimate their transition probability. The larger the distance,
the lower the transition probability is. That is, the transition probability is
defined as follows.

P̂ (lj |li) = σ(‖X(li) − X(lj)‖2) (2)

where ‖X(li)−X(lj)‖2 =
∑

k=1K (XK(li)−XK(lj))2, K is the number of dimen-
sions of the latent space and the σ(z) = 1/(1 + exp(−z)) is the logistic function
as the method for normalization, which is in accordance with our hypothesis
about the relationship between the distance and the transition probability.
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4.2 Personalized Embedding Model

Here we will present the PRME [5], the state-of-the-art Personalized Ranking
Embedding Model to utilize two latent spaces, i.e., the sequential transition space
and the user preference space.

In the Personalized Embedding Model, each POI l has one latent position
XS(l) in the sequential transition space, This is similar to the ME, and OS

li,lj
=

‖X(li)S − X(lj)S‖2 on behalf of the Euclidean distance of the POIs i and j. In
the user preference space, each POI l has one latent position XU (l) and each
user u has one latent position XU (u), and the Euclidean distance of user u and
POI l in the user preference space is defined as OU

u,l = ‖X(li)U − X(lj)U‖2.
In the above spaces only the observed check-ins are exploited to learn the

latent position of each POI and each user. Since the observed data is very sparse,
we fit the rankings for the POI transition for learning the latent position. Con-
sequently, we can additionally make use of the unobserved data to learn the
parameters. We assume that the observed under a POI compared with current
POI more relevant than was not observed. For example, POI li is observed, and
next POI lj is not. We can compare the Euclidean distance with the user cur-
rent location X(u). In other words, we use Euclidean distance to rank the POIs
instead of utilizing the exponential function, which is used in previous studies.
The ranking can be defined as follows.

P̂ (li|u) > P̂ (lj |u) =σ(‖X(u) − X(lj)‖2) > σ(‖X(u) − X(li)‖2)
⇒ ‖X(u) − X(lj)‖2 < ‖Xlu) − X(li)‖2
⇒ Ou,li − Ou,lj > 0

(3)

We model personalized sequential transition by integrating two kinds of met-
rics for a candidate POI l. Given current location lc of user u in sequential
transition space, we can use a linear interpolation to weight the two metrics.

Ou,lc,l = αOU
u,l + (1 − α)OS

lc,l (4)

where α ∈ [0, 1] controls the weight of different kinds of spaces.

5 Social Personalized Ranking Embedding (SPRE)

In this section, we will present the social embedding model in Sect. 5.1. And
in Sect. 5.2, we propose our model: Social Personalized Ranking Embedding
(SPRE) model, which jointly incorporates personalized embedding and social
embedding. In the end, we will be detailed introduce our model parameter learn-
ing.
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5.1 Social Embedding Model

Based on this fundamental assumption, the goal of social embedding is to
describe relations between users, regardless whether a link between two users
is observed or not. To achieve the goal, formally, given the user-user graph
G = (U,E), where U is the set of users and E is the set of edges between
users. Each edge ei,j in the graph has a source node (ui) and a target node
(uj). In this section, we propose a novel solution as a variant of LINE [18] to
combine both first-order and second-order proximities in a unified framework for
depicting the social relations.

The first-order proximity refers to the local pairwise proximity between the
vertices in the network. Thus, we define the joint probabilities of any pair of
nodes as the models of the first-order proximity.

p1(ui, uj) =
1

1 + exp(−qT
i · qj)

(5)

where qi is the embedding vector of vertex ui, and qj is the embedding vector of
vertex uj . Equation 5 defines a distribution p(·, ·) over the space U × U and its
empirical probability, which can be defined as p̂(i, j) = wij

W , where W = Σ(i,j)∈E .
The way to preserve the first-order proximity is to minimize the following objec-
tive function.

O1 = d(p̂1(·|·), p1(·|·)) (6)

where d(·, ·) is the distance between two distributions. By omitting some con-
stants and replacing d(·, ·) with KL-divergence, we can have:

O1 = −
∑

(i,j)∈E

wij log p1(Ui|Uj) (7)

We can present each vertex in the K-dimensional space by finding {qi}1...|U |
that minimizes Eq. 7.

In the second-order proximity, we suppose similar context nodes tend to have
similar meanings. This supposition leads to a more reliable way to measure the
relations between users, which could solve the social link sparsity well. Based
on the above assumptions, we define the conditional probability of vertex uj

generates vertex ui as follows.

p2(uj |ui) =
exp(qT

j · qi)
∑|v|

k=1 exp(qT
k · qi)

(8)

where qi and qj are the embedding vector of vertex Ui and Uj , Respec-
tively. Equation 8 defines a conditional distribution p(·|ui) over all the vertices.
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We make the conditional distribution p(·|ui) close to its empirical distribution
p̂(·|ui) for preserving the weight wij on edge eij . The empirical distribution can
be defined as p̂(uj |ui) = wij

degi
. Then, we minimize the following objective func-

tion.

O2 =
∑

i∈U

λid(p̂2(·|ui), p2(·|ui)) (9)

where d(·, ·) is the distance between two distributions, and λi is the prestige of
vertex ui in the network, which can be measured by the degree degi =

∑
j wij .

Omitting some constants, the objective function Eq. 9 can be calculated by
replacing d(·, ·) with KL-divergence as follows.

O2 = −
∑

(i,j)∈E

wij log p2(·|ui) (10)

By learning {ui}i=1...|U | to minimize Eq. 10, we are able to present every user
ui with a K-dimensional space.

5.2 Social Personalized Ranking Embedding (SPRE) Model

In Personalized embedding model we assume that if the time interval between
two adjacent check-ins is larger than the threshold �T , we just consider the user
preference. Then we recount the distance metric Ou,lc,l as follows.

OP = Ou,lc,l =

{
OU

u,l if � (l, lc) > �T,

αOU
u,l + (1 − α)OS

lc,l otherwise.
(11)

where �(l, lc) is the time difference of the successive POIs (l and lc).
And in social model we linearly combine the first-order and second-order

proximities together to preserve both proximities with interest propagation for
embedding the social networks.

OS = βO1 + (1 − β)O2 (12)

where β ∈ [0, 1] is the strength weight; O1 and O2 are the first-order objective
and second-order objective respectively. According to Eq. 12, we can obtain a
better result to represent the distance between users.

In the above two embedding model, we have a detailed description of the
personalized embedding and the social embedding. In this section, we normalize
OS and OP by using Min-Max scaling to avoid the impacts of excessive value,
which could lead to inaccurate results.

Given a current location lc of user u and the user social relation links, we
define the distance metric O as follows.



100 Y. Long et al.

O = μOS · OP + (1 − μ)OP (13)

where μ ∈ [0, 1] is the coefficient to control the proportion of the personalized
embedding and social embedding. With the primary assumption in Sect. 4.1,
(i.e., the larger the distance, the lower the transition probability is), we can rank
the TOP-n next POI recommendation for user u.

5.3 Optimization Learn

By using maximum a posterior (MAP) based Bayesian Personalized Ranking
(BPR) [17] approach for personalized embedding, and maximizing a criterion
for social embedding, we develop the SPRE Model as follows.

Θ = argmax
Θ

∏

u∈U

∏

lc∈L

∏

li∈L

∏

lj∈L

∏

(i,j)∈E

P (>u,lc |Θ)P (G|Θ)P (Θ) (14)

where the major parameters of personalized embedding are Θ =
{XS

L ,XU
L ,XU

U ,XG
U } and P (>u,lc |Θ). The social embedding is denoted P (G|Θ).

By using the logistic function to calculate the above two probabilities, the
two probabilities can be further estimated as follows.

P (>u,lc |Θ) = σ(Ou,lc,lj − Ou,lc,li) (15)

P (G|Θ) = σ(OS) (16)

Then, we have the final objective function in Eq. 17 with Gaussian priors on
the parameters Θ. ω is a regularization term parameter.

Θ = argmax
Θ

ln
∏

u∈U

∏

lc∈L

∏

li∈L

∏

lj∈L

∏

(i,j)∈E

σ(Ou,lc,lj − Ou,lc,li)σ(OS)P (Θ)

= argmax
Θ

∑

u∈U

∑

lc∈L

∑

li∈L

∑

lj∈L

∑

(i,j)∈E

(ln(σ(Ou,lc,lj − Ou,lc,li))

+ ln(σ(OS)) − ω‖Θ‖2

(17)

We adopt a widely used stochastic gradient descent (SGD) algorithm to
optimize the objective function in Eq. 18. Based on the previous check-in records
and the social graph, we can construct the training tuples. And the updating
procedure is defined as follows, where η is the learning rate.

Θ ← Θ + η
∂

∂Θ
(ln(σ(Ou,lc,lj − Ou,lc,li)) + ln(σ(OS)) − ω‖Θ‖2) (18)
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6 Experiments

6.1 Experimental Settings

Datasets. In the experiments, we use a publicly available real-world large-scale
LBSNs dataset Foursquare to evaluate our proposed SPRE model. The statistics
of the dataset is shown in Table 2. The whole dataset covers 483,813 check-in
histories and 121,142 POIs in the local scope. There are 4,163 users in this
dataset, who live in the California, USA. There are 32,512 friendship links, and
the average number of friends per user is 6.7.

Table 2. Description of our dataset Foursquare

Statistics Counts

Number of users 4,163

Number of POIs 121,142

Number of the whole check-ins 483,813

Friendship links 32,512

Average friends per user 6.7

Baselines. We compare our SPRE model with the following three methods.

• SocialMF: This system combines both a user-item matrix and positive links
for recommendation [10], which is a special case of the proposed framework
with only positive links. It utilizes the user-item matrix and a user-user
matrix.

• MESocial: This method joints the user preference embedding and the social
embedding together as a baseline. It does not include the POI sequential
transition, and is like traditional POI recommendation. However, it is an
embedded method.

• PRME: PRME [5] is a personalized ranking metric embedding algorithm by
integrating the sequential transition of POIs and user’s preference. It maps
the POI-POI and the POI-user to two different spaces. One is the sequential
transition space, and the other is the user preferences space. It also exploits
the metric embedding method for the next POI recommendation.

Evaluation Metrics. The performance of our SPRE model and the three com-
parison methods is measured in terms of two well known measure metrics, namely
Recall@N and Precision@N, which are defined as follows.

Recall@N =
#hit@N

Nv
(19)
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Prescision@N =
#hit@N

N
(20)

where #hit@N denotes the number of POIs that user u visited after the time
t in Top-n recommended, and Nv is the total number of POIs that user u have
visited after the time t.

6.2 Experimental Results

The experimental results of our SPRE model and the three baselines are shown
in Fig. 3. All the methods are running with well-tuned parameters for their effec-
tiveness. Note that we usually ignore a large N in top-n recommendation tasks.
We only show the performance for N = {5, 10, 20, 30} respectively. In our pro-
posed methods, we set k = 80,�T = 6h. Besides, we set personalized embedding
component weight α as 0.2, and the social embedding component weight β as
0.6. The learning rate η is set as 0.0025, and the SPRE component weight μ is
set as 0.3.

In accordance with the time each user visits, we use the first ten months of
data as a training set when comparing with the other three baselines. From the
results, as shown in Fig. 3, we observe that our method generally outperforms
two baselines. SocialMF has a lower precision and recall. This indicates that the
traditional MF method is not suitable for the next POI recommendation since
it does not make use of sequential information and can’t solve the sparsity issue
of both POI check-ins and social links. By comparing SocialMF and MEsocial in
Fig. 3, we can find out the metric embedding technology can effectively solve the
problem of data sparseness, both in POI check-ins and social links. Sequential
transition has an important effect in next POI recommendation by observing
the differences between ME-social and SPRE. Figure 3 also show that our pro-
posed SPRE model obviously outperforms PRME. This is because our proposed
SPRE model joints the social influence to the model. This shows that the social
influence indeed improves the accuracy of next POI recommendation.

(a) Prescision@N (b) Recall@

Fig. 3. The result of methods.
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6.3 Impact of Different Parameters

Impact of the Component Weight µ. Figure 4 shows the impact of the
component weight μ. The performance at μ = 0 (only personalized embedding)
is much better than μ = 1 (only social embedding). That is, user preference
is more important than social influence in the next POI recommendation. The
best results are obtained at μ = 0.3. Hence, we set the μ = 0.3 in our following
experiments. We also notice that there is a sharp drop when we change the
weight μ from 0.3 to 0.8. This shows that too much social dimension factors can
degrade the performance of the next POI recommendation.

0 0.2 0.4 0.6 0.8 1
0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

Weight

Pr
ec

is
io
n

Personalized−Social

(a) Prescision@10

0 0.2 0.4 0.6 0.8 1
0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

Weight

R
ec

al
l

Personalized−Social

(b) Recall@10

Fig. 4. Effect of component weight µ.
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Fig. 5. Effect of the number of dimension K.

Impact of Metric Dimensions K. Figure 5 shows the experimental results
under different metric dimensions K (including the personalized embedding and
social embedding metric dimensions). When K > 20, the recommendation qual-
ity growth becomes smooth. The performance increases with the increment of K.
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This is because a high dimension can reflect the potential measurement better.
Figure 5 also shows that it is less helpful to improve the performance by increas-
ing K, when the number of dimensions is larger than 80. Empirically, we chose
K = 80 in our experiments because we simultaneously consider both the model
quality and the running time.

7 Conclusion

In this paper, we studied the next POI recommendation problem. We proposed
a Social Personalized Ranking Embedding (SPRE) model to joint personalized
embedding and social embedding together, which can learn the user preference
and social relations in a low-dimension latent space. As far as we know, we are the
first to integrate personalized embedding and social embedding in the next POI
recommendation. Experimental results on the real-world LBSNs data Foursquare
validated the performance of our proposed SPRE method. Our extensive experi-
mental results also show that our method outperforms baselines regarding Top-n
recommendation. In the future, we will integrate other dimensions into the model
for next POI recommendation, such as semantic information, context informa-
tion, and temporal cyclic information.
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Abstract. Many data mining approaches aim at modelling and predict-
ing human behaviour. An important quantity of interest is the quality
of model-based predictions, e.g. for comparative analysis and finding a
competition winner with best prediction performance. In real life, human
beings meet their decisions with considerable uncertainty. Its assessment
and resulting implications for the statistically evident evaluation of pre-
dictive models are in the main focus of this contribution. We identify
relevant sources of uncertainty as well as the limited ability of its accu-
rate measurement, propose an uncertainty-aware methodology for more
evident evaluations of data mining approaches, and discuss its implica-
tions for existing quality assessment strategies. Specifically, our approach
switches from common point-paradigm to more appropriate distribution-
paradigm. The proposed methodology is exemplified in the context of
recommender systems and their established metrics of prediction qual-
ity. The discussion is substantiated by comprehensive experiments with
real users and large-scale simulations.

Keywords: Human uncertainty · User noise · RMSE · Magic barrier ·
Distribution-paradigm
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1 Introduction

A broad range of algorithms and approaches in data mining aims at modelling
and predicting aspects of human behaviour. These efforts are motivated by many
practically relevant applications, including various recommender systems, con-
tent personalisation, targeted advertising, along with many others. The com-
parative assessment of methods usually involves implicit or explicit knowledge
about user behaviour, either by observing user interactions or by asking users
explicitly. In many situations, particular individuals may meet their decisions
with considerable uncertainty. In other words, they would not exactly repro-
duce their decisions when asked twice or multiple times. Consequently, observed
decisions must be seen as single draws from individual “feeling”-distributions,
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resulting from complex cognition processes, and influenced by multiple factors
(e.g. mood, media literacy, etc.). Moreover, and even more important, our knowl-
edge about such distributions may be very limited due to natural restrictions
of human behaviour, i.e. it is practically not possible to require the necessary
amount of repeated trials for precise location of the underlying distribution para-
meters. The presence of human uncertainty and our incomplete knowledge about
its properties naturally raise the question of assessment validity and reliability.
If some approach R1 shows better results than approach R2 in the sense of a
certain quality metric (prediction accuracy, user satisfaction, etc.) given refer-
ence data, can we consider this as a statistically evident proof that approach
R1 is indeed better? In the common sense of statistical hypothesis testing, the
confident conclusion can be made if the opposite case has a very low probability
(type I error) to happen. Under appropriate accounting for human uncertainty,
such evidence is often hard to reach.

As a motivating example, we consider the task of rating prediction (com-
mon to recommender systems research), along with the Root Mean Square Error
(RMSE) [9] as a widely used metric for prediction quality. In a systematic exper-
iment with real users (described in more detail in the forthcoming sections), indi-
viduals rated certain media items (movie trailers) multiple times. Only 27% of
users have shown constant rating behaviour; 73% of them have given at least two
different ratings to the same item; 49% of users have given three or more differ-
ent responses. Based on the observations made so far, we constructed individual
uncertainty models for every user and thus, the considered quality metric (in our
case, RMSE) became a random quantity, characterized by a certain probability
density function (PDF).

Fig. 1. RMSE as random quantity (Color figure online)

Figure 1 shows corresponding results for two sample recommenders: best pos-
sible prediction R1 (the mean of observed user responses) (red chart) vs. random
predictions around the mean R2 (blue chart); here R1 is supposed to be the bet-
ter system by design. As can be seen, there is a large overlap between both PDFs
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inducing a probability of P (“R2 better than R1”) ≈ 0.33. Insofar, the compar-
ison of point-wise calculated quality metrics in a particular experiment is not
necessarily evident for a statistically sound proof of method advantages. With-
out any loss of generality, the observations made so far can be considered as
an indicative motivation for a more careful analysis of the following research
questions:

Q1: How well is human uncertainty measurable and what are the implications
of its incomplete assessment onto possible model comparisons?

Q2: How well can distinguishability be reached under the human uncertainty
assumption, specifically

(a) What is a natural metric for the distinguishability of two different models?
(b) What kind of statistical evidence indicates that a model can still be improved?
(c) What makes a difference between two models statistically significant?

2 Related Work

In the context of this paper, we exemplify our approach by scenarios from the
field of recommender systems as summarised in [14] and focus specifically on
comparative evaluation metrics. Recommender systems were initially based on
demographic, content-based and collaborative filtering. An overview of these
techniques is given in [4]. As collaborative filtering recently turned out to be
one of the most successful techniques, they rapidly got into the centre of further
research. A roadmap to collaborative filtering as well as a profound discussion
on its predictive performance is provided by [17].

Due to the importance of evaluating those recommender systems in terms
of their model-based prediction quality, different metrics have been introduced,
such as the root mean squared error (RMSE), mean absolute error (MAE), mean
average precision (MAP) and normalized discounted cumulative gain (NDCG)
(see [1]). Further possible quality-related dimensions of interest in recommender
assessment (user satisfaction, precision/recall, etc.) are summarised in [9].

All mentioned quantities have in common the need for human input, either
by asking the users explicitly or by observing their interactions. In both the
cases, human responses may show a considerable degree of uncertainty, resulting
from complex cognition processes and multiple influential factors. Consequently,
the main results shown in this contribution can be easily adopted for general
cases without substantial loss of validity.

The idea of uncertainty is not only related to predictive data mining but also
to measuring sciences such as physics or biology. In this area, a science called
metrology has been developed, which is about accurate and precise measurement.
Recently, a paradigm shift was initiated on the basis of a so far incomplete the-
ory of error (see [7]), so that variables are currently modelled by probability
density functions, and quantities of interest are obtained by means of a convo-
lution of these densities. This model is described in [12]. A feasible framework
for computing these convolutions via Monte-Carlo-simulation is given by [13].
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We employ this model as a basis for our modelling of uncertainty for addressing
similar issues in the field of computer science.

The complexity of human perception and cognition can be addressed by
means of latent distributions (see [18]), resulting in varying observations. This
idea is widely used in cognitive science and in statistical models for ordinal data.
For example, so-called CUB models for ordinal data [10] assume the Gaussian
as a latent response model underlying the observations. We adopt the idea of
modelling user uncertainty by means of individual Gaussians following the argu-
mentation in [10] for constructing our own response models.

The human impact on the prediction quality was noticed in 2009 when [2]
stated, that users are inconsistent in giving feedback and therefore establish
an unknown amount of noise that challenges the validity of collaborative filter-
ing. In consequence, [15] has shown that quality metrics cannot exceed certain
barriers, grounded in the collective uncertainty of observed user decisions. In
order to collect information about human uncertainty, we follow [3] by using
repeated rating scenarios for same users and items within conducted experi-
ments designed in accordance with experimental psychology [6,11]. On the basis
of the information gathered by using this approach, the authors of [3] were able
to develop a preprocessing in order to de-noise the underlying data set of rat-
ings and therefore yield better prediction accuracy. In contrast, we distinguish
between non-significant deviations (natural human noise) and significant ones
(model induced noise). In this paper, we use the same measuring instrument to
collect uncertainty information as in [3] but in this contribution, we also focus
on the influence of this uncertainty on the accuracy of recommender systems
under the view of metrology. We also take the idea of a pre-processing to reduce
the impact of human uncertainty on RMSE under this different perspective.

3 Modelling Human Uncertainty

For evaluating the quality of model-based predictions exemplified by recom-
mender system accuracy, we compare internally computed predictors against real
user ratings. Let I = {1, . . . , I} be the index set of I items and U = {1, . . . , U}
the index set of U users. When several users have rated several items, we obtain
n ≤ U · I pairs (πν , rν) of predictors πν and ratings rν that can be matched
against each other where ν ∈ U ×I is a multi-index. These quantities allow com-
puting single scores of accuracy metrics (e.g. RMSE) which corresponds to the
commonly used point-paradigm. By using the metrologic distribution-paradigm,
we explicitly account for human uncertainty and its resulting rating uncertainty.

We consider all the given ratings to be a family of random variables
Rν ∼ N (μν , σν) which are assumed to be normally distributed as also done
in [10]. From this point of view, a given rating rν can be seen as the output of
a random experiment that is somehow related to human cognition. Hereunder,
human uncertainty is strongly related to statistical randomness and the standard
deviation σν becomes a natural measure of human uncertainty. In this case, the
RMSE becomes a random variable itself, since it is a composition of continuous



110 K. Jasberg and S. Sizov

maps of random variables. The distribution emerges as a convolution of n density
functions under the given mathematical model

RMSE =

√ ∑
ν ∈ U×I

(πν − Rν)2

n
. (1)

As an example, we consider all n rating distributions to be i.i.d. with Rν ∼
N (πν , 1) that is, the predictors of our recommender systems perfectly match
with the mean of our rating distributions. With these distributions, we want to
derive the RMSE’s density gradually by specifying the densities for every step
of computation that has to be done for calculating the entire RMSE. First, we
consider the initial step S1

ν := πν − Rν which is a random variable distributed
by N (0, 1). Then as sum of n standard normal distributed random variables, the
second step S2

ν :=
∑

ν(S1
ν)2 yields a χ2(n)-distribution with n degrees of freedom.

Hence, a scaling by 1/n will lead to a gamma distribution S3
ν := 1

n ·S2
ν ∼ Γ (n

2 , 2
n )

and finally for the last step, S4
ν :=

√
Z2

ν ∼ Nakagami(n
2 , 1) yields the Nakagami-

distribution since it is the square root of a gamma-distributed random variable.
Under all these conditions, we yield the RMSE not to be a single point but
rather to be a Nakagami-distributed random variable with density function

f(x) =
2mm

Γ (m)
x2m−1 exp

(−mx2
)

where m = n/2. (2)

whose expectation

E(RMSE) =
Γ (n+1

2 )
Γ (n

2 )

√
2
n

(3)

is the average RMSE score according to the point paradigm when repeating the
rating scenario infinitely. The advantage of this approach is, that it additionally
provides a non-vanishing variance

V(RMSE) = 1 − 2
n

·
(

Γ (n+1
2 )

Γ (n
2 )

)2

(4)

as a measure of the uncertainty that is related to the RMSE. The fact that a
different RMSE score is achieved each time the rating scenario is repeated, corre-
sponds to drawing a random number from a given RMSE distribution within the
distribution-paradigm. Considering a data set of uncertain ratings, two different
recommender systems would obtain different RMSEs on this dataset, denoted X1

and X2. Let fX1(x) and fX2(x) the probability density functions of X1 and X2.
If those densities overlap, then there is also a non-vanishing possibility of error
when building a ranking order by evaluating single scores only (point-paradigm).
Let x1 and x2 denote two realisations of the RMSEs X1 and X2 and let x1 < x2

be the ranking order by using the point-paradigm, then the probability Pε of
error for this decision is given by Pε := P (X1 > X2) with

P (X1 > X2) :=
∫ ∞

−∞
fX2(x)

(
1 − FX1(x)

)
dx ≤ 0.5 (5)
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where FX1(x) :=
∫ x

−∞ fX1(t) dt denotes the cumulative distribution function of
fX1 . Later, it will be shown that a ranking built by using the point-paradigm is
associated with considerable errors caused by human uncertainty. However, this
can virtually be subtracted out in a pre-processing step.

From the view of the distribution-paradigm, each time a given rating is com-
pared with a model-based prediction, we must examine whether the observed
deviations are significant or just in nature of contingency, i.e. the influence of
human uncertainty. In doing so, we divide the set of all deviations into two sub-
sets. One subset contains all the deviations around the predictor πν that can
be considered as human uncertainty and the other subset contains all devia-
tions whose extent cannot be explained by this uncertainty and thus seems to
be induced by the prediction model. In this case, it seems viable to calculate
the RMSE by taking into account only those deviations that are related to the
algorithm rather than to human uncertainty. Similarly to the classic RMSE, we
refer to this more natural metric as the significant RMSE (sRMSE). Following
this approach, we have to use statistical hypothesis testing to decide whether a
realisation rν of the rating distribution Rν is equal to a model-based prediction
πν or not. In mathematical notation, we have to test

H0 : rν = πν vs. H1 : rν �= πν (6)

for every multi-index ν at a given significance level α. For known density func-
tions fRν

of the rating distributions Rν the critical region can be constructed as
the complement of Iα = [πν − a; πν + a] where a is chosen such that

∫ πν+a

πν−a

fRν
(x) dx = 1 − α. (7)

We now yield the probability density function of the sRMSE by a convolution
of the pseudo-restrictions fRν

|I�
95

(x) := II�
95

(x) · fRν
(x) where I is the indicator

function. Due to this definition, the sRMSE grants assessment of different rec-
ommender systems with much lower probabilities of error. This can be explained
by not taking into account the stabilising centre of all the rating-distributions
and as the RMSE amplifies the remaining extreme values by its quadratic term
(see Eq. 1), the distributions rapidly differ under increase of false predictions.
Having in mind this mathematical model of human uncertainty in terms of the
novel metrologic distribution-paradigm, we elaborate on our research questions
by examination of real life scenarios.

4 User Study and Simulations

In practice, the application of the previously described model is technically chal-
lenging. Let the rating distributions Rν ∼ N (μν , σν) be not necessarily equal
for every ν. As it has been shown in [5], the sum of squared deviations receives
the density of a non-central χ2-distribution. At this point, it is quite hard to
find a closed form for the RMSE density. It turns out that efficient dealing with
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the RMSE’s distribution can only be maintained by using statistical simulations
when general cases are taken into account. In this paper we use Monte-Carlo-
Simulations (MC) as described in [13]: For every input variable Rν ∼ N (μν , σν)
we take a sample S(Rν) := {r1ν , . . . , rτ

ν} of τ pseudo-random numbers (trials)
that are drawn from this specific distribution. Due to the randomness, further
computations may fluctuate slightly, but his effect diminishes for a high number
of trials. In our analyses, we reached stable results by setting τ = 106. With
these samples we compute S(RMSE) by

S(RMSE) =

⎧
⎨

⎩
yj =

√
√
√
√

∑

ν

(πν − rj
ν)2

n
: j = 1, . . . , τ

⎫
⎬

⎭
. (8)

Post hoc illustration of this sample by a normalised relative histogram with b
bins lead to an approximation of the RMSE’s density. Our analyses often focus
on the error probability Pε as described in Eq. 5. In the following numerical
simulations this probability is efficiently computed by

Pε = P (RMSE1 > RMSE2) = |A|/τ (9)

where A is the set of all (ri, sj) ∈ S(RMSE1)×S(RMSE2) holding the condition
ri > si for i = 1, . . . , τ . For modelling human uncertainty, we assume a set of
known rating distributions, based on perceptions about real user behaviour from
comprehensive user experiments.

User Experiments

Our experiment is set up with Unipark’s1 survey engine whilst our partici-
pants were committed from the crowdsourcing platform Clickworker2. During the
experiment, participants watched theatrical trailers of popular movies and televi-
sion shows and provided ratings on a 5-star scale multiple times in random order.
The submitted ratings have been recorded for five out of ten fixed trailers so that
the remaining trailers act as distractors triggering the misinformation effect, i.e.
memory is becoming less accurate because of interference from post-event infor-
mation. Altogether, we received a rating tensor Ru,i,t with dim(R) = (67, 5, 5),
having N = 1675 data points in total, where the coordinates (u, i, t) encode the
rating that has been given to item i by user u in the t-th trial. From this dataset
we derive a unique rating distribution for every user-item-pair by considering
tensor-slices in trial-dimension Ru,i := Ru,i,• = {Ru,i,t|t = 1, . . . , 5} which can
be easily depicted in a relative histogram and modelled by a certain rating dis-
tribution. In our experiment, only few tensor slices contain constant ratings and
hence lead to a vanishing variance. Performing an item-wise analysis, the frac-
tion of tensor slices with non-zero variance ranges from 50 to 90% that is, only
every second participant is able to reproduce its own decisions for the best case.
1 http://www.unipark.com/de/.
2 https://www.clickworker.de/.

http://www.unipark.com/de/
https://www.clickworker.de/
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For the worst case, only one out of ten participants is able to precisely repro-
duce a rating. All tensor slices containing a non-vanishing variance are checked
for normality by a KS-test at α = 0.05. The null hypothesis was never rejected,
allowing to keep the Gaussian distribution as a possible model (rationally, it
exhibits maximum entropy among all distributions with finite mean/variance
and support on R).

Research Question Q1: Measurability of Human Uncertainty

Description: Based on our user study, we assume Rν ∼ N (μν , σν). Since this
study only surveyed a sample rather than an entire population, point estimates
for the distribution parameters would be inappropriate. Instead, confidence inter-
vals have to be specified. Following [8], the confidence interval for the parameter
μν can be received by

μν ∈
[

x̄ν − t(1− α
2 ;n−1)

sν√
n

; x̄ν + t(1− α
2 ;n−1)

sν√
n

]

(10)

where x̄ and s are the point estimates for the mean and bessel-corrected standard
deviation and t(p;k) represents the p-quantile of the t-distribution with k degrees
of freedom. Following [16], the confidence interval of σν is given by

σ ∈
[
s
√

(n − 1)/χ2
(1− α

2 ;n−1) ; s
√

(n − 1)/χ2
(α
2 ;n−1)

]
(11)

where χ2
(p;k) is the p-quantile of the χ2-distribution with k degrees of freedom.

This means that we can not simply determine a single rating distribution for
each data set. Instead, a variety of rating distributions needs to be computed
for each user-item-pair where the associated parameters are drawn from the cor-
responding confidence interval. Even for large-scale computations, the resulting
RMSE does not possess a stable density function. However, we can consider bor-
derline cases which reveal the maximum span in which we can expect results for
the density function of the RMSE. On this basis we run three simulations:

(a) Best Case (b) Worst Case

Fig. 2. Borderline cases of RSME for different recommender systems
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Simulation 1: In Simulation 1 we compute these borderline cases by assign-
ing the parameters μν and σν as the lower limits of the corresponding confidence
interval and the upper limits respectively. In doing so, we first build six recom-
mender systems by defining their predictors via where k denotes the k-th rec-
ommender systems. Then, for every recommender systems we compute a sample
S(RMSE(R k)) for all borderline cases as described in Eq. 8 and generate the
ML-density functions. In this simulation we use τ = 106 MC-trials for steadiness
of histograms as well as b = 55 bins for accurate display of densities. Figure 2
shows the impact of the uncertainty of the re-rating-proceeding. Whilst we can
recognise a good resolution for three groups of RMSEs in the minimum case,
this is virtually no longer possible for the maximum case. The true distributions
of the individual RMSEs can vary between these two thresholds but remain
unknown to us on the basis of the information collected. In short, with only five
re-ratings it is not possible to get high-quality uncertainty information, but it
must be said that this phenomenon is not grounded within the point-paradigm
itself. In practice, we have to distinguish between two different types of uncer-
tainty: On the one hand, there is the human uncertainty (leading from scores
to distributions) which is in the main focus of this contribution. But on the
other hand, there is also a kind of measurement error which we call the method
uncertainty. The variability for the RMSE distributions in Fig. 2 is completely
explained by the impact of this method uncertainty.

Simulation 2: The method uncertainty can be reduced by decreasing the width
of the confidence intervals that scale with 1/nq for some q ∈ R. To this end, it
is necessary to increase the number of re-ratings. Accordingly, the borderline
cases of the RMSE converge to a stationary state for large n. In this Simulation
we estimate the number of re-ratings in order to get stable results, so we can
speak of the true RMSE. As a measure of this convergence, we calculate the
intersection area of the minimum and maximum density for each recommender
system. As can be seen from Fig. 3(a), we need about 1000–2000 re-ratings, so
that both distributions converge to a steady state by more than 90%. This means
that users in a real rating scenario would have to re-evaluate the same item at
least 1000 times in order to locate the RMSE-distribution accurately.

Simulation 3: If it is not feasible to calculate the stationary state with the
re-rating-proceeding, then it might be sufficient to only gather samples as large
as to exclude the high error probabilities of the maximum case. This is sim-
ulated by fixing the point estimates x̄ and s and artificially increasing the
sample size n to calculate the boundary points of our confidence intervals in
Eqs. 10 and 11. With those, we determine the error probabilities for a point-
paradigm ranking of recommender system 1 to all the other recommender sys-
tems for each of the borderline cases. Figure 3(b) depicts the error probabilities
Pε = P (RMSE(R1) > RMSE(R3)) for the minimum and the maximum case. All
the other cases of Pε = P (RMSE(R1) > RMSE(R k)) lead to equivalent results
for k �= 1. As we can see, we would need about 500 re-ratings to regard the
RMSE approximation to be satisfactory, if we accept a maximum of Pε ≈ 0.10.
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(a) Convergence of minimum and
maximum RMSE

(b) Example of convergence of error
probabilities

Fig. 3. Convergence into the stationary state

Research Question Q2b: Statistical Evidence for Improvements

Here, we examine the conditions under which a single recommender system can
not be distinguished from a theoretically optimal recommender system by means
of the RMSE. The idea of this investigation is to create a copy of a given rec-
ommender system and to distort this copy by artificial uniform-noise. This is
done by resampling its predictors π1 ∈ [(1−p)π0 ; (1+p)π0] assuming a uniform
distribution. In this case, a noise fraction of p means that those new predictors
deviate from the originals by 100p%. The RMSE thereby receives a shift on the
x-axis so that it’s possible to build a ranking along with its associated error
probability. We can apply these as a function of the noise component. Noise
is, in this context, a specific quantity for inducing differences in recommender
system quality in a controlled manner.

Fig. 4. Error probabilities as a function of artificial predictor noise

Simulation 4: The expected value of a random variable is the value which is
obtained on average in the case of infinite repetitions of the random experiment
and thus has the smallest sum of squared deviations. Theoretically, this property
makes the arithmetic mean x̄u,i of the data series Ru,i the optimal predictor.
Hence, we define the optimal recommender system by setting πu,i := x̄u,i, so
statements can be generated which are correct for very large investigations on
the average. To this optimum, we additionally create a copy which we distort by
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artificial uniform-noise as described and specify that two recommender systems
can be distinguished significantly if the error probability is less than 5%. In this
simulation we again use τ = 106 MC-trials for each of the 106 data points (p, Pε),
having 1012 trials in total. Figure 4(a) shows the curve of the error probability
where the width of this graph is an artefact of the uniform-noise. We can see
that the error probability drops below the 5% mark in a range of 21% to 24%,
i.e. only then distinctions to the optimum can be reliably detected. This proves
the existence of a certain barrier of prediction quality so that any superior rec-
ommender system can not be differentiated from the best possible recommender
system anymore.

Research Question Q2c: Significant Differences of two Models

In real life, assessments compare several recommender systems among each other.
This is taken into account in the following simulations.

Simulation 5: We generate two copies of an optimal recommender, with differ-
ent proportions of added noise in such a way that the relative noise difference of
both copies remains constant. Then, we compute the resulting RMSEs for both
copies together with an error probability for the point-paradigm ranking. By
increasing the noise for both copies whilst keeping their relative difference con-
stant, we generate an offset (deviation from the optimum or prediction quality)
and can thus plot the error probabilities against this offset for different noise
ratios. This simulation was performed with 1012 data points. Figure 5 depicts
the family of curves mapping the noise offset to the corresponding error proba-
bilities. The offset represents background noise and is a measure of the deviation
from the best possible recommender system, i.e. the larger the offset, the worse
the prediction quality of the recommender system. The colours encode the rela-
tive difference Δ of two recommender systems among each other. For the green
curve (representing 10% noise of difference), an x-value of 0.15 means that RS1
has a noise of 15% whereas RS2 has a noise of 25%. The corresponding y-value
indicates the error probability for ranking both of these recommender systems
using the point paradigm. It is apparent from this Figure, that two systems can
not be brought into a ranking order without considerable error probability if
their relative difference is below 15%, regardless of their basic prediction quality.
Figure 5 also reveals that only for noise differences of more than 20%, two dif-
ferent systems can be distinguished starting from a certain quality. As a result,
we recognise the following: The better a system becomes, the more improvement
does a revision need in order to be detected with statistical evidence.

Simulation 6: In order to make our results more tangible and comparable to
current competitions (e.g. the Netflix Prize), we define the RMSE difference as
the relative difference in the expectation values of both distributions for this
difference uses to be the best estimation for an infinitely repeated rating sce-
nario. We rerun the last simulation, but now determine the RMSE distances
by using adaptive noise: We only add so much noise until we reach the desired
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(a) artificial noise as a measure for
recommender difference

(b) relative RMSE-differences as a
measure for recommender difference

Fig. 5. Error Probabilities for two suboptimal recommender systems

RMSE difference. Then we compare the error probabilities by means of those
RMSE distances. For the RMSE distances, a similar result is obtained. Two
systems differing by 10% in terms of RMSE must deviate more than 40% from
the optimum to be distinguished significantly. In reverse, if the closeness of two
systems to the theoretical optimum (i.e. the offset) remains unknown - which is
probably always the case in real life assessment - then both systems would only
be distinguishable with statistical evidence, if they differ at least 20% in terms
of the RMSE (since only the 20%-curve is below the 5%-mark for any offset).

Human Accuracy Metrics

At this point, we investigate the resolution properties of two recommender sys-
tems by means of the sRMSE. This is performed by a hypothesis test as described
in Sect. 3 and considering only significant deviations from the rejection range
to compute an RMSE. As a result, the sRMSE could theoretically distinguish
between two recommender systems even with fewer deviations.

Simulation 7: In practice, the hypothesis test is performed by constructing
a symmetric interval around the predictor πν within the rating distribution of
Rν until the density’s area over this interval sums up to 0.95. All values in
this interval do not represent any significant deviations and are not taken into
account in the sRMSE. We hence generate pseudo-random numbers according
to Rν until we have τ = 106 values in the rejection range and use these to
compute the sRMSE distribution. For these density functions, we now repeat
the procedure from simulation 4. The results are depicted in Fig. 4(b). Here we
see error curves under noise in the form of a comparison of RMSE and sRMSE. It
can be seen that the sRMSE grants substantially faster distinguishability from
an optimum with statistical evidence than the traditional RMSE. Using this
metric, a recommender system can already be distinguished from a theoretical
optimum with 10% of noise whereas the RMSE would probably need more than
20%. A repetition of simulation 5 and 6 leads to equivalent results. This proves
the better distinguishing features of the sRMSE as predicted by theory.
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5 Discussion

The lessons learned so far can be summarised as follows:

1. Due to the blur of the RMSE, an ordering relation is sometimes very difficult
to define; we can only give probabilities for the existence of a particular order
relation: The probability Pε := P (R1 > R2|E(R1) < E(R2)) for making
an error when following the point-paradigm has proven to be an intuitive
and very good metric. It correlates positively with the overlap of two RMSE
distributions and is hence a good measure for the distinguishability of two
recommender systems and also serves as a p-value for hypothesis testing.

2. A recommender system is only to be significantly distinguished from an opti-
mum if it differs by more than 21 to 24% in terms of noise. Below this limit,
it cannot be distinguished with evidence.

3. The distinguishability of two systems is not dependent solely on its (noise)
difference, but also on their basic quality, that is, from their distance to a
theoretical optimum. The worse two recommender systems predict, the less
they have to differ in order to be distinguished evidently and vice versa.

4. Methods for collecting uncertainty information are yet to imprecise; the para-
meters of the rating distributions have such wide confidence intervals, that
specifying RMSE densities is not reliable. We need between 500 and 1000 re-
ratings to exclude the worst case and about 2000 re-ratings for stable results.
The method of re-rating-proceeding must, therefore, be improved.

The most notable results are 2 and 3, since they show a natural limit for
the resolution of evaluation metrics (which is also always present in the point
paradigm but can not be made accessible). Result (2) implies the existence of
an equivalence class of optimal recommenders because all recommender systems
below a certain RMSE value are no longer to be distinguished from the opti-
mum. Result (3) generalises this fact and raises the fundamental question of
assessment evidence. On the basis of our results, the suggested solution of using
the sRMSE has proven to be quite fruitful for evaluating prediction quality. In
the our simulations, the sRMSE outperformed the traditional RMSE by far, i.e.
the resolution capability for two recommender systems was doubled.

6 Conclusion and Future Work

It has been shown that accounting for natural human uncertainty is essential for
objective and statistically evident interpretation of ratings and their predictions.
In this contribution, we considered recommender systems and their assessment
by means of the RMSE, as a characteristic evaluation scenario. It can be assumed
that similar influences might be observed for other metrics accounting for uncer-
tain inputs, such as ratings and browsing behaviour. For example, the results
presented here could be reproduced in an equivalent form for the metrics average
absolute deviation and mean signed deviation. Similar influences might be found
not only in recommender systems but also anywhere in predictive data mining
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where human behaviour is to be analysed. We were, therefore, able to provide
initial indications that human uncertainty may have a striking influence on the
predictive data mining and thus on all the areas that build upon it. On this basis,
further research may lead into various directions: For theoretical research, the
overall goal is to develop a complete mathematical model of human uncertainty
providing large connectivity for practical applications. For practical research,
it would be quite profitable to assimilate technical approaches and sensitising
them for human uncertainty. This could be done by developing Bayesian predic-
tion models with informative priors based on advanced experiments.
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Abstract. Graph clustering is a fundamental tool for revealing cohesive
structures in networks. The structural clustering algorithm for networks
(SCAN) is an important approach for this task, which has attracted much
attention in recent years. The SCAN algorithm can not only use to iden-
tify cohesive structures, but it is also able to detect outliers and hubs
in a static network. Most real-life networks, however, frequently evolve
over time. Unfortunately, the SCAN algorithm is very costly to handle
such dynamic networks. In this paper, we propose an efficient incremen-
tal structural clustering algorithm for dynamic networks, called ISCAN.
The ISCAN algorithm can efficiently maintain the clustering structures
without recomputing the clusters from scratch. We conduct extensive
experiments in eight large real-world networks. The results show that
our algorithm is at least three orders of magnitude faster than the base-
line algorithm.

1 Introduction

Network data are ubiquitous. Most real-world networks such as social networks,
communication networks, and biological networks contain community structures.
Discovering the community structures from a network is very useful for a num-
ber of applications. For example, in the biological network, a community may
represent the molecule with common properties. In the communication network,
a community may denote a close group which frequently communicate with each
other.

Graph clustering is a fundamental tool to identify such community struc-
tures. In the last decade, there are a huge number of models and algorithms
that have been proposed for graph clustering. A comprehensive survey on graph
clustering and community detection algorithms can be found in [8]. Among all
these algorithms, the structural graph clustering algorithm SCAN proposed in
[23] is an notable algorithm which has been successfully used in many network
analysis tasks [23]. Unlike many other graph clustering algorithms, the streaking
c© Springer International Publishing AG 2017
A. Bouguettaya et al. (Eds.): WISE 2017, Part I, LNCS 10569, pp. 123–134, 2017.
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feature of SCAN is that it is not only able to detect the clusters of a network,
but it can also be identify hubs and outliers.

The idea of the SCAN algorithm is similar to a density-based clustering algo-
rithm DBSCAN, which has been widely used for clustering spatial data. Specif-
ically, the SCAN algorithm first defines the structural similarity between two end
vertices of each edge in the graph. If the structural similarity for an edge is no
less than a given threshold ε, then this edge will be preserved. Otherwise, the
algorithm can delete that edge. After this processing, the vertex in the remaining
graph that has at least k neighbors is called a core vertex. Then, the algorithm
uses the core vertices as seeds, and expands the clusters from the seeds by fol-
lowing the structural similarity edges (more details can be found in Sect. 2).

Unfortunately, the SCAN algorithm is tailored for static graph data. However,
real-world networks typically evolve over time. The naive structural clustering
algorithm to handle the dynamic networks is to recompute all clusters from
scratch using the SCAN algorithm. Clearly, such a naive solution is very costly,
as the time complexity of SCAN algorithm is O(m1.5) (m denotes the number of
edges of the graph), which is nonlinear with respective to the graph size [2].

To overcome this problem, we propose an efficient incremental structural
clustering algorithm for dynamic networks, called ISCAN. The ISCAN algorithm
can efficiently maintain the clusters generated by the SCAN algorithm without
recomputing all the clusters. Specifically, when an edge updating (insertion or
deletion), the ISCAN algorithm only works on a small number of edges (i.e., the
edges that their structural similarity may update). The structural similarity of the
edges may decrease and increase when an edge updating (see Sect. 3). When
the structural similarity of an edge decreases, we may need to split the clusters.
On the other hand, when the structural similarity of an edge increases, we may
merge the clusters. In ISCAN, we propose a BFS-forest structure to maintain the
clusters. Each BFS-tree represents a cluster. We also use a set Φ to maintain
the set non-tree edges such that the structural similarity of these edges are larger
than the threshold ε. When the algorithm splits a BFS-tree, we need to scan the
set Φ to check whether the split tree can be merged again by an edge in Φ. We
conduct extensive experiments in eight large real-world networks. The results
show that the ISCAN algorithm is at least three orders of magnitude faster than
the baseline algorithm.

The rest of this paper is organized as follow. In Sect. 2, we briefly introduce
the SCAN algorithm. We propose the ISCAN algorithm in Sect. 3. The experi-
mental results are reported in Sect. 4. We survey the related work and conclude
this paper in Sects. 5 and 6 respectively.

2 Preliminaries

In this section, we briefly introduce several key concepts used in the SCAN
algorithm [23]. Let G = (V,E) be a graph, where V and E denote the set of
vertices and edges respectively. The vertex neighborhood of a vertex v ∈ V is
defined as Γ (v) � {w ∈ V |(v, w) ∈ E} ∪ {v}. The structural similarity between
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two end vertices of an edge (u, v) is defined as

σ(u, v) � |Γ (u) ∩ Γ (v)|
√|Γ (u)||Γ (v)| . (1)

If u and v are not end vertices of an edge, we define σ(u, v) = 0. In the SCAN
algorithm, if σ(u, v) is no less than a given parameter ε, the vertices u and v will
be assigned into the same cluster. The ε-neighborhood of a node v is defined as

Nε(v) � {w ∈ Γ (v)|σ(w, v) ≥ ε}. (2)

A vertex v is called a core vertex if and only if |Nε(v)| ≥ μ, i.e.,
COREε,μ(v) ⇔ |Nε(v)| ≥ μ. In the SCAN algorithm, if v is a core vertex
and u ∈ Nε(v), u will be assigned to the cluster where v belongs to, and we
call u is directly structural reachable from v (denoted by DirREACHε,μ(v, u)).
Formally, we define direct structure reachability as

DirREACHε,μ(v, u) ⇔ COREε,μ(v) ∧ w ∈ Nε(v) (3)

If DirREACHε,μ(v, u) and DirREACHε,μ(u,w) hold, we call w is structural
reachable from v (denoted by REACHε,μ(v, w)). Formally, it is defined by

REACHε,μ(v, w) ⇔ ∃v1, ...., vn ∈ V : v1=v∧vn = w∧∀i∈{1, ..., n−1} : DirREACHε,μ(vi, vi+1).

(4)
If there exists a vertex v ∈ V such that REACHε,μ(v, u) and

REACHε,μ(v, w) hold, we call u and w meeting structure connectivity, denoted
by CONNECTε,μ(u,w). Based on the above definitions, the cluster C in SCAN
is defined as

Definition 1. CLUSTERε,μ(C) ⇔
(1) Connectivity : ∀u,w ∈ C : CONNECTε,μ(u,w)
(2) Maximality : ∀u,w ∈ V : u ∈ C ∧ REACHε,μ(u,w) ⇒ w ∈ C

The SCAN algorithm aims to find all clusters defined in Definition 1. Note
that there may exist some vertices that do not belong to any cluster. Those
vertices are considered as hubs if they bridge different clusters, otherwise they
will be classified as outliers [23]. The SCAN algorithm first finds a core vertex,
and then creates a new cluster for that core vertex. Then, the algorithm traverses
the ε-neighborhood of the core vertex in a BFS (Breadth-first search) manner
to add vertices into the cluster. When all the vertices are visited, the algorithm
terminates. Note that the SCAN algorithm is tailored for static graphs, and
it is nontrivial to maintain the clusters when the graphs evolve over time. In
this paper, we focus on such a cluster maintenance problem when the graph is
updated by an edge insertion and deletion.

3 Incremental Structure Clustering Algorithm

To maintain the clusters, a naive algorithm is to recompute all clusters by invok-
ing SCAN when inserting or deleting an edge. Clearly, such a naive algorithm
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is inefficient. Below, we propose the ISCAN algorithm to maintain the clusters
without recomputing all clusters. Our algorithm is based on the following key
observations.

Observation 1. Consider an edge e = (u, v). Let N(euv) � Γ (u) ∪ Γ (v),
R(euv) ⊆ E be the set of edges with two end vertices in N(euv). When insert
or delete an edge e = (u, v), we only need to update the structural similarity
between the two end vertices of an edge in R(euv). There is no need to update the
structural similarity between the two end vertices of an edge in E\R(euv). When
adding or removing an edge e = (u, v), the structural similarity may increase or
decrease for different edges in R(euv). Below, we focus mainly on the edge inser-
tion case, and similar results also hold for the edge deletion case. When inserting
an edge e = (u, v), we have three different cases.

Algorithm 1. SCAN [23]
Input: G=(V ,E), parameters ε and μ
Output: The BFS-forest and the non-tree-edge set Φ
1: for all Unclassified vertex v ∈ V do
2: if COREε,μ(v) then
3: Generate new clusterID for v; Insert all x ∈ Nε(v) into queue Q;
4: x.parent ← v; {// create the tree strucuture}
5: while Q �= ∅ do
6: y ← Q.pop(); R={x ∈ V |DirREACHε,μ(y, x)};
7: for all x ∈ R do
8: if x is unclassified then
9: Assign the current clusterID to x; Insert x into queue Q;

10: x.parent ← y;
11: else
12: if x.parent �= y ∧ y.parent �= x then Insert the edge (y, x) into

Φ;

13: Remove y from Q;

First, the structural similarity between (u, v), i.e., σ(u, v) increases to
|Γ (u)∩Γ (v)|√

(|Γ (u)|+1)(|Γ (v)|+1)
after inserting (u, v). Here Γ (v) denotes the vertex

neighborhood of v before inserting (u, v). This is because there is no edge between
(u, v) before inserting (u, v), thus σ(u, v) = 0 before adding (u, v) by definition.
Second, if (w, u, v) forms a triangle after inserting (u, v), σ(w, v) will increase to

|Γ (w)∩Γ (v)|+1√
|Γ (w)|(|Γ (v)|+1)

based on the following lemma.

Lemma 1. |Γ (w)∩Γ (v)|√
|Γ (w)||Γ (v)| < |Γ (w)∩Γ (v)|+1√

|Γ (w)|(|Γ (v)|+1)

Proof. First , we have |Γ (w)∩Γ (v)|2
|Γ (w)||Γ (v)| / (|Γ (w)∩Γ (v)|+1)2

|Γ (w)|(|Γ (v)|+1) = |Γ (w)∩Γ (v)|2(√|Γ (v)|+
1)/

√|Γ (v)|(|Γ (w) ∩ Γ (v)| + 1)2. Then, we have |Γ (w) ∩ Γ (v)|2(√|Γ (v)| +
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1)/
√|Γ (v)|(|Γ (w)∩Γ (v)|+1)2 ≤ |Γ (w)∩Γ (v)|(√|Γ (v)|+1)/

√|Γ (v)|(|Γ (w)∩
Γ (v)| + 1). Since |Γ (w) ∩ Γ (v)| ≤ |Γ (v)|, we have |Γ (w) ∩ Γ (v)|(√|Γ (v)| +
1)/

√|Γ (v)|(|Γ (w) ∩ Γ (v)| + 1) ≤ 1. This completes the proof.

Third, if the vertices (w, u, v) do not form a triangle after adding (u, v),
σ(w, v) decreases to |Γ (w)∩Γ (v)|√

|Γ (w)|(|Γ (v)|+1)
. Based on this observation, when the

structural similarity of (w, v) increases, we may merge two clusters. On the other
hand, when the structural similarity decreases, we may need to split a cluster.

Observation 2. A crucial observation is that the clustering procedure of SCAN
will generate a BFS-forest where each BFS-tree is a cluster [23]. Note that all the
non-leaf nodes in a BFS-tree are the core vertices. Based on this, we can use the
BFS-forest to maintain the clusters when the graph changes. In Algorithm 1, we
give a modified SCAN algorithm to generate the BFS-forest (see lines 4 and 10).

3.1 The ISCAN Algorithm

As shown in Observation 1, each edge updating (inserting or deleting) can lead
to the structural similarity decreasing or increasing. When the structural similarity
of an edge (u, v) increases, the algorithm may need to merge the clusters of u
and v if u(v) is directly structural reachable from v(u). Moreover, the vertices
u and v may become core vertices, if they are not core before updating. On
the other hand, if the structural similarity of (u, v) decreases, the algorithm may
need to split the cluster, because σ(u, v) may be smaller than the threshold ε.
Also, the vertices u and v may become non-core vertices if they are core vertices
before updating. The challenge is how can we maintain the BFS-forest structure
to handle all these cases.

Algorithm 2. ISCAN
Input: G=(V ,E), ε and μ, the updated edge e = (u, v), the non-tree-edge set Φ
Output: The updated clusters
1: Let N(euv) � Γ (u) ∪ Γ (v), R(euv) ⊆ E be the set of edges with two end vertices

in N(euv);
2: Recompute the structural similarity for all edges in R(euv);
3: for all w ∈ N(euv) do
4: if w is a core vertex then MergeCluster(w,Φ);

5: for all e = (ũ, ṽ) ∈ R(euv) do
6: if σ(ũ, ṽ) ≥ ε ∧ σ′(ũ, ṽ) < ε then SplitCluster(e,Φ);

7: for all (ũ, ṽ) ∈ Φ do
8: if ũ.ClusterID �= ṽ.ClusterID then Merge(ũ,ṽ); {// merge the trees that contain

w and u}

To tackle this challenge, we additionally maintain a set Φ which stores all the
non-tree edges (u, v) such that v(u) is directly structural reachable from u (v).
Recall that by the SCAN algorithm, there may exist an edge (u, v) meeting the
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DirREACH relationship, i.e., v(u) is directly structural reachable from u(v) and
(u, v) is not in any BFS-tree. We make use of the set Φ to keep all these edges. In
other words, we classify the edges that satisfy the DirREACH relationship into
two classes: tree edge which is stored in the BFS-forest, and non-tree edge which
is kept in Φ. When we split a BFS-tree into two sub-treess, we need to scan Φ to
check whether these sub-trees can be merged again by an edge in Φ. The ISCAN
algorithm maintains both the BFS-forest structure and the set Φ. Initially, we
can obtain Φ using the modified SCAN algorithm as shown in Algorithm 1 (see
line 12).

The ISCAN algorithm is outlined in Algorithm 2. It consists of three steps
to maintain the clusters after an edge (u, v) updating. In the first step, the
algorithm considers the case of structural similarity increasing. In this case, the
algorithm scans the core vertices to maintain the BFS-forest and Φ. The algo-
rithm recomputes the structural similarity for each edge in R(euv), because the
structural similarity for these edges may be updated. For each core vertex in
N(euv), the algorithm invokes Algorithm 3 to maintain the set Φ and merge the
clusters (lines 1–4).

Algorithm 3. MergeCluster(w,Φ)
1: if w is unclassified then Create a new clusterID for w;
2: for all u ∈ Nε(w) do
3: if u is classified then
4: if u is non-core vertex then
5: if (u.clusterID = w.clusterID ∧ u.parent �= w)∨
6: (u.clusterID �= w.clusterID) then
7: Insert edge (w, u) into Φ;

8: else
9: if u.clusterID = w.clusterID ∧ u.parent �= w ∧ w.parent �= u then

10: Insert edge (w, u) into Φ;

11: if u.clusterID �= w.clusterID then
12: Merge(w,u); {// merge the trees that contain w and u}
13: else
14: u.clusterID ← w.clusterID; u.parent = w;

In Algorithm 3, the algorithm first checks whether the core vertex w is classi-
fied or not. If it is unclassified (i.e., w does not belong to any cluster), we create
a cluster ID for w. Then, the algorithm traverses the ε-neighborhood of w. For
each neighbor u in Nε(w), if u is unclassified, then we add u into the same cluster
as w, and set w as the parent for u (line 13). Otherwise, the algorithm checks
whether u is a core vertex. If that is the case, the algorithm verify whether (w, u)
is a tree edge. If it is not a tree edge and w and u have the same cluster ID, we
insert (w, u) into Φ (lines 8–9). If w and u have different cluster IDs, we merge
the two trees (i.e., clusters) of w and u (line 10–11). On the other hand, if u is
not a core vertex, we consider two cases. First, if (w, u) is not a tree edge and
w, u have the same cluster ID, we insert (w, u) into Φ. Second, if (w, u) have
different cluster IDs, we also add (w, u) into Φ (lines 4–6). For this case, we will
add u into the cluster of w in the third step.
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Algorithm 4. SplitCluster(e = (u, v),Φ)
1: if both u and v are core vertices then
2: if u.parent �= v.parent ∨ v.parent �= u.parent then
3: Delete (u, v) from Φ;
4: else
5: Remove (u, v) from the BFS-tree.

6: if u is core and v is not core then
7: if v.parent = u then
8: Remove (u, v) from the BFS-tree.
9: else

10: Remove (u, v) from Φ;

11: if v is core and u is not core then
12: Similar processing as the case of “u is core and v is not core”;

13: if both u and v are not core vertices then
14: if u is core before updating then
15: if v.parent = u then
16: Remove (u, v) from the BFS-tree.
17: else
18: Remove (u, v) from Φ;

19: if v is core before updating then
20: Similar processing as the case of “u is core before updating”;

In the second step, Algorithm 2 considers the case of when the structural
similarity decreases. To this end, Algorithm 2 scans all the edges in R(euv). For
an edge e = (ũ, ṽ), if the structural similarity for e before updating (denoted
by σ(ũ, ṽ)) is no less than ε and the structural similarity for e after updating
(denoted by σ′(ũ, ṽ)) is smaller than ε, the algorithm invokes Algorithm 4 to
split the BFS-trees and also maintain the set Φ.

In Algorithm 4, we consider four different cases for the input edge (u, v).
First, both u and v are core vertices after updating. In this case, if (u, v) is not a
tree edge, we delete (u, v) from Φ (lines 2–3). Otherwise, we remove (u, v) from
the corresponding BFS-tree (line 5). Second, u is a core vertex and v is not.
In this case, if u is a parent of v before updating, we remove (u, v) from the
corresponding BFS-tree (lines 7–8). Otherwise, we remove it from Φ (line 10).
Third, v is a core vertex, but u is not. This case is similar to the second case,
thus we omit the details. Fourth, both u and v are not core vertices. In this case,
we need to consider whether u(v) is core before updating. If both u and v are
not core vertices before updating, we do nothing. If u (v) is core and (u, v) is
a tree edge, we delete (u, v) from the BFS-tree (lines 14–16). Otherwise, delete
(u, v) from Φ.

In the third step, Algorithm 2 scans each edge (ũ, ṽ) in Φ, and merge two
clusters by the edge (ũ, ṽ) if ũ and ṽ have different cluster IDs. Since the ISCAN
algorithm enumerates all the possible cases for updating both the BFS-forest
and Φ, it is correct. Below, we analyze the time and space complexity of the
algorithm.
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Complexity Analysis. We first analyze the time complexity of the ISCAN
algorithm. Let m and n be the number of edges and vertices of the graph G
respectively. Let m̃ = |Φ| be the size of Φ. Clearly, m̃ is much smaller than m
in real-world graphs. In our experiments, we show that in the Youtube social
network m = 2, 987, 624 whereas m̃ = 3, 210. Initially, the algorithm recomputes
the structural similarity for all edge in R(euv). Let O(T ) be the time spent in this
initial step. Since |R(euv)| is very small, O(T ) typically can be dominated by
O(m) in real-world graphs. In the first step, the cluster merging procedure can
be done in O(n) time, because in the worst case, we merge at most O(n) trees.
In the second step, we also at most split O(n) clusters, thus the time spent in
this step can be bounded by O(n). In the last step, the algorithm takes O(m̃)
time to scan Φ and merge the clusters. Putting it all together, we can conclude
that the time complexity is O(m + n). In the experiments, we will show that
the time usage of our algorithm is much less than such a worst case bound. For
the space complexity, our algorithm only need to maintain the BFS-forest and
Φ which is dominated by O(m + n).

4 Performance Studies

In this section, we conduct extensive experiments to evaluate the performance of
the proposed algorithm. We implement two algorithms: ISCAN and Basic. The
ISCAN algorithm is the proposed algorithm, while the Basic algorithm recom-
putes the clustering results using the SCAN algorithm when the graph changes.
We implement these algorithms in C++. All the experiments are conducted in
a Linux Server with 2 CPUs and 32 GB main memory.

Dataset. We use four real-world large datasets in the experiments. The detailed
statistics of the datasets are summarized in Table 1. All these datasets are down-
loaded from (http://konect.uni-koblenz.de/networks/). The first three datasets
(Youtube, Pokec, and Flixster) are social networks, and the following three
datasets (WebGoogle, WebBerkStan, and TREC) are web graphs. The Skitter
dataset is a computer network and the RoadNetPA dataset is a road network.

Parameter Setting. There are two parameters in our algorithm: ε, and μ.
As recommended in [23], we set the default values of ε and μ by 0.5 and 2,
respectively. We vary ε from 0.3 to 0.8, and vary μ from 2 to 7. In all experiments,
when varying a parameter, we set the default value for the other parameter. In
all experiments, we randomly insert and delete 1000 edges from the original
network. For each edge update, we invoke the ISCAN and Basic algorithm to
update the clustering results. We record the total time for each algorithm to
handle the 1000 edge insertions and deletions.

Efficiency Testing (vary ε). In this experiment, we evaluate the efficiency
of our algorithm when varying ε. The results are shown in Fig. 1. As can be
seen, the ISCAN algorithm is at least three orders of magnitude faster than
the Basic algorithm over all the datasets. For example, in Youtube dataset,
when ε = 0.5, our algorithm takes only 10 s to update 1000 edges, whereas the

http://konect.uni-koblenz.de/networks/
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Table 1. Datasets

Datasets Number of nodes Number of edges

Youtube 1,134,000 2,987,000

Pokec 1,632,000 22,301,000

Flixster 2,523,000 7,918,000

WebGoogle 875,000 4,322,000

WebBerkStan 685,000 6,649,000

TREC 1,601,000 6,679,000

Skitter 1,696,000 11,095,000

RoadNetPA 1,088,000 1,541,000
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Fig. 1. Comparison between ISCAN and Basic (vary ε)

Basic algorithm consumes more than 10000 s. Moreover, the running time of
our algorithm generally decreases with increasing ε, while the running time of
Basic keeps stable with varying ε. The reason is as follows. When ε is large, the
clusters obtained by the SCAN algorithm are relatively stable with respect to
an edge updating. As a result, our algorithm may only need to update a small
amount of edges. For the Basic algorithm, the algorithm always invoke SCAN to
recompute the clusters, thus its running time is insensitive to an edge updating.

Efficiency Testing (vary μ). In this experiment, we compare the efficiency
between ISCAN and Basic when varying μ. The results are reported in Fig. 2.
From Fig. 2, we can see that the ISCAN algorithm is at least three orders of
magnitude faster than the Basic algorithm with different μ values in all datasets.
Furthermore, the running time of ISCAN decreases as μ increase. The rationale is
as follow. When the graph updating, the larger value of μ, the less influence for
the original clusters. Therefore, our algorithm is more efficient when μ is large.



132 Y. Chen et al.

µ
2 3 4 5 6 7

Ti
m
e(
Se
c)

100

102

104

106
ISCAN
Basic

(a) Youtube
µ

2 3 4 5 6 7

Ti
m
e(
Se
c)

100

102

104

106 ISCAN
Basic

(b) Pokec
µ

2 3 4 5 6 7

Ti
m
e(
Se
c)

100

102

104

ISCAN
Basic

(c) Flixster
µ

2 3 4 5 6 7

Ti
m
e(
Se
c)

102

104

106 ISCAN
Basic

(d) WebGoogle

µ
2 3 4 5 6 7

Ti
m
e(
Se
c)

102

104

106
ISCAN
Basic

(e) WebBerkStan
µ

2 3 4 5 6 7

Ti
m
e(
Se
c)

100

102

104

106 ISCAN
Basic

(f) TREC
µ

2 3 4 5 6 7

Ti
m
e(
Se
c)

100

102

104

106
ISCAN
Basic

(g) Skitter
µ

2 3 4 5 6 7

Ti
m
e(
Se
c)

100

102

104

ISCAN
Basic

(h) RoadNetPA

Fig. 2. Comparison between ISCAN and Basic (vary μ)

Similarly, for the Basic algorithm, it is robust with respect to the parameter μ,
as it always recompute the clusters using the SCAN algorithm.

To summarize, we can conclude that the ISCAN algorithm is very efficient
in practice. As shown in Figs. 1 and 2, under the default parameter setting,
the ISCAN algorithm takes only a few seconds to update the clusters in a large
graph (e.g., in Pokec dataset, it has more than 22 million edges) with 1000 edge
updates. These results demonstrate the high efficiency of the proposed algorithm.

5 Related Work

Structural Graph Clustering. The original structural graph clustering algo-
rithm (SCAN) was proposed by Xu et al. in [23]. Recently, Shiokawa et al. [20]
proposed an improved SCAN algorithm called SCAN ++. The SCAN ++ algo-
rithm is based on a new data structure, called directly two-hop-away reachable
node set (DTAR). Specifically, DTAR maintains the set of two-hop-away nodes
from a given node which are likely to be in the same cluster as the given node.
To further reduce the running time of the SCAN algorithm, Chang et al. [2]
developed a two-step algorithm called pSCAN. The pSCAN algorithm first clus-
ters the core nodes, and then clusters the border nodes. They also proposed an
efficient technique to cluster the core nodes based on a union-find structure. All
those SCAN algorithms are tailored for the static graphs, and they are costly to
handle the dynamic graphs.

Cohesive Subgraph and Community Detection. Our work is closely related
to the cohesive subgraph detection problem which aims to find the densely con-
nected subgraphs from a graph. There are a number of cohesive subgraph models
proposed in the literature. Notable examples consist of the maximal clique [4],
k-core [12,15,24], k-truss [5,21], maximal k-edge connected subgraph (MkCS)
[1,3,25], locally dense subgraph [14], influential community [10,11], and so on.
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All those methods can be used to find the non-overlapped communities, and
a comprehensive survey on the other community detection algorithms can be
found in [8]. Another line of studies focus on finding overlapped communities.
For example, Cui et al. [6] proposed an α-adjacency γ-quasi-k-clique model to
study the problem of overlapped community search. More recently, Huang et al.
[9] introduce a k-truss community model to detect overlapped communities. An
excellent survey on overlapped community detection can be found in [22].

Community Maintenance in Dynamic Networks. The community main-
tenance problem in dynamic networks is an important task in social network
analysis [7]. Our work is also closely related to this issue. For the community
maintenance problem, it is very often not necessary to recompute the communi-
ties when the graph changes. One can only need to detect the affected edges or
nodes in a community after the the graph updating. Clearly, different commu-
nity models have different community updating strategies. Notable community
updating algorithms are listed as follows. For the maximal clique model, Cheng
et al. [4] introduced an algorithm for dynamically updating the maximal cliques
in massive networks. For the k-core model, Li [12] proposed an efficient core
maintenance in large dynamic graphs. Similarly, for the k-truss model, Huang
[9] proposed an efficient truss maintenance algorithm for dynamic networks. Dif-
ferent from all the existing algorithm, in this paper, we study the problem of
dynamically updating the clustering results generated by the SCAN algorithm.
Our algorithms may also work on location-based social networks [?], spatial net-
works [17,19] and trajectory data [16,18]. In the next step, we will study dynamic
algorithms in the metric space [13].

6 Conclusion

In this paper, we study the incremental structural clustering problem for
dynamic network data. We propose a new algorithm called ISCAN to efficiently
maintain the clusters generated by the SCAN algorithm. In the ISCAN algorithm,
we use a BFS-forest and a non-tree edge set structure to maintain the clusters.
We conduct comprehensive experiments over eight large real-world networks,
and the results demonstrate the high efficiency of our algorithm.
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Abstract. Optimization-based methods regard summarization as a
combinatorial optimization problem and formulate it as weighted lin-
ear combination of criteria metrics. However due to inconsistent crite-
ria metrics, it is hard to set proper weights. Subjectivity problem also
arises since most of them summarize original texts. In this paper, we pro-
pose overlap based greedy picking (OGP) algorithm for citation-based
extractive summarization. In the algorithm, overlap is defined as a sen-
tence containing several topics. Since including overlaps into summaires
indirectly impacts on salience, summary size and content redundancy,
OGP effectively avoids the problem of inconsistent metric while dynami-
cally involving criteria into optimization. Despite of greedy method, OGP
proves above (1−1/e) of optimal solution. Since citation context is com-
posed of objective evaluations, OGP also solves subjectivity problem.
Our experiment results show that OGP outperforms other baseline meth-
ods. And various criteria proves effectively involved under the control of
single parameter β.

Keywords: Overlap-based optimization · Non-decreasing submodular
objective function · Citation-based extractive summarization

1 Introduction

Moving to a new area is always painful for researchers, especially when the
knowledge within the field becomes boosted and complicated. Researchers need
to spend great amount of efforts on reading various papers for a deeper under-
standing. So the tool which summarizes papers with only several sentences could
help researchers to study in a more efficient way.

To generate a good summary, various criteria should be taken into consid-
eration. Typically summaries should contain the most salient contents while
avoiding repetition or redundancy. Meanwhile, summaries should be concise and
contain as many topics as possible. One of solutions is to employ centroid-based
methods [8,9] where each topic represents a knowledge aspect of a paper. Then
the summary is generated by selecting the most salient sentence per topic, which
efficiently avoids redundancy while remaining salience. However, centroid-based
methods would incredibly increase summary size if topics are numerous to cover.
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To solve this problem, a simple but effective solution is to select top-N sentences,
sorted according to salience [29]. In this way, summary size is reduced while
remaining content salience as much as possible and still guaranteeing low redun-
dancy. Nevertheless, top-N strategy would ignore less salient topics, which leads
to information loss. Since full topic coverage becomes urgent especially when the
space of output is limited [20], top-N strategy is not always preferred.

Optimization-based methods try to involve all criteria into optimization
process and pursue balance instead of inclination. Generally, the objective func-
tion is formulated as the weighted linear combination of criteria measurements.
Then integer linear program(ILP)[27,28] is employed to get optimal solution.
Nevertheless since obtaining optimal solution of the optimization problem with
cardinality constraint is NP-hard, fast and performance guaranteed greedy algo-
rithms [15,16,38] is preferred. Obviously weight setting is extremely important
when measuring performance of greedy methods. However since criteria metrics
are usually inconsistent, it is hard to set proper weight for each criterion in the
linear combination.

In this paper, we propose Overlap based Greedy Picking(OGP) algorithm
which formulates optimization process based on trade-off between overlaps and
non-overlaps for citation-based extractive summarization tasks. In this method,
overlap is defined as a sentence containing several topics while non-overlap is
a sentence containing single topic. And we claim that including overlaps into
summaries have following three impacts in detail.

1. Under the constraint of full topic coverage, less sentences are required if more
overlaps included.

2. Since reiterating same topics is disgusting, overlaps are preferred especially
when they can avoid topic repetitive coverage, which implies reducing content
redundancy.

3. More overlaps might cause less salient summary since overlap is not always
salient enough to represent every contained topic due to limited sentence
length.

Thus formulated as the trade-off process between overlaps and non-overlaps,
OGP indirectly involve various criteria and effectively avoids the problem of
inconsistent metrics. Despite of a greedy method, OGP proves performance guar-
anteed due to the design of objective function mentioned in Sect. 3.

Generally there are two main contributions. Firstly we propose an effective
optimization methodology that formulates summarization based on the trade-off
between overlaps and non-overlaps, which indirectly involves criteria and avoids
the problem of inconsistent criteria metrics. Secondly we design an objective
function, which guarantees the performance of greedy solution. Further via a
single parameter β in the objective function, balance status of criteria can be
easily controlled.

The rest of this paper is organized as follows. We introduce related work in
Sect. 2. The formulation of the constrained optimization problems are discussed
in Sect. 3. Section 4 shows the detail of OGP. In Sect. 5, details about datasets,
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baseline approaches and evaluation metrics are presented. Then experiments
results and relative discussion are described in Sect. 6. Section 7 concludes the
main work in this paper and suggestions on future work.

2 Related Work

2.1 Citation-Based Summarization

Citances refer the text spans around the citations and contain information about
the important facts in the cited paper [24]. [12,30] extend the definition of
citances to including non-explicit text spans which talk about the cited paper
but not explicitly expressed. Thus citation context, which is composed of all
citances, provides a rich context about the important knowledge aspects of the
cited paper and is suitable to be used for summarization [24]. [21] produce the
impact-based summary of a single research paper based on the language mod-
eling method, where citances are extracted to describe the impact. [29] finish
citation-based single document summarization on scientific articles by applying
clustering firstly to find different contributions of a target paper and then utiliz-
ing LexRank [5] for sentence selection. [25] prove the possibility of citation-based
survey, where citation categorizations are proposed to obtain a survey. Further
[22] compare surveys originated from abstracts, full papers and citation context,
whose results indicate that multi-document technical survey creation benefits
much from citations. Besides of containing enough information for summaries,
citation context also help to solve the subjectivity problem, since citances are
composed of objective evaluations from other scholars. Thus in this paper, we
propose summarization method purely based on citation context.

2.2 Optimization-Based Approaches

Various summary criteria should be considered to generate qualified summaries.
Salience is one of the most popular metric, which is often measured by sentence-
level features such as position, TFIDF. Relying on graph theory, graph model
attracts attention, where Random walk [4,5] is applied to assign centrality score
to measure salience. Besides other graph theory technologies such as minimum
dominating set model [34] and graph cut [31] are later applied to score salience.
Nevertheless, most of these centroid-based methods pay little attention on limit-
ing redundancy. Consider a scenario where a text contains one central topic and
several other related topics. In order to gain salience, sentences containing the
same central topics in this case are preferred, which definitely cause redundancy.
A methodology for pruning redundancy is via clustering, where each group of
similar sentences represents a single topic [7,19,29,35]. Picking the most central
sentence per cluster could effectively avoid redundancy while remaining salience.
We regard this cluster-based methodology deserving attention for its simple and
effective way of restricting redundancy, even though most hard clustering meth-
ods ignore the existence of overlap as [36] states.
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Optimization-based methods regard summarization as combinational prob-
lem, where objective function is formed as a weighted linear combination of
various criteria metrics. Maximum Marginal Relevance(MMR) [2] cast redun-
dancy penalty on the centrality score to reduce redundancy. [18] describe MMR
as a knapsack problem and propose to utilize an integer linear program(ILP)
solver to find the optimal solution. Complying with knapsack constraint, maxi-
mum coverage model [6,37] is proposed where sentences are picked to maximize
information units coverage. To tackle coherence problem, dependency-based dis-
course tree [10] and graph model [27,28] is also employed, where ILP is used to
get optimal solution. Since it often takes much time to get optimal solution, sev-
eral performance-guaranteed fast approaches are proposed. [26] add redundancy-
penalty constraint over the objective function and find feasible approximate
solution based on Lagrange heuristics. [14] formalize the problem as submodu-
lar function maximization, which is solved via a simple greedy algorithm near-
optimally. [15] extend the cardinality constraint to a general budget constraint
and [16] points out monotone nondecreasing submodular function is an ideal
objective function for optimization-based summarization. Then [17] introduces
steps to design a more complicated submodular objective function using submod-
ular shells. Later [23,38] proves submodular objective function also works well in
the context of discourse structure. However we find most of current optimization-
based methods mentioned above pay little attention on involving summary size
into optimization. And naive top-N strategy is usually employed to comply with
length constraint, which is indeed a post-processing style. Thus while top-n strat-
egy violates the principle of optimization, we believe methods which dynamically
involves various criteria including summary size is better.

3 Problem Formulation

In order to take various criteria dynamically involved as mentioned above, we
formulate the citation-based extractive summarization task as the constrained
optimization problem. And the problem is formally shown in following Eq. (1).

Maximize.

N∑

n

Repn =
N∑

n

{
∑C

c Φn(c)Snc

Φn
+ β[

C∑

c

Φn(c)]2}

ST.

N∑

n

Φn(c) = 1,∀c ∈ C

(1)

Equation (1) shows the objective function of the optimization problem. n
denotes a candidate sentences and N is the set of all sentences. c denotes a
topic of articles and C represent all topics, which are explored by the method
in Sect. 4.1. Φn(c) equals 1 when candidate sentence n is selected and covers c,
otherwise 0. Φn refer the amount of topics that sentence n contains. Repn is
the metric to measure sentence n, which is introduced further in Sect. 4.2. The
first part of Repn is to measure the salience density where Snc is the metric
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to measure salience of sentence n to cover topic c. The second part measures
the amount of topics that sentence n covers. Note that under the constraint in
Eq. (1), all topics should be covered, which guarantees full topic coverage. Thus
the Repn of sentence n could be affected when some topics which n could cover
are covered by others, because each topic should be covered by a single candidate
sentence according to the constraint.

According to Eq. (1), the objective function is designed to maximize sum of
Rep scores for a summary. And Rep reflects the performance of salience den-
sity and amount of covering topics while β is the relative importance of these
two metrics. Generally compared to non-overlaps, overlaps contains more topics
and have relatively lower salience density, as mentioned above. Thus when Rep
focuses more on salience density, non-overlaps are preferred. Conversely when
Rep focuses more on the amount of contained topics, overlaps are preferred. In
fact, we claim that content redundancy is also implicitly involved in Rep. And
the level of content redundancy is lower when overlaps are preferred, which is
explained in Sect. 4.2. Thus based on the trade-off process between overlaps and
non-overlaps under the control of β, Eq. (1) transforms extractive summariza-
tion task into the trade-off between criteria of salience, summary size and content
redundancy.

4 Proposed Method

To solve the constrained optimization problem mentioned in Sect. 3, Overlap-
based Greedy Pick(OGP) is proposed. Generally OGP could be defined as
a three-step process. Firstly, a fast single-linkage hierarchical method [1] is
employed to explore topics of the citation context. Sentences containing more
than one topic are defined as overlaps. Secondly representativeness metric is pro-
posed to enable the trade-off process between overlaps and non-overlaps. Finally,
a performance guaranteed greedy algorithm is designed to solve the optimization
problem and generate summaries.

4.1 Overlap Discovery

Topic exploration is the main task for overlap discovery, where topics are defined
as sentences containing more than one topic. Then cluster-based method is
employed to explore topics, where each cluster of sentences is defined as one
topic. Since each candidate sentence could contain several paper topics, tra-
ditional cluster-based method which enforces one cluster per sentence is not
suitable. Further, efficiency of the clustering method is very important espe-
cially when there is still much subsequent work to do. Then a fast single-linkage
hierarchical clustering method [1] is employed in this paper.

[1] is a graph-based clustering method. So in order to apply this method,
graph model is built firstly where each node represents candidate sentence and
the edge denotes the corresponding sentence similarity based on typical TF.IDF
metric. [1] treats links or edges as the cluster target instead of nodes and pursues
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maximal links within each cluster. Then the overlap is the node with links belong-
ing to different clusters, which indirectly solve the problem of being enforced to
belong to only one cluster. Specifically, Jaccard Index [11] is employed to mea-
sure the similarity of link pairs as Eq. (2) shows, where eik, ejk represent the
edge between k,i and k,j respectively. Neighbors of node i are indicated by ni.

S(eik, ejk) =
|n(i)

⋂
n(j)|

|n(i)
⋃

n(j)| (2)

Then single-linkage hierarchical clustering process is applied. Initially, indi-
vidual cluster is assigned to each link. Cluster pairs containing link pairs with
currently largest similarity, merged together at each step until all separate clus-
ters merged into the single one. Partition density in Eq. (4) is recorded at each
step to measure current clustering result. And finally the result turn to be the
one with the highest partition density. Obviously this hierarchical merging mech-
anism indeed consumes very little time, which would not be increased sharply
with the boosted data scale.

Dc =
mc − (nc − 1)

nc(nc − 1)/2 − (nc − 1)
(3)

D =
2
M

∑

c

mc
mc − (nc − 1)

(nc − 2)(nc − 1)
(4)

In Eq. (3) Dc indicates the link density of cluster c. The overall partition
density D in Eq. (4) is then the average of Dc, weighted by the fraction of
present links. mc, nc represent the number of links and number of nodes in this
cluster. Thus Dc is in essence the number of links in cluster c normalized by
the minimum and maximum numbers of links between those connected nodes.
For example, cluster results corresponding to maximum D in Eq. (4), would be
near-complete subgraph and the link amount is close to n(n − 1)/2, where n is
the number of member within the cluster.

4.2 Representativeness Metric

After revealing the knowledge structure or exploring topics, overlaps and non-
overlaps are easily recognized. And we propose a new metric, representativeness
to measure these candidate sentences. As mentioned in Sect. 3, the goal of opti-
mization over criteria is indirectly realized via the trade-off process between
overlaps and non-overlaps. Thus representativeness metric should reflect all of
sentence salience, length and content redundancy.

To measure sentence salience, LexRank [5] is employed based on the graph
model, where eigenvector of the largest eigenvalue is calculated via power method
and corresponding eigenvector entries are cast as salience score. And some mod-
ifications is applied to LexRank in this paper to make salience score globally
meaningful, which is shown in Eq. (5). The basic principle is that due to the
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effect of normalization of LexRank, the scores of nodes in larger cluster is rela-
tively lower than those in smaller cluster. So the reverse value of highest salience
score in a cluster is set as the bench.

Snc =
Lc(n)

Lc(Mc)
.

1
Lc(Mc)

(5)

In Eq. (5), Lc(n) is the LexRank score of node n in cluster c. Lc(Mc) refers the
highest LexRank value in cluster c. Set C refers to the clusters node n represent
in reality. Then Snc is the global salience score of node n covering cluster c. It is
easily recognized that the sentence with higher salience score is likely the core
in a large cluster, which means it containing most important topic.

Besides of salience, the factor of summary size should also get involved
dynamically. As mentioned above, the goal is indirectly achieved by contain-
ing more overlaps, which helps to fulfill the constraint of full topic coverage with
less sentences. Then we add coverage bonus metric to reflect overlaps ability to
cover topics, which is simply set as the square of the amount of topics the sen-
tence covers. Note that only the sentence with highest salience for every topic
would be selected if coverage bonus is simply set as the amount of topics the sen-
tence covers. Because in that case, the sum of the coverage bonus for all selected
sentences always equals N since every topic should be covered by single sentence
according to the constraint in Eq. (1), which means non-sense in terms of the
objective function. In fact with the increase of the power, the ability to cover
topics become more and more important. And we simply set square to avoid
overwhelming effect of high power. Then representativeness is formally proposed
in following Eq. (6),

Repn =
∑C

c Φn(c)Snc

Φn
+ β[

C∑

c

Φn(c)]2 (6)

where n is the candidate node and c is the explored topic. Φn(c) equals 1 if
sentence n is covering topic c, and 0 otherwise. Generally, there are two parts to
form the representativeness. Φn refer the amount of topics that sentence n could
cover. And the first part of Eq. (6) could be viewed as salience density score of
a candidate sentence. And the second part is the corresponding coverage bonus,
which is simply set as the square of the amount of topics candidate sentence n
really covers. Limited to sentence length, overlaps might have lower salience den-
sity than non-overlaps. Nevertheless overlaps would enjoy higher coverage bonus,
which helps to compete with non-overlaps in terms of the metric in Eq. (6). Most
of time, these two factors are incompatible where broader coverage might be the
result of including more low-salience-score overlaps while pursing higher salience
density usually means including more non-overlaps with high salience score. β is
the coefficient to control this optimization, ranging from 0 to infinite. When β
is small, salience density dominates while coverage casts little influence. In this
case, the optimization process resembles a salience-based method. As β increases,
the topic coverage factor is more and more important, which leads to including
more overlaps in the summary.
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We also claim that content redundancy is implicitly involved in representa-
tiveness metric. When β increases, the performance that the amount of topics a
sentence really covers is the key for the metric in Eq. (6). In this case, sentences
would be preferred when they can cover multiple topics and more importantly
avoid repetitive topic coverage. Since the constraint that a topic should be cov-
ered by single sentence, repetitive topic coverage would contribute nothing to
representativeness score. Thus, content redundancy is reduced with the increas-
ing β. Conversely when β decrease, salience density of a candidate is the key.
In this case, the scenario of repetitive coverage is ignored. And in fact, many
sentences contain multiple topics instead of pure one. So this mechanism would
definitely increase the possibility of redundant content.

4.3 Overlap-Based Greedy Pick

Since this constrained optimization problem is complicated and NP-hard, we
propose Overlap-based Greedy Picking(OGP) algorithm for solution. OGP gen-
erates summaries by recursively selecting the candidate sentence with currently
highest representativeness scores until achieving full topic coverage. The pseudo
code is shown in Algorithm 1.

In each recursion in Algorithm 1, the main purpose is to select the candidate
sentence with currently highest representativeness score. Firstly for all available
sentences, GetCurrentAvailableTopics is the function to find all topics which
could be covered by sentence n but not yet covered by other sentences picked
before. GetContainTopics is the function to calculate the amount of topics sen-
tence n contains. Then the corresponding representativeness score is calculated
as Eq. (6). After traversing all sentences, the one with highest score is picked
out and included into the summary. Then, RemoveP ick is designed to remove
the picked sentence and covering topics out of corresponding sets. At last next
recursion begins until all topics are covered.

Although a greedy meghod, we claim that OGP shown in Algorithm1 is
guaranteed near-optimal, above (1− 1/e) of the optimal solution. To start with,
we show some related theorems. Theorem 1 shows that a function is submodular
if it has a diminishing return property. And Theorem 2 shows if the objective
function is submodular and monotonic, the performance of the greedy solution
is above (1 − 1/e) of the optimal solution. Next we prove that the designed
objective function in Eq. (1) is a monotonic submodular function. Obviously
Eq. (1) is monotone increasing, because representativeness score in Eq. (6) is
always non-negative, which leads to non-decreasing objective function. Then we
prove the submodularity of Eq. (1), which is formally presented in proof. N is the
current generated summary containing all previous selected sentences. OF is the
objective function in Eq. (1). Then the diminishing property of submodularity in
Theorem 1 is directly proved by comparing increasing level of OF when including
a sentence into the summary. Note that ΦN

n (c) under the smaller background N
is not less than ΦN ′

n (c) under a larger N ′, since some available topics might be
covered by others when the amount of sentences in current summary is increased.
Finally as OF is monotonic and submodular, the performance of OGP shown in
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Algorithm 1 is guaranteed above (1 − 1/e) of the optimal solution according to
Theorem 2.

Theorem 1. A function F : 2V → R is submodular if for all s ∈ V and every
S ⊆ S′ ⊆ V , it satisfies F (S ∪ s) − F (S) ≥ F (S′ ∪ s) − F (S′)

Theorem 2. Suppose F is monotonic and submodular. Then greedy algorithm
gives constant factor approximation: F (Agreedy) ≥ (1 − 1/e)maxF (A)

Proof. Submodularity of Objective Function (OF)

Suppose N⊆ N′ and f(Ñ) = OF (Ñ ∪ n) − OF (Ñ) = Repn =
∑C

c Φn(c)Snc

Φn
+

β[
∑C

c Φn(c)]2

f(N ′)−f(N) =
∑C

c [ΦN′
n (c)−ΦN

n (c)]Snc

Φn
+β

∑C
c [ΦN ′

n (c)−ΦN
n (c)]

∑C
c [ΦN ′

n (c)+ΦN
n (c)]

Since Φn(c), Φn, Snc ≥ 0 and ΦN ′
n (c) ≤ ΦN

n (c),∀n
Then f(N ′) − f(N) ≤ 0 and OF (N ′ ∪ n) − OF (N ′) ≤ OF (N ∪ n) − OF (N)
So the Objective Function or OF is submodular.

Algorithm 1. Overlap-based Greedy Pick
INPUT: CR is the set of topics currently not covered; NR is the set of overlaps whose

potential covering topics are not yet completely covered by picked ones.
1: Function: OGP(CR, NR)
2: if Length(CR) = 0 or Length(NR) = 0 then
3: return 0
4: end if
5: Repre ← 0
6: Nmax ← NULL
7: for n in NR do
8: Cr ← GetCurrentAvailableTopics(CR, n)
9: Salience ← 0

10: CoverTopics ← 0
11: for c in Cr do
12: Salience ← Salience + Lc(O)/Lc(Mc)

2

13: CoverTopics ← CoverTopics + 1
14: end for
15: Repren ← Salience/GetContainTopics(n)+β ∗ CoverTopics2

16: if Repre < Repren then
17: Nmax ← n
18: end if
19: end for
20: CR, NR ← RemoveP ick(CR,NR,Nmax)
21: return OGP(CR, NR) + Repre
22:
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5 Experiment

5.1 DataSets

CL-Scisumm 2014 is the subtrack of TAC 2014 Biomedical Summarization Track.
The dataset contains 10 references papers, each of which has up to 10 Citing
Papers. Three annotators are employed to manually annotate corresponding
citing text spans and reference text spans, which leads to three little different
training datasets. To avoid the difference between three annotators, all outcomes
are the average of results generated based on these three datasets. Then for
this extractive summarization task, the gold summary is generated by manually
selecting important citances from the citation context. In this paper, we simply
focus on the Task 2, that is generating a faceted summary of up to 250 words
based on the reference spans and citing spans. And in order to comply with the
length constraint, we simply select top 250 words in case of length exceeding.

5.2 Evaluation Method

Based on the given gold summaries, officially ROUGE-L is employed to mea-
sure summaries. ROUGE [13] stands for Recall-Oriented Understudy for Gist
Evaluation, which serves as a metric to determine the quality of a summary by
comparing it to the ideal one. It is proved highly correlated to human evalua-
tion [13] and chosen to be the standard measure in DUC 2004 summarization
tasks. ROUGE-L is a sentence-level metric, focusing on the similarity in terms
of longest common subsequence. Three detailed metrics are presented, those are
average recall, average precision and average f1-measure. Since the size of a sum-
mary would itself cast influence on the precision and recall, average f1-measure
value is served as the ultimate criteria.

5.3 Baseline Approaches

In order to verify the performance of the proposed optimization approaches,
CLexRank, MEAD and ACL Anthology online toolkit are employed to gener-
ate summaries above CL-Scisumm 2014 mentioned in Sect. 5.1. Also the best-
recorded system in the competition or MQ is included for comparison.

C-LexRank [29] also employ a graph-based model. It first employs a hier-
archial agglomeration algorithm [3] to explore clusters from the graph model.
And each cluster of sentences represent a topic. Then it employs LexRank to
score sentence within each topic and picks the most salient sentence per topic to
form the summary. However, the graph clustering method it employs [3] simply
assumes that one sentence contains only one topic and pays no attention to the
potential overlap structure.

MEAD [32] is a multi-document summarizer, which generate summaries by
picking top-n sentences sorted by scores. Assigned by a feature-based classifier,
the score is calculated by linear combination of centroid and position.
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ACL Anthology [33] contains all papers published by ACL and other related
organizations. It employs string-based heuristics approaches to extract all the
citation sentences for an article and generates a citation-based summary, which
contains five sentences.

6 Results and Discussion

6.1 Overall Performance

Table 1 shows result comparison between OGP and other baseline approaches. In
practice, OGPβ=0.027 is chosen as the representation. And it is intuitive to find
that OGPβ=0.027 is better than CLexRank and MEAD in terms of ROUGE-
L F-score. Further OGPβ=0.027 is even shorter than both of CLexRank and
MEAD, which definitely increases reliability. ACL toolkit is restricted to only
five sentences, whose ROUGE-L F-score is low. In order to avoid the influence of
summary size, OGPTOP5 is to pick top five sentences sorted by representative-
ness score. And the result of the comparison between OGPTOP5 and ACL toolkit
shows OGP surpassing ACL default summarization method. As for MQ, all we
know is the ROUGE-L F-score, which is still lower than the proposed method.
Figure 1 shows the change trend of summary quality generated by OGP with
different β. Obviously the above conclusion still works regardless of β.

Table 1. Comparison results of OGP and other baseline approaches.

ROUGE METHOD OGPβ=0.027 OGPTOP5 CLexRank MEAD ACL MQ

ROUGE-L AVG R 0.40982 0.32776 0.37516 0.37466 0.13453

AVG P 0.68594 0.63628 0.63313 0.56310 0.25407

AVG F 0.49795 0.42477 0.45975 0.44146 0.17197 0.260

AVG SIZE 195.26 119.71 195.93 221.17 115.7

Fig. 1. ROUGE-L F-scores of OGP with various β
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Fig. 2. β’s controlling effect over summary size, salience and content redundancy.
All of three Figures also reflect the change of ROUGE-L F-score with different β.
Figure 2a shows β effect on summary size. Figure 2a shows the influence of β on sum-
mary salience score. Figure 2c shows the β effect on content redundancy.

6.2 Effectiveness of β

β is the parameter designed to control the trade-off process between various cri-
teria according to OGP shown in Algorithm1. When β increases, summary size
is reduced since more overlaps are included. Meanwhile content redundancy is
also improved since in this case overlaps are preferred when they can avoid topic
repetitive coverage. However limited to sentence length, more overlaps might
reduce summary salience. To verify the conclusion, summaries are generated by
OGP with different β and the result is shown in Fig. 2. In order to make the result
more intuitive, all data shown in Fig. 2 is normalized by dividing maximum value,
which makes y value of each figure range from 0 to 1. Figure 2a specifically shows
the change of summary size with different β. The result turns out that summary
size is reduced up to 10% with increasing β. Figure 2b shows how salience score
shown in Eq. (5) changes with different β. From the Fig. 2b, salience is nearly
monotone decreasing and reduced up to 11%. Figure 2c shows the change of con-
tent redundancy with different β. Content redundancy is defined as number of
times that topics are repetitive covered. Note that ideally every topic is covered
once where redundancy should be zero. Thus redundancy should be normalized
via a two-step process. Firstly redundancy is subtracted by the amount of topics.
Then normalized redundancy is calculated by dividing current maximum redun-
dancy value. According to the results from Fig. 2c, content redundancy generally
decreases with the increasing β, whose rate is up to 14%. Generally, the results
shown in Fig. 2 comply with the conclusion of β effect mentioned in Sect. 4.1.

ROUGE-L F-score is used to measure the summary quality. Although fluctu-
ations exists and the rate is relatively small, summary quality generally decreases
with increasing β from Fig. 1. Note that longer summary size is definitely benefi-
cial for improving summary quality, since topics might be explained better with
more sentences. Thus the scenario of summary quality decreasing could be easily
explained by the synthetic effect by summary size, salience and content redun-
dancy. Since the sum of the drop rate of both summary salience and salience
is greater than the improve rate of redundancy, the synthetic effect reflected to
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the general summary quality becomes negative with increasing β, which could
be easily recognized from Fig. 2. Also since the gap between these rate is small
and the gap is not always negative, the drop of ROUGE-L F-score is slow and
unstable.

7 Conclusion and Future Work

In this paper, we mainly propose a new optimization methodology to gener-
ate citation-based summarization. Criteria such as summary size, salience and
content redundancy is indirectly involved via the optimization between overlaps
and non-overlaps, which successfully solve the problem of inconsistent metrics.
To solve the optimization problem, a performance-guaranteed greedy algorithm
OGP is proposed. Further via a single parameter β, balance status of criteria is
effectively controlled.

There are still several tasks for future work. Firstly, the value of β in the
experiment is limited to a certain range in advance. And the task to find proper
β could be studied in future. Secondly and most importantly, the change of
summary quality is strongly related to the synthetic effect of summary size,
salience and content redundancy. So the task to explore such relationship is
extremely important for better understanding the contribution of each criterion.
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Abstract. Web documents are a promising source of spatial information. With
information recognition and extraction, this information can be used in various
applications such as building semantic maps and indoor robotic navigation. In
this paper, we present a novel methodology to identify spatial information in
web documents using semi-supervised trained machine learning classifiers. The
semi-supervised models trained with the half amount of data available yield only
the F-score of 4% and 9% inferior to the supervised models trained with
complete data on classifying spatial entities and relationships respectively.

Keywords: Spatial role labelling � Web mining � Named entity recognition �
Relation extraction

1 Introduction

Web documents obtained from the Internet are a promising source of symbolic, natural
language spatial information. Given an object of interest, a simple Google search (or
browsing on websites dedicated to navigation purpose) normally would return abun-
dant descriptive information of location of the object of interest. There are a number of
applications that can utilize the processed spatial information such as for building a
semantic map [1] and navigating robots through indoor environment [2]. These systems
require a precise and accurate input; however, a general search would return a large
amount of natural language description of the environment. Manual generation is
infeasible and might not be available when the target environment is unknown,
restricting their potential use cases. An automated method to generate spatial infor-
mation of an arbitrary target location from the web would solve this problem and allow
wider applications of these consumer systems.

In this paper, we specify “spatial information” as a combination of “spatial entities”
and “spatial relations”. A spatial entity is a spatial object of interest such as room,
building or lecture theatre. Given a spatial entity, a spatial relation is identified as its
direction and relative positioning with another spatial entity. For example, in the given
sentence “Lecture theatre B103 is located beside computer lab B105”; “Lecture theatre
B103” and “computer lab B105” will be identified as spatial entities connected through
the spatial relation of “beside”.
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With the vast amount of information available on the web, implementing a machine
learning-based method for spatial information recognition is a natural choice. Given the
labelled spatial information, supervised machine learning models will allow extraction
of patterns and utilize them to find any new spatial information related to an object.
Unfortunately, our research discovered that not much annotated web-based spatial
information data set is available. A manual annotation process is infeasible for this
scale of data. A novel method to build an effective spatial information recognition
system using only a small amount of annotated data needs to be devised.

A spatial information recognition (SIR) system requires three components to
achieve its purpose. Firstly, spatial entities mentioned in web documents need to be
accurately identified. Next, from several identified spatial entities in a sentence, we
must determine possible spatial relations and their description between a pair of spatial
entities. These two objectives must be achieved using only a small amount of annotated
training data. Lastly, this vast amount of spatial information should be represented in
ranking order based on the relevancy to the original object of interest.

The problem of identifying spatial entities in a sentence comes closest to the task of
named entity recognition (NER). NER is a well-studied topic in Information Retrieval
(IR) with development of multiple algorithms and approaches [3]. Spatial entity is a
well-studied class in NER. Most NER approaches focus on recognizing high level
spatial entities e.g. countries, cities, suburbs and landmarks [3], while we seek to find
low-level spatial entities e.g. campus, building, office room and floor number. Different
to the proposed work, in our prior work, we introduced a supervised spatial entity
recognition task using some very specific patterns to identify explicitly mentioned
spatial entities without regards to their relations [4].

The task of finding spatial relations between spatial entities falls into the area of
Spatial Role Labelling (SpRL) [5]. For each word in a sequence, a SpRL method aims
to assign a role as trajector, landmark or spatial indicator. Trajector and landmark can
be identified as part of spatial entity recognition, while a spatial indicator is identified as
a spatial relation. Multiple machine learning approaches have been proposed to solve
this task and to classify the type of spatial indicator and relations [6, 7]. However, all
previous works in SpRL have been concentrated on general type of spatial entity (i.e. a
trajector/landmark could be a person or animal), while we aim to specifically identify
buildings and rooms.

These previous methods in spatial entity and relation recognition rely on abundant
annotated data sets using supervised learning. These approaches are not suitable for
situations where labelled training data is scarce. Semi-supervised learning is often used
in several applications when faced with the lack of annotated data sets [8]. In this paper,
we propose to employ the semi-supervised approach in the SIR task.

In response to a query, not every information found can be highly relevant, even
some partially relevant results can be returned by the state-of-the-art search engines [9].
Relevancy ranking is a well-studied subject in IR in order to return top relevant
documents only, with approaches ranging from simple scoring functions to machine
learning-based methods [9]. As runtime performance is a concern, we need to choose a
method that can run fast yet produce accurate results. To our knowledge, no SIR
system has employed result ranking as part of the approach.
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In this paper, we propose a novel methodology to identify and rank spatial infor-
mation present in web documents in response to a user query. This novel approach
contains four critical components: the query bot, spatial entity tagger, spatial relation
tagger and result ranker. For both spatial entity and relation tagger, we explored
semi-supervised learning to enable accurate identification of spatial information
without expensive manual annotation of training documents. To the best of our
knowledge, the proposed framework is the first attempt to solve the spatial entity and
spatial role labelling problem on the domain of web documents using semi-supervised
learning. Extensive empirical analyses with both the supervised and semi-supervised
models reveal that the proposed framework is able to perform SIR with high F1 score.
The final component, result ranker, has been able to score highly on NDCGk metric.

2 The Proposed Method of Spatial Information Recognition

The proposed SIR method consists of 4 main modules as illustrated in Fig. 1.

Web Documents Processing: Given a query, the query bot will run a search on a
search engine to find relevant web documents. Each retrieved document is
pre-processed to remove unwanted characters, extract individual tokens/sentences and
produce training features. For example, the sentence “Mary © had a little lamb… ☺”
will be returned as “Mary had a little lamb.” After removing special symbols.

Spatial Entity Tagging: For spatial entity tagging, we generate 12 feature groups
containing 33 features for each word in a sentence, ranging from the token to syntactic
features such as prefix and suffix of the token. Table 1 details them, with examples on
the sentence “Mary had a little lamb” and word “Mary” as the first word of the sentence
(at index 0).

The tagging ready documents are then passed to the spatial entity tagger to extract
spatial entities. As each spatial entity can be represented with multiple words, the IOB2
labelling standard [10] is used to label them. An example of spatial entities extracted
from a sentence applying the proposed model is given in Text 1.

½Computer lab S510� is located in front of ½tutorial room S509�.

Text 1. Sample spatial entities from a sentence. The two spatial entities are in bold.
As shown in Fig. 2, we propose a semi-supervised learning approach using the

bootstrapping technique to identify the spatial entity in a sentence/document. We first

Fig. 1. The proposed spatial information recognition (SIR) system.
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train a classifier using a small annotated subset of the data set. The rest of the data set is
then split into 9 parts and treated as unlabeled data. On each iteration of the training
process, the model is used to label one part of this data and the predictions are then

Table 1. Features generated for spatial entity tagging.

Feature Explanation Example

Token A single word as part of a sentence w0 ¼ Mary
Token lower Token in lower case wl0 ¼ mary
POS Part of speech (POS) label of the

token
pos0 ¼ NNP

Chunk Shallow parsing chunk of a token,
uses the IOB2 labelling standard
[10]

chunk0 ¼ B� NP

Word shape The shape of the token, determined
by characters composing it

w shape0 ¼ ULLL (uppercase and
3 lowercase letters)

Word shape
simplified

Simplified version of token shape
by removing consecutively
repeated shape characters

w shape simple0 ¼ UL

Word type Type of token such as ‘AllDigits’,
‘AllUpper’ or ‘AllSymbol’

w type0 ¼ AllLetter

Prefix The first characters of a token p00 ¼ M, p10 ¼ Ma (first two
characters)

Suffix The last characters of a token s00 ¼ y, s10 ¼ ry
(last two characters)

Digit and
alpha-numeric

Boolean feature indicating whether
a token fulfils specific
alphanumeric patterns

2d0 ¼ no, 4d0 ¼ no (token is not
consisted of 2 digits or 4 digits
characters)

Is uppercase/
lowercase

Boolean features indicating a token
fulfilling specific lowercase and
uppercased character patterns

iu0 ¼ yes, au0 ¼ no (Mary does not
start with an uppercase letter and is
not all uppercase letters)

Contain
character

Boolean features indicating
whether a token has a specific
character

cu0 ¼ yes, cd0 ¼ no (token has an
uppercase letter and no digit
character

Fig. 2. The proposed semi-supervised learning approach for SIR
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added into the training data set. This approach allows us to reduce the amount of
annotated data set to be used in training the classifiers and work with the limited
annotated datasets. We choose linear-chain conditional random field (CRF) [11] as the
learning algorithm. CRF has been widely used to label sequential tokens in sentences
and it is the algorithm of choice in previous attempt to solve the general SpRL problem
[12]. In addition, CRF allows label probability output, allowing us to control confi-
dence bound used to filter prediction labels before re-added into training data. The
proposed method can be implemented with any learning algorithm such as support
vector machine (SVM) or hidden Markov model (HMM) or combination.

Let T be number of tokens in a sequence, K be number of features, x be the vector
of feature values generated for a token from a sequence, hk be feature weight associated
with k-th feature and y be a spatial entity label of the token. With fk as feature function,
the linear-chain CRF computes probability p of y over x as in [11]:

p yjxð Þ ¼ 1
Z xð Þ

YT
t¼1

exp
XK
k¼1

hkfk yt; yt�1; xtð Þ
( )

ð2:1Þ

Z xð Þ ¼
X
y

YT
t¼1

exp
XK
k¼1

hkfk yt; yt�1; xtð Þ
( )

ð2:2Þ

To optimize the performance of the model, a greedy forward feature selection
algorithm (as detailed in Fig. 3) is proposed to find the best feature set to represent the
data set. Given the candidate features, the process starts by initiating an empty set of
features. On each iteration, the algorithm adds the best performing candidate feature
into the feature set. Mean F1 score is used to measure the performance of each addi-
tional feature, validated on the 5-fold setting. This process will be repeated until all
candidate features are exhausted.

Spatial Relation Tagging: Next, the spatial relation tagger is employed to find spatial
relations amongst these spatial entities. We focus on identifying spatial information in
the form of entity-relation-entity triplets, where the mentions of spatial entities are in

Fig. 3. Greedy forward feature selection algorithm used to find the best feature set
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the same sentence and the descriptor of the spatial relation between these entities are
present in a sub-sentence between the spatial entities.

Given N number of labelled spatial entities in a sentence, we generated
N
2

� �
pairs

of spatial entities ENT1;ENT2ð Þ where:

ENT1 : wi;w iþ 1f g;w iþ 2f g; . . .;w iþ kf g
� � ð2:3Þ

ENT2 : wj;w jþ 1f g;w jþ 2f g; . . .;w jþ lf g
� �
i� iþ k\j� jþ l; k; l� 0

ð2:4Þ

Such that ENT1 \ENT2 ¼ ; and w being a keyword in a sentence or in an entity.
Assuming each pair of ENT1;ENT2ð Þ are spatially related, we define the task of spatial
relation tagging as finding a possible spatial relation descriptor in the subsequence

S ¼ ENT1;wiþ kþ 1;wiþ kþ 2; . . .;wj�2;wj�1;ENT2
� � ð2:5Þ

Using this method, the entity pair is effectively used as a starting and ending anchor
of the subsequence. While this entity pair generation process can be expensive, in
practice, the average N is 1.466. It is possible for zero or more spatial entities to be
contained in subsequence between the anchors and they should not be tagged as spatial
relation. An example of extracted spatial relation is presented in Text 2.

[Computer lab S510] is located in front of [tutorial room S509].

Text 2. Sample spatial relation from a sentence. The spatial relation is bold and
underlined.

In addition to 12 feature groups used for spatial entity tagging, we use additional 3
features for relational tagging to indicate the entity and relation positions. Table 2
details these additional features using the sentence in Text 2 and the word “front” as
token (at index 6).

We use the semi-supervised learning approach and greedy forward feature selection
algorithm in the same fashion as the spatial entity tagging module.

Table 2. Additional features generated for spatial relation tagging.

Feature
Group

Explanation Example

Start Distance of a token from the last token of starting spatial
entity anchor of the subsequence

start6 ¼ 4

End Distance of a token from the first token of ending spatial
entity anchor of the subsequence

end6 ¼ 2

Is entity Boolean feature to indicate whether a token is a spatial entity
or not. It was designed to reduce possible search space in
sub-sequences where a non-anchor spatial entity is present

is entity6 ¼ no

Spatial Information Recognition in Web Documents 155



Ranking Spatial Information: Lastly, extracted spatial information triplets are
ranked based on their relevancy to the given query. There is a possibility that the
classifiers in previous modules may pick up spatial information irrelevant to the query
or a large amount of spatial information is presented on a query topic. Ranking allows
emphasizing on the more relevant and useful information and enables the output to be
easily used in any possible applications.

Let Q be the user query on which spatial information is to be obtained, QT be the
TF-IDF representation of the query, WD ¼ WD1;WD2;WD3; . . .;WDNf g be the set of
web documents returned by a search engine and WDTi be TF-IDF representation of
WDi. Let SDi ¼ SDi1; SDi2; SDi3; . . .; SDimf g be the set of spatial information triplets
extracted from WDi, and SDTij be the TF-IDF representation of SDij.

Let CS A;Bð Þ be cosine similarity between two non-zero vectors:

CS A;Bð Þ ¼
~A �~B

~A
�� �� � ~B

�� �� ð2:6Þ

The ranking score W of a spatial information SDij obtained from the web document
WDi with query Q is calculated by:

W SDij;WDi;Q
� � ¼ CS QT ;WDTið ÞþCS QT ; SDTij

� � ð2:7Þ

Spatial information triplets with higher W score mean higher relevancy to the
supplied query and they are ranked higher in the output.

3 Empirical Analysis

Datasets: We used two data sets sourced from the web as detailed in Table 3. The first
dataset was sourced from LostOnCampus1 (LoC), an Australian campus directory
website. Another data set was constructed from self-tour documents of numerous
universities in Australia, USA and Great Britain (e.g.2,3,4). All documents (in form of
HTML or PDF) in the data sets were split into individual sentences using NLTK’s
punkt tokenizer5. Each sentence was then pre-processed using methods described in
Sect. 2. Spatial entities and relations present in the pre-processed data set were then
manually annotated and the data set was split into 80/20% distribution for training and
testing purpose using random sampling.

Evaluation Criteria: Performance of spatial entity and spatial relation tagging models
was evaluated using precision (P), recall (R) and F1 measure. Precision denotes the

1 http://lostoncampus.com.au.
2 http://www.columbia.edu/content/self-guided-walking-tour.html.
3 http://www.unimelb.edu.au/campustour/self-guided.
4 http://www.bristol.ac.uk/university/visit/walking-tour.html.
5 http://www.nltk.org/api/nltk.tokenize.html#module-nltk.tokenize.punkt.
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proportion of predictions that are true positives and Recall shows percentage of ground
truth that are positively predicted [3]. To determine whether a prediction is a true
positive, we used two different evaluations, complete and partial. In the complete
matching evaluation, a prediction from the model is only counted as a match (or true
positive) if it exactly matches an answer label. For spatial relation, this means matching
the spatial relation descriptor precisely given two anchoring spatial entities. Meanwhile
for partial evaluation, a true positive is awarded if the prediction overlaps at least one
token of a spatial entity or relation label.

To measure the performance of a semi-supervised model against the corresponding
supervised model, we calculated the average loss of each P, R and F1 score on various
experiments. We conjecture that a semi-supervised model should demonstrate inferior
results to the equivalent supervised model, thus the better performing semi-supervised
models should produce the least average performance loss. An average performance
loss for a performance measure method x 2 P;R;F1f g is computed by formula:

Average lossx ¼ 1
N

XN
i¼1

Bxi � Spxið Þ ð3:1Þ

where N is the number of samples taken, and Bxi and Spxi are the score on performance
measure x achieved by supervised and semi-supervised models respectively. In all
experiments, we employed an implementation of linear-chain CRF called CRFSuite
[14].

In evaluating the performance of our ranking method, we measured NDCGk

(Normalized Discounted Cumulative Gain at K) score [13], which demonstrates the
accuracy of the relevancy ranking method against human given score. Let R ¼
R1;R2; . . .;Rkf g be the relevancy score given by human to the top k ranked spatial

information and Rs be the R sorted in descending order. NDCGk is computed as:

NDCGk ¼
Pk

i¼1
2Ri�1

log2 iþ 1ð ÞPk
i¼1

2Rsi�1
log2 iþ 1ð Þ

ð3:2Þ

3.1 Supervised Models Performance

Before experimenting with semi-supervised trained classifiers, we trained and mea-
sured performance of supervised-trained CRF models with 100% training data as our
baseline result. To achieve optimal performance from the features, we employed the
greedy feature selection algorithm presented in Fig. 3 to select the optimal feature set.

Table 3. Data sets used for training the classifiers.

Data set #Docs #Sentences #Entities #Relations Type

LoC (D1) 200 3878 2131 267 HTML
University self-tour (D2) 19 2435 1939 134 PDF
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Table 4 shows the results obtained from the supervised models on the two data sets for
both spatial entity and relation identification.

3.2 Semi-supervised Models Performance

We started the training process with a small amount of seed data and gradually
increased it. To explore the effect of the size of the seed data to performance of the
model, we conducted experiments with P 2 10%; 20%; 30%; 40%; 50%f g training
data as seed data. Another parameter that was examined in experiments is the proba-
bility lower bound, used to filter out lower probability predictions to be added into the
training data set on each iteration of the semi-supervised training process. This value
varies from 0 (i.e. all predictions are added) to 0.9 (i.e. only predictions with proba-
bility � 0.9 are added back to the training data set) with a regular increment of 0.1.

From Figs. 4 and 5, in the spatial entity recognition task, it is observed that increase
in probability lower bound positively correlates to precision and negatively impacts the
recall and F1 scores. Setting a higher threshold helps maintaining the quality of can-
didates and consequently the fewer candidates are identified. The severity of the impact
varies according to different seed data sizes. While smaller seed sizes score relatively
low without any bound, their precision score increases and F1 and recall rate decrease
sharply as the probability bound value progresses. In comparison, larger seed data sizes
generally perform relatively better at zero probability bound and their scores change at
much slower rate. We believe this is attributed to the diversity of patterns contained in
the seed data. Smaller seed data has more homogenous patterns, thus leading the model
learning only few patterns repeatedly during training iterations, increasing precision
score and dropping recall and F1 values. In contrast, larger seed data contains
heterogeneous patterns, allowing the models to learn varied patterns, subsequently
results in higher recall.

As shown in Table 5, observations on the average loss scores between the
semi-supervised and baseline supervised models further confirm the positive correla-
tion of larger seed data to the overall performance of the models. The only anomaly is
found in the university self-tour precision score, which shows that the 10% sample to
have the least loss. This can be attributed to the homogeneity of patterns in the seed
data. As this data has about 50% and 30% less instances of sentence and spatial entity
respectively compared to the LoC data set, the effect of homogeneity is more severe.

Table 4. Supervised models’ performance.

Task Evaluation Data Set Precision Recall F1

Spatial entity Complete D1 0.846 0.775 0.809
D2 0.791 0.588 0.675

Partial D1 0.927 0.818 0.869
D2 0.872 0.628 0.730

Spatial relation Complete D1 0.855 0.855 0.855
D2 0.719 0.500 0.590

Partial D1 0.873 0.857 0.865
D2 0.750 0.511 0.608
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Performance of models on the spatial relation tagging task was found very similar
to the performance on the spatial entity tagging task. Due to space constraint, we are
not able to present the individual graphs. Increase in probability lower bound positively
correlates to the precision rate and negatively impacts the recall and F1 score. Similar
effect on the seed data size to the degree of impact is observed. Smaller seed sizes show
more volatile changes, while larger seed data increase/decrease at much slower rate. On
LoC dataset, the highest value of probability lower bound (0.9) on the smallest seed
data resulted in no predictions being accepted in retraining steps.

Table 6 reports the average loss between the semi-supervised scores and the
baseline supervised scores on the spatial relation tagging task. It confirms the positive
correlation of larger seed data to the precision, recall and F1 score of the model. On
both data sets, the largest seed data (50%) scored the least average loss on recall and F1
score. Similar to spatial entity tagging, homogeneity of patterns in smaller seed data
results in lower precision loss. In LoC data set, however, high values of confidence
bound result in the smallest data set to have the highest average loss.

Fig. 4. Results of complete matching: semi-supervised learning on spatial entity tagging.
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Fig. 5. Results of partial matching: semi-supervised learning on spatial entity tagging.

Table 5. Spatial entity tagging: average loss in performance of semi-supervised models against
the supervised models. Lowest loss values are bolded.

Data set Avg. loss/seed size 10% 20% 30% 40% 50%

D1 Complete Precision 0.088 0.095 0.062 0.032 0.030
Recall 0.227 0.111 0.052 0.056 0.037
F1 0.198 0.113 0.059 0.047 0.033

Partial Precision 0.067 0.068 0.044 0.031 0.030
Recall 0.218 0.101 0.049 0.060 0.038
F1 0.186 0.096 0.050 0.049 0.034

D2 Complete Precision 0.025 0.061 0.072 0.051 0.056
Recall 0.335 0.209 0.139 0.090 0.029
F1 0.331 0.194 0.129 0.081 0.033

Partial Precision −0.011 0.024 0.034 0.019 0.022
Recall 0.347 0.210 0.132 0.083 0.018
F1 0.342 0.191 0.116 0.068 0.015
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3.3 Benchmarking with Similar Methods

No specific method exists that can explicitly be used for comparison here. So to analyze
the performance of the proposed spatial entity and relation classifiers, we compared
them against two most relevant state-of-the-art methods, namely SVM-HMM [15] and
Stanford NER [16]. SVM-HMM is a support vector machine model designed for the
sequential tagging task and has been used in the SpRL task before [6]. In the bench-
marking process, we retrained the SVM-HMM classifier using the same feature sets
used as the CRF classifier used in this paper. As suggested in the manual page6, each
feature value is represented as binary feature and we performed a 5-fold cross vali-
dation grid search on its parameters to ensure best possible performance.

The well-known Stanford NER system uses a general linear-chain CRF sequence
model for tagging tasks. We compared the CRF classifiers to Stanford NER in two
different experiment settings. Firstly, we retrained the classifier to tag the spatial entity
and spatial relation in our data sets using supervised learning. Here, all features and
learning settings used by Stanford NER for the CoNLL2003 task (using the–goodconll
flag7) were retrained. This benchmark allows us to check the effectiveness of our
feature selection algorithm in improving the accuracy of our model. In addition to
supervised learning, we also trained Stanford NER in semi-supervised setting. More
specifically, we used the 50% seed data size with no probability bound (0.0). As shown
in Table 7, on all tasks and data sets, our classifiers outperform the results from both
systems. This ascertains that the CRF classifier and feature sets employed in our
proposed method are optimal in tagging the spatial entities and relations.

Table 6. Spatial relation tagging: average loss in performance of semi-supervised models
against the supervised models. Lowest loss values are bolded.

Data set Avg. loss/seed size 10% 20% 30% 40% 50%

D1 Complete Precision 0.030 0.018 −0.009 −0.008 0.004
Recall 0.350 0.180 0.173 0.128 0.121
F1 0.260 0.115 0.100 0.074 0.072

Partial Precision 0.039 0.027 −0.001 0.001 0.013
Recall 0.351 0.181 0.174 0.146 0.127
F1 0.265 0.120 0.105 0.088 0.081

D2 Complete Precision −0.120 −0.099 −0.046 −0.044 −0.064
Recall 0.336 0.274 0.231 0.223 0.123
F1 0.361 0.270 0.216 0.204 0.089

Partial Precision −0.120 −0.099 −0.046 −0.044 −0.064
Recall 0.336 0.274 0.231 0.223 0.123
F1 0.361 0.270 0.216 0.204 0.089

6 https://www.cs.cornell.edu/people/tj/svm_light/svm_hmm.html.
7 http://nlp.stanford.edu/projects/project-ner.shtml.
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3.4 Ranking Result: Overall Performance of the Proposed System

In response to a query, spatial entity and relation tagging recognition tasks are per-
formed on the retrieved documents. The proposed ranking method then ranks the

Table 7. Benchmark results vs similar systems.

Task/learning method Model/ data set Complete F1 Partial F1
D1 D2 D1 D2

Entity/supervised Our CRF 0.809 0.675 0.869 0.730
Stanford 0.786 0.644 0.855 0.702
SVM-HMM 0.775 0.665 0.849 0.717

Entity/semi-supervised Our CRF 0.773 0.615 0.828 0.684
Stanford 0.762 0.568 0.823 0.637

Relation/supervised Our CRF 0.855 0.590 0.865 0.608
Stanford 0.850 0.571 0.860 0.574
SVM-HMM 0.816 0.571 0.816 0.574

Relation/semi-supervised Our CRF 0.784 0.455 0.784 0.455
Stanford 0.772 0.413 0.772 0.413

Table 8. NDCGk for various queries used in the tests.

Query Top-k
1 3 5 10 15 20

S515, S Block, QUT Gardens Point 1.000 0.927 0.973 0.975 0.977 0.977
The Cube, P Block, QUT Gardens
Point

0.333 0.629 0.817 0.854 0.875 0.878

Z410, S Block, QUT Gardens Point 0.333 0.516 0.596 0.694 0.811 0.816
Pitch Drop Experiment, Priestly
Building, UQ St. Lucia

1.000 1.000 1.000 1.000 1.000 1.000

Dorothy Hill Library, Hawken
Engineering Building, UQ St. Lucia

1.000 1.000 1.000 0.901 0.918 0.978

Postgraduate Study Area,
Biological Sciences Library
Building, UQ St. Lucia

1.000 1.000 1.000 0.967 0.971 0.995

PBL Room 2, Faculty of Science,
UQ St. Lucia

0.000 0.235 0.447 0.664 0.728 0.728

Queensland Micro and
Nanotechnology Centre, Griffith
Nathan

1.000 1.000 1.000 0.946 0.932 0.981

N72 Seminar Room, Glyn Davis
Building, Griffith Nathan

1.000 0.980 0.981 0.936 0.938 0.979

N12 Chaplaincy, Sewell Building,
Griffith

1.000 1.000 0.854 0.663 0.790 0.900

Mean 0.767 0.829 0.867 0.86 0.894 0.923
Std. Dev. 0.387 0.273 0.197 0.135 0.09 0.092
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spatial information in relevancy order. We used spatial information extracted from LoC
documents of 3 universities in Brisbane, Australia (147 triplets from 448 documents)
and 10 queries of various locations in these universities. For each query, we computed

relevancy score of each triplet using the ranking method. Each returned triplet was then
given score from 0–4 by three human annotators based on relevancy to the query. The
scoring guide is given in Table 9. NDCGk scores are then computed using the mean
score. Table 8 presents the NDCGk values measured on spatial information ranking for
the given query set. The average NDCG value exceeds 0.75 and reached its highest at
k ¼ 20 with 0.923. This ascertains that the proposed method is able to find the relevant
and required information accurately.

4 Conclusion, Limitation and Future Work

We have presented a novel method of identifying the spatial information in the web
documents with semi-supervised machine learning classifiers. CRF models were
trained in the semi-supervised bootstrap fashion to identify spatial entities and spatial
relation descriptions of these entities. We were able to achieve high performance
models with much less manually annotated training data available. While increase on
the seed data size has proven to be positively correlated to model performance, our
experiments showed with only 50% of the training data as seed, the semi-supervised
trained models showed just less than 9% loss on F1 metrics. To ensure the relevancy of
produced spatial information for a query, we employed the query bot which applies
relevancy filter on input web documents using Google Search, and ranks the spatial
information triplets. The NDCGk evaluation shows that the proposed method can find
highly accurate spatial information in response to the user queries.

For future work, we plan to expand the candidate feature sets. All features used in
this work consist of only local syntactic knowledge, we plan to include external
knowledge and more sophisticated local features such as word clustering, phrasal
clustering [17]. In addition, during spatial relation recognition, we assumed that all

spatial entities in a sequence are related and
N
2

� �
candidate pairs were generated from

N spatial entities. This large amount of candidate spatial entity pairs could be reduced
by validating the possible relation before the tagging process, effectively reducing the
search space and increasing accuracy of the system. Lastly, we plan to extend the

Table 9. Human scoring guideline for result ranking experiments.

Score Explanation

4 One or both spatial entities match the query
3 One or both spatial entities are in the same level
2 One or both spatial entities identified are in the same building
1 One or both spatial entities identified are in the same campus
0 No relevant spatial information is obtained

Spatial Information Recognition in Web Documents 163



spatial relationship tagging system to identify spatial relations not located between two
candidate spatial entities. Such example is the sentence “Next to Bridger Bowl is
Bohart Ranch”, where the spatial relation “next to” is mentioned before its spatial
entities “Bridger Bowl” and “Bohart Ranch”.
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Abstract. Repost cascades play a critical role in information diffusion
on social media sites. They are developed by series of reposts and stop
eventually. Substantial previous work has studied and predicted various
aspects of repost cascades such as growth, burst and recur. However,
how or even whether it is possible to predict when a repost cascade will
settle down remains to be an open problem. Existing models cannot be
directly applied to solve the problem as the feature based models are
sensitive to features, while the point process based models assume that
the followers of all reposters are disjoint. In this paper, we propose a novel
definition settling time to model this problem. We develop a point process
based model to get rid of the restriction in previous studies and make
an accurate prediction of the settling time. We conduct an extensive set
of experiments on Sina Weibo dataset. The results show that our model
achieves over 10% performance gain than the state-of-the-art approaches
after observing the cascades for 24 h.

Keywords: Repost cascade · Point process · Prediction

1 Introduction

Information diffusion is an important topic for many application such as data
integration [21], disaster prediction [3] and epidemic transmission prediction [8].
Reposting on social media, like Weibo, Facebook, Twitter, etc., is an important
online mechanism for information diffusion: a post is reposted by one’s followers,
then several of them repost it again, and a repost cascade can gradually develop
[10]. Substantial previous work has studied how to characterize and predict the
growth of such repost cascades [2,5,6,22]. Bursty nature in repost cascades is
also largely explored in lots of research with the aim of predicting the burst time
[17]. However, it is not clear how, or even whether it is possible, to predict when
a repost cascade will settle down. Thus we introduce “settling time” in a repost
cascade which represents when the repost cascade is about to settle down.

Predicting the settling time in repost cascades is vitally important for
crisis management and rumor control. For example, Hillary Clinton and Donald
Trump have emerged as the two front-runners in the 2016 U.S. presidential
campaign [18]. However, a series of explosive news, such as “Trump Sexual
c© Springer International Publishing AG 2017
A. Bouguettaya et al. (Eds.): WISE 2017, Part I, LNCS 10569, pp. 165–179, 2017.
DOI: 10.1007/978-3-319-68783-4 12
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Assault Allegations” and “Clinton’s Emails”, leads to a negative effect on their
election. Facing many objections, besides hoping that the news will be flipped
over as soon as possible, they are eager to find a way to deal with this situa-
tion in order to win the election. If they knew when the incidents will subside,
what or even how factors influence the settling time of such cascades, they could
estimate the loss and take appropriate measures in time to reduce their loss.

Fig. 1. An example of settling time on Sina Weibo. The Y-axis represents the cumu-
lative number of reposts. This post has more than 200 reposts within 1 month. The
speed of reposting rapidly decreases after the settling time and the cascade eventually
stops.

We start our research with an example of settling time on Sina Weibo.
Figure 1 shows the cumulative number of reposts over time in a repost cas-
cade with more than 200 reposts within 1 month from Sina Weibo which is
the most popular microblog in China. Many bursts following by a short dor-
mant period are observed before the settling time, while the speed of reposting
rapidly decreases after the settling time and the cascade eventually stops.

Existing models for predicting cascade related topics cannot be directly
applied to predict the settling time, because repost cascades near the settling
time have some special characteristics such as low incremental and long repost-
ing interval as Fig. 1 shows. Thus previous related models have to be modified
to predict the settling time. There are two major types of approaches for cas-
cade related prediction: feature based models and point process based models.
The feature based models predict the eventual growth [2,10,22] or future burst
time [11,17] through utilizing a rich set of features which are extracted from
historical data. However, feature extraction is expensive and it is hard to know
whether there are other effective features. Point process based models model the
formation of a repost cascade in a network by using point process theory. Nev-
ertheless, existing point process based models assume that the followers of all
reposters are disjoint [9,22], while there are a large number of common followers
for reposters in the real network structure on social media. The assumption lim-
its the performance of cascade related prediction because it does not realize that
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there are many special followers who have reposted or received the post before.
In other words, the point process based models in previous work ignore the real
network structure and only consider the number of followers for a reposter on
social media. Due to the characteristics of settling time prediction we mentioned
before, the prediction leads to a big deviation.

To address above issues, we propose a novel definition of “settling time” to
model when a repost cascade will settle down and illustrate its prediction task.
We develop PPST (Point Process Based Model for Predicting the Settling Time)
where we remove the assumption of disjoint followers, introduce a new concept
named “influenced followers” for a reposter who receive the post for the first
time, and we develop a method to model the concept. In the end, we conduct an
extensive set of experiments on Sina Weibo dataset. The results show that our
model achieves over 10% performance gain than the state-of-the-art approaches
after observing the cascades for 24 h. Moreover, we study the three primary
factors on Sina Weibo, which is the biggest microblog website in China, including
the reaction time, the infectious rate and the number of followers.

Organization. The remainder of this paper is organized as follows. Section 2
describes previous related work about repost cascades. In Sect. 3, we formally
define the settling time and introduce the prediction task. We describe our
method including the modeling and predicting in Sect. 4. In Sect. 5, we intro-
duce our dataset and present the prediction result. In the end, we conclude in
Sect. 6.

2 Related Work

Repost cascade has been a hot topic for a long time [14]. Many papers have
analyzed and explored the formation of repost cascades. The most relevant work
to our task is the research of cascade growth prediction. Recent models for
predicting the growth of repost cascades are generally characterized by two types,
feature based models and point process based models.

Feature based models predict the eventual growth through extracting effective
features from historical data including content features, original poster features,
structural features and temporal features [22]. Then various learning algorithms
are applied, such as regression models [1], passive-aggressive algorithm [7], and
probabilistic collaborative filtering [20]. These models are feature driven, thus,
they are sensitive to quality and quantity of features. In contrast, our model
requires no feature engineering and results in a formula that allows it to predict
the settling time of repost cascades as they are spreading through the network.

Point process based models are different from the feature based models,
which model the formation process of repost cascades by utilizing point process
theory. Such models have been successfully applied to predict the eventual
growth [22] and dynamic repost activity [9] in repost cascades. A major dis-
tinction between our model and existing models based on point process is that
we consider the real network structure of reposters and remove the assumption
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that the followers of all reposters are disjoint in repost cascades. Due to spe-
cial characteristics of settling time prediction, our model receives much better
performance than previous approaches on Sina Weibo.

3 Problem Definition

In this section, we start with some basic definitions, then introduce the definition
of the settling time. Finally, we give the prediction task in detail. To specify
when a repost cascade begins to settle down, we discretize time into equal time
windows, and predict the window which a repost cascade starts to settle down
from. In order to define the settling time, we firstly define effective peaks whose
height and width satisfy some conditions. Then the end time of the last effective
peak is defined as the settling time of the repost cascade. It should be noted
that all time value in our paper is the relative time to the original posting time.

Fig. 2. Multiple peaks occur in the number of reposts over time. P1 and P3 are effective
peaks, while P0, P2, P4 and P5 are not effective peaks.

Now we consider a reposting time sequence S ={T0, T1, T2, T3, . . .Tn} with
n reposts, in which T0 is the first posting time and Ti is the i-th reposting time.
Repost activity sequence can be worked out by reposting time sequence S and
time window size Δobs. Repost activity sequence is denoted by C ={R0, R1,
R2, R3, . . .Rm} with m time windows. Ri represents the number of reposts
in the i-th time window. The average number of reposts in a time window for
C is denoted by R. Similarly, C(i,j) ={Ri, Ri+1, . . .Rj} is the repost activity
subsequence from i∗Δobs to j ∗Δobs. In particular, if any Rk is not greater than
Rk+1 in a repost activity subsequence C(a,b), we call C(a,b) a non-descending
repost activity subsequence. In the similar situation, if any Rk is not less than
Rk+1, C(a,b) is a non-ascending repost activity subsequence.

Definition 1 Effective Peak. Two repost activity subsequence C(i,j) and
C(j,k) form a peak P(i,j,k), if the following condition is satisfied: C(i,j) is a non-
descending repost activity subsequence, and C(j,k) is a non-ascending repost



When Will a Repost Cascade Settle Down? 169

activity subsequence. In particular, if Rj ≥ max(H0, R ∗m) and k − i ≥ W0, we
define the peak P(i,j,k) as an effective peak.

Definition 2 Settling Time. If the last effective peak in repost activity
sequence is P(i,j,k). The settling time window is defined as STW = k, and
the settling time is ST = k ∗ Δobs.

In Definition 1, H0 and W0 limit the minimal height and width of effective
peaks. In practice, we set Δobs = 6 h, m = 10, H0 = 10 and W0 = 12 h. Figure 2
shows an example of repost activity. There are six peaks in the repost activity
sequence. P1 and P3 are effective peaks because of their height and width, while
the others are not effective peaks. According to the definition, the end time of
the last effective peak P3 is the settling time.

Prediction Task. Given the data from historical reposts before T , how to
predict the settling time ST of a repost cascade.

To predict the settling time, we predict the repost activity sequence at first.
That is to say, we firstly predict the repost activity Ri where i ∗ Δobs > T , then
the settling time can be worked out by using its definition. Thus, our major task
is predicting the repost activity sequence Ĉ by using the given reposts before T .

4 Modeling and Predicting

In this section, we model the formation of repost cascades by using point process
theory for predicting the repost activity after observing them for a period of time.
First, we illustrate our model in detail in Sect. 4.1, including the estimation and
modeling of the three important components. In Sect. 4.2, we describe how to
predict the repost activity in the future.

To work out the repost activity at time t, three problems should be solved
in the formation process of repost cascades. They are:

P1. How many users have received the post until time t?
P2. Among the users who have received the post, how many of them will make
a decision at time t, repost or not?
P3. Among the users who make a decision at time t, how many of them will
repost the post?

Next, we model and predict the repost activity so as to solve the above three
problems.

4.1 Modeling

To predict the repost activity, firstly we formally define the relationship between
the repost intensity λ(t) and the number of reposts δR from t to t + Δ.

δR =
∫ t+Δ

t

λ(s)ds (1)
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The repost activity λ(t) at time t depends on the reposts before t. The reason
is that users only receive the posts from their followees. If a user reposts the post,
there must be a followee who reposted it before. Hence, the repost activity is
modeled by infectious rate p(t), repost time Ti, the number of influenced followers
Ii, and reaction time distribution φ(s). The exact relationship is described:

λ(t) = p(t)
∑

i:Ti<t

Iiφ(t − Ti) (2)

Fig. 3. An example to explain the influenced followers. If A follows B, there will be an
edge from B to A. In this network, 1 reposts the post, then 5 reposts it again. 5 only
influences 4, because 2, 3, 6 have been influenced after 1’s reposting.

In Eq. (2), φ(t−Ti) is the memory kernel, which measures the probability of
reposting after t − Ti since the first time the followers receive the post at time
Ti. s = t − Ti is called reaction time whose distribution φ(s) has been studied
a lot [4,19]. We discuss φ(s) on Sina Weibo later in detail. p(t) is the infectious
rate and we allow it to change over time for accurate prediction, although the
infectious rate is the constant value in many existing models [12,13,23]. We
estimate and model the infectious rate p(t) later.

Once a post is reposted, there are followers who is the “first time” to receive
the post. We call them influenced followers for this repost. Previous studies made
the assumption that the followers of all reposters are disjoint [9,22], thus, the
number of influenced followers for a repost in their work would be defined as
the number of reposter’s followers. In our paper, we remove the assumption,
and the number of influenced followers for the i-th repost is denoted by Ii in
considering the real network structure. In other words, the followers who have
received the post before are excluded in the influenced followers in our method.
An example of calculating Ii is showed in Fig. 3. When we use the assumption
from previous work to the network in Fig. 3, the second reposter 5 influences
four followers because 5 has four followers. However, after considering the real
network structure, only one follower is influenced by 5’s reposting for the first
time. Hence, three followers are repeatedly calculated after using the assump-
tion. Closer network structure for reposters leads to a larger deviation when the
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Fig. 4. The average number of influenced followers and followers for early 100 reposts of
more than 10000 posts on Sina Weibo. The difference between two metrics is gradually
increasing.

assumption is used. Figure 4 shows the difference between the number of fol-
lowers and the number of influenced followers on Sina Weibo. Now we assume
that the number of influenced followers only depends on time t. The number of
influenced followers at time t is denoted by I(t), and we propose a method to
model I(t) at the end of this section.

Fig. 5. Reaction time distribution and estimated memory kernel φ(s). The reaction
time is plotted on logarithmic axes. The decreasing trend suggests a power law distri-
bution.

Reaction Time φ(s). Reaction time represents how long it takes for a person
to repost after receiving the post. Reaction time on Twitter has been studied
[22], while the distribution of reaction time on Sina Weibo is still unexplored.
Here we describe how to work out the memory kernel φ(s) which is a probability
distribution of the reaction time. The reaction time is the time interval between
the time, when the post is first received by a follower, and the follower’s reposting
time. Thus we calculate the reaction time by using reposting time sequence
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and the relationship of reposters in the real network structure. Figure 5 shows
the distribution of reaction time and the estimated memory kernel φ(s). The
distribution is showed to be heavily tailed, and divided into two parts: increasing
in the first near 2.5 min, followed by a power-law decay. Then we fit the reaction
time by using the following equation:

φ(s) =

⎧⎨
⎩

0 (s ≤ 0),
a × sb (0 < s ≤ s0),
c × s−d (s > s0).

(3)

After fitted by using the least square error, the five parameters are worked
out, s0 = 148, a = 3 × 10−5, b = 0.479, c = 2.1 × 10−2, d = 0.79. The figure
suggests that reposting is likely occurred within 2 h, after that, the probability
of reposting is rapidly decreasing. Consequently, posts have less probability to
be reposted with time passing by.

Infectious Rate p(t). The infectious rate is one of three primary components
for repost intensity. Here we estimate it by using the method which was supposed
by Kobayashi et al. [9]. They made an assumption that the infectious rate in
a small time window t ∈ [tst, ten] is constant. Thus it is calculated by using
integration to both sides of Eq. (2).

Fig. 6. An example of infectious rate p(t) over time from Sina Weibo.

p̂t =
δR∑

i ni{Φ(ten − Ti) − Φ(tst − Ti)} (4)

where δR is the number of reposts in the time window [tst, ten], and Φ(t) is
the integral of the memory kernel, Φ(t) =

∫ t

0
φ(s)ds. In Sect. 5, we discuss the

window size Δp = ten − tst in detail. An example of estimated infectious rate is
shown in Fig. 6.

Intuitively, the infectious rate gradually decreases with regular fluctuation.
Next, we model the infectious rate depending on time t by using the following
equation.
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p(t) = p0{1 − r0sin(
2π

Tm
(t + φp))}(

t

Δp
)
−α

(5)

Tm is set to 24 h which reflects the period of fluctuation. The parameters p0,
r0, φp, α correspond to the intensity of activity, the relative amplitude of the
oscillation, the phase and the rate of decay respectively. These 4 parameters are
figured out through fitting Eq. (5). The least square error is used in the fitting
process. The average and variance of the fitted parameters in our dataset are
p0 = 0.01 ± 0.0002, φp = 0.125 ± 0.01, α = 0.46 ± 0.007 and r0 = 0.23 ± 0.02.

Fig. 7. An example of the number of influenced followers over time from Sina Weibo.

Number of Influenced Followers I(t). According to the assumption that
the number of influenced followers I only depends on time t, I is modeled by
using history data Ii. Figure 7 shows an example of I(t) on Sina Weibo. There are
two properties for I(t): decreasing amplitude and increasing period of oscillation.
Decreasing amplitude suggests that early reposts have greater influence than the
later. The longer period of oscillation is the result of the lower density of reposts.
Based on above observation, we propose a model for the time dependence I(t):

I(t) = eγ+βsin( 2πTm
t (t+φI))e

−t
τm (6)

We set Tm to 24 h. γ, β, φI , τm correspond to the average intensity, the
amplitude of oscillation, the phase and the rate of decay respectively. These 4
parameters are figured out from the history reposts, then be used in the predic-
tion. We also use the least square error to fit Eq. (6). The average and variance
of the fitted parameters in our dataset are γ = 4.59 ± 0.38, β = 2.17 ± 0.72 and
φI = 3.09 ± 0.03.

4.2 Prediction

To predict repost activity sequence Ĉ, we firstly predict ˆλ(t) which is the repost
intensity at time t. To calculate ˆλ(t), all reposts before t are needed. Unfor-
tunately, only the reposts before T are observed. Here we consider the repost
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intensity into two parts: one comes from the data before T , while the other is
from the reposts which are published between T and t. The first and second
parts are denoted by f(t) and g(t). That is:

ˆλ(t) = f(t) + g(t) (7)

According to Eq. (2), f(t) is formally defined as:

f(t) = p(t)
∑

i:Ti<T

Iiφ(t − Ti) (8)

We calculate the second part as follow:

g(t) = p(t)
∫ t

T

ˆλ(s)I(s)φ(t − s)ds (9)

In practice, we calculate the integral by using rectangle method. The time
step is set to 1 min. After predicting the repost activity sequence Ĉ, the settling
time on Ĉ is worked out by using the definition of the settling time.

5 Experiment

In this section, we firstly introduce the dataset, the evaluation metric and the
baselines used in the prediction. Second, we present the comparison result of the
settling time prediction. In the end, we discuss the parameter Δp which is used
in the estimation of the infectious rate in our model.

Dataset. Our dataset is the complete set of over 1,000,000 users and more than
80,000 posts on Sina Weibo which is the most popular microblog in China. For
each post, all reposters, their reposting time and followers are included in our
dataset. Thus the reaction time and the number of influenced followers for a
repost is worked out from the dataset. Our experiment focuses on more than
30,000 posts which have more than 50 reposts within one month in the dataset
to evaluate the performance of the settling time prediction.

Evaluation Metric. Similar to [15], we use Mean Absolute Percentage Error
(MAPE) to evaluate the performance of all prediction models. The MAPE mea-
sures the average deviation between predicted and real settling time over an
aggregation of posts. STWi denotes to the settling time window of the i-th post.

ˆSTWi denotes to the predicted settling time window of the i-th post. For a
dataset of M posts, the MAPE is defined as:

MAPE =
1
M

M∑
i=1

| ˆSTWi − STWi|
STWi

(10)

Baselines. There are two typical models in previous work for predicting the
repost activity. Thus, we use the two models in the prediction by using the
definition of the settling time on their result. Nextly, we briefly introduce the
two models below.
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– Linear regression(LR) [16]: This method considers that the logarithm of
repost activity is linear. The repost activity R(t) is predicted as below after
training ntrain posts:

ˆR(t) = R(T )exp(l̂t + σ̂t
2/2)

where ˆR(t) is the prediction result of R(t), R(T ) is the number of reposts in
the time T , l̂t is obtained by minimizing the squared error

Et(lt) =
∑ntrain

k=1
{logRk(t) − lt − logRk(T )}2

Rk(t) is the number of reposts at time t in the k-th post from the training
set. σ̂t

2 is determined by σ̂t
2 = Et(lt)/ntrain.

– TiDeH [9]: The second method is based on Hawkes process with the assump-
tion that the followers of all reposters are disjoint. This method predicts the
repost activity by using:

ˆλ(t) = f(t) + dpp(t)
∫ t

T

ˆλ(s)φ(t − s)ds

f(t) = p(t)
∑

i:ti<T
diφ(t − ti)

where di is the number of followers for the i-th repost, dp is the average
number of followers for each repost before T .

Table 1. The performance of PPST

T (hour) 24 36 48

MAPE 0.4113 0.2762 0.2103

T (hour) 60 72 84

MAPE 0.1711 0.1416 0.1216

5.1 Performance Analysis

Given the reposts before T , the repost activity after T and the settling time can
be predicted. We run our model for each post and compute the MAPE by using
Eq. (10). In this section, we set Δp to 1 h in the experiment of TiDeH and PPST.
Table 1 shows the MAPE of our model with different observation time T . After
observing the cascades for over 60 h, the MAPE of our model is less than 20%.
With longer observing time, better performance is achieved in PPST.

Figure 8 shows the performance comparison for LR, TiDeH and our model
PPST. In the experiment for LR, we random select 80% posts from the dataset
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Fig. 8. The comparison of performance with baselines. The performance of PPST is
over 10% better than the baselines after observing the cascades for 24 h.

to train the model. The MAPE of the three methods is decreasing along with
the growth of observation time T . Compared with LR, the MAPE of TiDeH is
closer to our model and achieves less than 50% after observing the cascades for
36 h. After observing them for 24 h, the MAPE of PPST is 41%, while 58% in
TiDeH. Our model performs much better than TiDeH with shorter observation
time. One of the reason is that our model predicts the number of influenced
followers in the future through regression, while TiDeH only uses the fixed value
dp. LR and PPST show a big difference in the MAPE: LR achieves more than
100% MAPE, while the MAPE of PPST is less than 50% after observing the
cascades for 24 h. It suggests that the point process based models make a more
accurate prediction than the simple regression model.

Fig. 9. The performance of LR, TiDeH and PPST with different settling time after
observing the cascades for 24 h. PPST performs much better with shorter settling time.

The performance of the three models on different settling time after observing
the cascades for 24 h is showed in Fig. 9. LR model has higher MAPE than the
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other two models in each item, while the performance of TiDeH and our model
is close. For PPST and TiDeH, shorter settling time obtains better performance:
the MAPE of the two models is less than 50% for the cascades with settling time
which is less than 48 h, while more than 80% MAPE is achieved for the cascades
with settling time which is over 96 h. When the settling time is less than 48 h,
our model achieves more than 20% better performance than TiDeH. It indicates
that the effect of the assumption used in previous work is more significant on
the cascades with short settling time.

5.2 Discussion

In this section, we discuss the parameter Δp which is the window size used in
the estimation of the infectious rate. Figure 10 shows the performance for repost
cascades with various settling time after observing them for 24 h. PPST on the
cascades with the settling time that is less than 48 h performs the best and the
MAPE achieves less than 30% when Δp is 1 h. The cascades whose settling time
is above 48 h are not predicted well because there is not enough observation
time to model the infectious rate and the number of influenced followers for
the cascades with long settling time. As Fig. 10 shows, Δp = 1 h gets the best
performance in each item. The difference of the MAPE between Δp = 1 h and
others is smaller and smaller along with the increasing settling time. When the
settling time is over 96 h, the MAPEs of four Δp are close. These suggest that
shorter window size Δp better fits the infectious rate.

Fig. 10. The performance of the different Δp with varies settling time after observing
the cascades for 24 h. Δp = 1 h gets better performance when the settling time is larger
than 24 h.

6 Conclusion

In this paper, we firstly propose the settling time and its prediction task, then we
develop PPST for predicting the settling time as the repost cascade unfolds over
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the network. In our model, we remove the assumption in previous work, introduce
and model a new concept “influenced followers” which plays a significant role in
the settling time prediction. We conduct an extensive set of experiments on Sina
Weibo dataset. The results show that our model achieves over 10% performance
gain than the state-of-the-art approaches after observing the cascades for 24 h.
Predicting the settling time is a novel issue and PPST is an effective model to
predict the settling time. We hope that our method will be applied in the field
of crisis management and rumor control.
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Abstract. The spatial co-location pattern mining discovers the subsets of
spatial features which are located together frequently in geography. Most of the
studies in this field use prevalence to measure a co-location pattern’s popularity,
namely the frequencies of a spatial feature set participating in a spatial database.
However, in some cases, users are not only interested in identifying the
prevalence of a feature set, but also the features playing the dominant role in a
pattern. In this paper, we focus on mining dominant-feature co-location pattern
(DFCP). We firstly propose a new measure, namely disparity, to measure the
disparity of features in a pattern. Secondly, we formulate the DFCP mining
problem to determine DFCP and extract dominant features. Thirdly, an efficient
algorithm is proposed for mining DFCP. Finally, we offer an experimental
evaluation of the proposed algorithms on both real data sets and synthetic data
sets in terms of efficiency, mining results and significance. The results show that
our method can effectively discover DFCPs.

Keywords: Dominant feature � Co-location pattern � Feature disparity

1 Introduction

Spatial co-location mining has been a problem of great practical importance due to its
broad applications for environmental protection [15], public transportation [14],
location-based service [11] and urban planning [12]. Most of the studies in this field
adopt a Participation Index [1] to measure a co-location pattern’s prevalence, namely
the frequency of a spatial feature set which locate together in a spatial database. For
example, {Restaurant, Supermarket, Coffee shop} is a prevalent co-location pattern
which means the restaurant, supermarket, and coffee shop are located together fre-
quently. However, in some cases, users are not only interested in identifying the
prevalence of a pattern, but also the features playing the dominant role in a pattern.

Identifying the dominant features within a co-location pattern can not only provide
indications of which features are co-located frequently but also help to reveal which
certain features dominate the rest of features in a co-location pattern. Therefore, it is
important to determine whether a co-location pattern has dominant features and extract
the dominant features from prevalent co-location patterns in certain applications. One
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example of such applications is extracting dominant species from plant communities.
Even though prevalent co-location mining on the vegetation data can discover the
coexistence relation of plants, botanists require additional information on the dominant
species among the prevalent co-located plant species. Another application is identifying
the dominant facility in the facility points-of-interest of urban. In urban planning, the
co-location information can be used to analyze the consistency between neighboring
facilities. Identifying dominant facility can further support rational urban planning and
business decision making. Therefore, it is necessary to identify the co-location patterns
with dominant features.

For example, {Restaurant(R), Supermarket(S), Coffee shop(C)} and {Hospital(H),
Drugstore(D), Flower store (F)} are two prevalent co-location patterns with the same
participation index, their spatial distribution is shown in Figs. 1 and 2 respectively. The
points represent the instances of features, and the lines between each two points illustrate
the neighbor relationship between the two instances accordingly. From the perspective
of pattern prevalence, the two co-location patterns seem to be very similar. However, in
Fig. 1, if any feature of the pattern is deleted, the rest features will still be co-located
frequently. This is to say that none of the features can dominate other features in Fig. 1,
the status of all the features in this pattern are equivalent. Therefore, it indicates no
dominant feature in the co-location pattern {Restaurant, Supermarket, Coffee shop}. On
the contrary, in Fig. 2, the features “Flower store” and “Drug store” always appear
simultaneously with the feature “Hospital”. More specifically, the feature “Hospital” is
always the center feature clustered around by the other two features. There are many
instances of “Flower store” or “Drug store” neighboring to “Hospital” separately.
Nevertheless, there is no additional proximity relation between “Flower store” and
“Drug store” without “Hospital”. According to this observation, it can be argued that
“Hospital” is the dominant feature in the co-location pattern {Hospital, Drugstore,
Flower store}. According to whether a pattern contains a dominant feature or not,
different prevalent co-location patterns can be classified either as non-dominant-feature
co-location patterns (Non-DFCPs) or as dominant-feature co-location patterns (DFCPs).
The features within a Non-DFCP are correlated with each other while taking an equal
position in the pattern. In a DFCP, some particular features dominate the rest of the
features. The position of dominant features and the other features in a DFCP is
nonequivalent. The aforementioned pattern {Restaurant, Supermarket, Coffee shop} is a
Non-DFCP and {Hospital, Drugstore, Flower store} is a DFCP.

C.5C.1S.1

R.1

S.5C.4

R.7
R.2

S.6

C.3

S.4

R.6

R.5

S.2

S.3
R.3 C.2

R.4

Fig. 1. Dataset of {R, S, C}

H.3
F.3

F.5

H.5D.4

D.5

H.4

D.6
F.4

F.1
H.1

D.1D.2
D.7

D.3

D.8

F.6H.2

F.7F.2

Fig. 2. Dataset of {H, D, F}
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With above discussion as the starting point, this paper focuses on mining DFCPs
from prevalent co-location patterns. The contributions of our work can be summarized
as follows: (1) proposing the new concepts of dominant feature and dominant-feature
co-location pattern (DFCP); (2) proposing a new measure, namely disparity, to measure
the feature position in a co-location pattern; (3) formulating the problem of mining
DFCP and proposing an efficient algorithm to identify the DFCPs and corresponding
dominant features; (4) evaluating the proposed method with existing traditional
co-location pattern mining method on both synthesized and real data sets in terms of
efficiency, mining results, and significance.

The remainder of the paper is organized as follows: Sect. 1 offers an introduction
on related works; Sect. 3 presents the basic concepts and describes related measures;
Sect. 4 demonstrates an efficient DFCP mining algorithm; the experimental evaluation
is discussed in Sect. 5; Sect. 6 ends this paper with some conclusive remarks.

2 Related Works

For over a decade, the co-location pattern mining has been attracting abundant research
interests and widely used in many applications such as environmental protection [15],
public transportation [14], location-based service [11] and urban planning [12], etc.
Shekhar and Huang [1] first defined the concept of spatial co-location patterns. The
co-location mining aims to find all subsets of spatial features, which located together
frequently. In literature [1], the authors proposed to use participation index to measure
the prevalence of a co-location. According to the anti-monotone property of the par-
ticipation index, a Join-based co-location pattern mining algorithm was proposed.
However, this original algorithm is subject to a large amount of instance join opera-
tions. Since then, various algorithms have been developed such as the Join-Less
algorithm [2], the Partial-join algorithm [3], CPI-tree algorithm [4], iCPI-tree algorithm
[5] and Order-Clique-Based algorithm [6] to avoid the expensive join operation and
improve the efficiency. Although these developments have made significant contri-
butions to algorithm efficiency, due to the vastness of spatial data, the typical
co-location mining framework always leads to large collections of results, which make
people hardly understand and identify the targeted ones. This has become one of the
biggest obstacles in the studies and applications of co-location mining. In order to
resolve this problem, many researchers have done many works to reduce the number of
pattern results by mining the co-location pattern with a specific relationship or a
specific target. Literature [6–8] focused on mining maximal co-location patterns, top-k
closed co-location patterns and representative co-location patterns respectively, which
effectively reduce the prevalent co-location results. In order to improve the applicability
of the co-location patterns, many researchers addressed to find the co-locations with
specific target based on expert knowledge such as high utility co-location pattern
mining [9], ontology-based co-location pattern mining [10], co-location pattern mining
under domain-constrains [13]. For discovering more interesting knowledge hidden in
prevalent co-location pattern, some researchers have also committed to finding the
co-location with a specific relationship such as causal relationship [17], competitive
relationship [16].
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Extracting the co-locations with specific relationships not only reveals the substantive
connection between spatial features but also reduces the number of prevalent co-location
pattern results. The dominant relation is widely appeared both in nature and in human
society. There is a lot of work on dominant factor analysis in many specific applications
such as public safety [18], power system [19], audio recognition [20], dominant species
identification and urban planning. Therefore, mining co-location patterns with dominant
relation and extracting dominant features is a significant but challengeable task.

3 Preliminary and Problem Formulation

This section firstly offers a review on the preliminary concepts of typical prevalent
co-location pattern mining framework, then a formal definition of feature disparity to
measure the feature disparity. Furthermore, the definitions of proposed dominant fea-
ture and dominant-feature co-location pattern (DFCP) are provided and finally, the
problem of DFCP mining is formulated.

3.1 Basic Concept

Given a set of spatial features F = {f1, f2 …, fn}, a set of their spatial instances
S ¼ S1 [ S2 [ . . .[ Sn, where Si(1 � i � n) is a set of instance of feature fi, and a
spatial neighbor relationship between instances R over S, the Euclidean metric is
used for the R. Each instance x of feature fi is represented as fi.x, two instances fi.x and
fj.y are neighbors of each other if the Euclidean distance between them is not greater
than a distance threshold d. A k-size co-location c = {f1, …, fk} is a subset of
F (c � F). l = {f1.x1, f2.x2, …, fk.xk} (l � S) is called a row-instance of c while l in-
cludes all the feature types of c and forms a clique relationship under R. The set of all
the row-instances of c is called table-instance T(c).

Typically, the prevalence of a k-size co-location c = {f1, …, fk} is measured by the
participation index and participation ratio. The participation ratio PRðc; fiÞ ðfi 2 cÞ
for feature type fi in c is the fraction of feature fi which participates in the table instance

of c. The participation ratio is defined as PRðc; fiÞ ¼ jpfi ðTðcÞÞj
jTðffigÞj , where p is the relational

projection operation. The participation index PI(c) of c is the minimum participation
ratio PRðc; fiÞ in all features fi in c: PIðcÞ ¼ minki¼1ðPRðc; fiÞÞðfi 2 cÞ. Given a
user-specified prevalence threshold min_prev, a co-location c is prevalent if PI
(c) � min_prev.

Example 1. Figure 2 is a spatial database with 3 features: H has 5 instances, D has 8
instances and F has 7 instances. H.1 is the first instance of feature H. Co-location
{H, D, F} is the super co-location of {H, D}, {D, F} and {H, F}. The co-location
instances of all the co-locations in Fig. 1 are shown in Fig. 3(a) and the co-location
instances of all the co-locations in Fig. 2 are shown in Fig. 3(b) respectively. In Fig. 3
(b), suppose min_prev = 0.4, for co-location pattern {H, D, F}, the table instance
of {H, D, F} is shown in Fig. 3(a), the PI({H, D, F}) = min(PR({H, D, F}, H), PR
({H, D, F}, D), PR({H, D, F}, F)) = min(0.6, 0.5, 0.57) = 0.5 � min_prev, so c is a
prevalent co-location pattern. Similarly, the PI({R, S, C}) = 0.5.
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3.2 Definitions

According to the discussion in Sect. 1, if a co-location pattern is DFCP, there will be
disparity between the positions of its features. In order to test the feature position to
identify DFCP and further extract the dominant features, we can calculate the disparity
degree as follows: Firstly, we calculate the influence of each feature to the pattern.
Secondly, we propose a measure, namely feature disparity, to measure the disparity
between features. Thirdly, we define the dominant relation between features.

From Fig. 3, we can easily find a fact: the instances of ck�1 which appears in ck�1

but not appears in ck mean these instances are not dominated by the feature ck � ck�1.
Thus, for a k-size co-location pattern ck , we can evaluate all its features influence from
its k sub patterns.

Definition 1 (Loss Ratio). Given a k-size (k > 2) prevalent co-location pattern
ck ¼ ff1; f2; . . .; fkg, and a sub pattern of ck: ck�1 ¼ ff1; f2; . . .; fk�1g, for feature
fiðfi 2 ck�1Þ ð1� i� k � 1Þ, the loss ratio of fi from ck�1 to ck is defined as follows:

LRðck; ck�1; fiÞ ¼ jpfiðTðck�1ÞÞj � jpfiðTðckÞÞj
jTðffigÞj ð1Þ

Note that PRðck; fiÞ� PRðck�1; fiÞ is ensured according to the anti-monotonicity of
participation ratio which is referred in [1], it can be confirmed that
0�LRðck; ck�1; fiÞ� PRðck�1; fiÞ. Loss ratio describes the fraction of feature’s
instances loss from a co-location to its sub pattern. We then aggregate these ratios to
compute a minimum single value of loss index from ck�1 to ck.

Definition 2 (Loss Index). The loss index from ck�1 to ck is defined as:

LIðck; ck�1Þ ¼ min
k�1

i¼1
ðLRðck; ck�1; fiÞÞ ð2Þ

Example 2. In Fig. 4, the loss ratio of feature H from {H, D, F} to {H, D} is:

(a) Co-location instances of {R,S,C} (b) Co-location instances of {H,D,F} 

H    D

H.1  D.1
H.1  D.2 
H.2  D.3 
H.3  D.4 
H.4  D.5 
H.4  D.6 
H.5  D.7 
H.5 D.8

D F

D.1 F.1
D.5 F.5 
D.7 F.6 
D.8 F.7

H     F
H.1  F.1 
H.2  F.2 
H.3  F.3 
H.3 F.4 
H.4 F.5 
H.5 F.6 
H.5 F.7

1      1
1      1

H    D F

H.1 D.1  F.1
H.4  D.5 F.5 
H.5  D.7 F.6 
H.5  D.8 F.7 

0.6  0.5  0.570.5  0.57

R     S

R.1  S.1 
R.2 S.2
R.3 S.3 
R.4 S.4 
R.5 S.5 
R.7 S.6 

S   C
S.1  C.1
S.3  C.2 
S.4  C.3 
S.4  C.4 
S.5  C.4 

R C
R.1  C.1 
R.2  C.1 
R.4  C.3 
R.5  C.4 
R.6  C.5 
R.7  C.5 

R     S C

R.1 S.1  C.1 
R.2 S.1  C.1 
R.4  S.4  C.3 
R.5  S.5  C.4 

0.86  0.86
0.67  0.8

0.86  0.8
0.57  0.5  0.6

Fig. 3. The Table instances of {R, S, C} and {H, D, F}
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LRðfH,D, Fg; fH,Dg; HÞ ¼ PR H,Df g; Hð Þ � PR H,D, Ff g; Hð Þ ¼ 1� 0:6 ¼ 0:4

LRðfH,D, Fg; fH,Dg; DÞ ¼ PR H,Df g; Dð Þ � PR H,D, Ff g; Dð Þ ¼ 0:5

The loss index LI({H, D, F}, {H, D}) = min(LR({H, D, F}, {H, D}, H), LR({H, D, F},
{H, D}, D)) = min(0.4,0.5) = 0.4. Similarly, LI({H, D, F}, {H, F}) = 0.4, LI({H, D,
F}, {D, F}) = 0.

The loss index from ck�1 to ck LI(ck; ck�1Þ represents the fraction of individual
neighbor clique relation of ck�1 which is no feature f ðf ¼ ck � ck�1Þ involved, char-
acterizes the instance loss of ck�1 when a new feature f join in ck�1 to form a
higher-size pattern ck . The higher of the loss index is, the more instances of f are
irrelevant with ck�1, the less dominant of feature f to the features in ck�1. Therefore, we
give the definition of feature influence index as follows:

Definition 3 (Feature Influence Index). Given a k-size co-location pattern ck, the
influence index of feature fiðfi 2 ckÞ (1 � i � k) in ck is defined as:

FII(ck; fiÞ ¼ 1� LIðck; ck�1Þ ð3Þ

where ck�1 ¼ ck � ffig:
Feature influence FII(ck; fiÞ visually represents the influence of feature fi on other

features of ck, the higher of FII(ck; fiÞ is, the more instances of features in ck may be
dominated by fi.

Example 3. In Fig. 3, for co-location pattern {H, D, F}, the feature influence of feature
H in {H, D, F} is:

FIIðfH,D,Fg;HgÞ ¼ 1� LIðfH,D,Fg; fF,DgÞ ¼ 1:

FIIðfH,D,Fg;DgÞ ¼ 1� LIðfH,D,Fg; fH,FgÞ¼ 0:6:

FIIðfH,D,Fg; FgÞ ¼ 1� LIðfH,D,Fg; fH,DgÞ ¼ 0:5:

LR({H,D,F},{H,D},H)
LR({H,D,F},{H,D},D)

H D F
H.1 D.1  F.1

5 F.5 
7 F.6 

H.4  D.
H.5  D.
H.5  D.8 F.7 
0.6 0.5 0.57

H D
H.1  D.1
H.1 D.2
H.2 D.3 
H.3 D.4 
H.4 D.5 
H.4 D.6 
H.5 D.7 
H.5 D.8 

Fig. 4. Instance loss from {H, D} to {H, D, F}

T({D,H,F})

FII({H,D,F},H)
FII({H,D ,F}, D)

FII({H,D,F},F)

T({H, F}) T({H, F}) T({H,D})

FD(H,D) FD(D,F)FD(H,F)

Fig. 5. The process of finding dominant
features
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Feature influence index measures the influence of single feature on other features in
the same pattern. Therefore, we can use the feature influence index to measure the
feature disparity. The higher the disparity between two features is, the more likely that
a dominant relation exists between them.

Definition 4 (Feature Disparity). Given a k-size (k > 2) co-location pattern
ck ¼ ff1; f2; . . .; fkg, the feature disparity between fiðfi 2 ckÞ ð1� i� kÞ and fjðfj 2
ckÞ ð1� j� k; i 6¼ jÞ in ck is:

FDðfi; fjÞ ¼ jFIIðck; fiÞ � FIIðck; fjÞj ð4Þ

According to the Definition 5, it is easily proof that feature disparity is symmetrical
and non-negative.

Definition 5 (Dominant Relation). Given a k-size(k > 2) prevalent co-location pattern
ck ¼ ff1; f2; . . .; fkg, a minimum feature disparity threshold min_fd (0 � min_fd � 1),
the feature fiðfi 2 ckÞ ð1� i� kÞ dominates fjðfj 2 ckÞ ð1� j� k; i 6¼ jÞ if they meet
two conditions: (1) FD(fi, fj) � min_fd and (2) FII(ck, fi) > FII(ck, fj).

It can be noticed that if there exists a dominant relation between features in a
prevalent co-location, then the co-location contains dominant features.

Example 4. In Fig. 5, after calculating the loss index, we can obtain the feature
influence value and then calculate the feature disparity between two features in the
pattern. Setting the min_fd = 0.4:

FD H;Dð Þ ¼ FII H;D; Ff g;Hð Þ � FII H;D; Ff g;Dð Þ ¼ 0:4:

FD H; Fð Þ ¼ 0:5; FD D; Fð Þ ¼ 0:1:

In {H, D, F}, FD(H, F) = 0.4 � min_fd, FII({H, D, F}, H) > FII({H, D, F}, D), so
H is a dominant feature of {H, D, F}.

Figure 5 illustrates the process for finding dominated features. We introduce two
different extreme value functions – a minimum function and a maximum function – to
obtain the greatest influence and least influence for a co-location pattern and further
help to optimize the mining process.

Definition 6 (Max-Feature Influence Index). Given a k-size co-location pattern
ck ¼ ff1; f2; . . .fkg, the maximum feature influence index of ck is defined as:

max FIIðckÞ ¼ max
k

i¼1
ðFIIðck; fiÞÞ ð5Þ

Definition 7 (Min-Feature Influence Index). Given a k-size co-location pattern
ck ¼ ff1; f2; . . .; fkg, the minimum feature influence index of ck is defined as:
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min FIIðckÞ ¼ min
k

i¼1
ðFIIðck; fiÞÞ ð6Þ

Example 5. In Fig. 3b, for co-location pattern {H, D, F}, the max-feature influence
index is:

max FIIðfH,D, FgÞ ¼ maxðFIIðfH,D, Fg; HÞ; LIðfH,D, Fg; FÞ; LIðfH,D, Fg; DÞ
¼ maxð1; 0:6; 0:5Þ ¼ 1

The min_feature influence index is: min_FII({H, D, F}) = 0.5

Lemma 1. If FD(fi, fj) � min_fd, and FII ðck; fiÞ > FII ðck; fjÞ, then FII ðck; fiÞ −
min_FII(ck)�min_fd;

Proof. Because of FII(ck, fi) > FII(ck ,fj) � min_FII(ck), then

FII ck; fið Þ � min FIIðckÞ� FD fi; fj
� �

FII ck; fið Þ � FII ck; fj
� ��min fd

Lemma 2. Given a k-size(k > 2) co-location pattern ck = {f1, f2, …, fk}, two features
fiðfi 2 ckÞ ð1� i� kÞ and fjðfj 2 ckÞ ð1� j� kÞ ði 6¼ jÞ, if max_FII(ck) − min_FII
(ck) � min_fd, ck is a DFCP.

Proof. Assume FII(ck, fi) > FII(ck, fj), if FD(fi, fj) = FII(ck, fi) − FII(ck, fj) � min_fd,
according to Definition 5, fi is a dominant feature, then ck is a DFCP.

Because of FII(ck, fi) � max_FII(ck) and FII(ck, fj) � min_FII(ck), max_FII
(ck) − min_FII(ck) � FII(ck, fi) − FII(ck, fj) � min_fd. Then, the feature which has
max_FII(ck) is the dominant feature in ck, so ck is a DFCP.

3.3 Problem Formulation

According Lemmas 1 and 2, we optimize the mining process. It can be formulated as
follows:

Definition 8 (Max-Feature Disparity). Given a k-size (k > 2) prevalent co-location
pattern ck ¼ ff1; f2; . . .; fkg, the max_feature disparity of the feature fiðfi 2
ckÞ ð1� i� kÞ in ck is defined as:

max FDðck; fiÞ ¼ jFIIðck; fiÞ �min FIIðckÞj ð7Þ

Given a minimum feature disparity threshold min_fd (0 � min_fd � 1), if
max_FD(fi, ck) � min_fd, then feature fi is a dominant feature.
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Some co-location pattern recommendation applications require that interesting
patterns should be both prevalent and with dominant features. On the one hand, a
dominant-feature co-location means that there is more information to support specific
decision-making. Thus, it guarantees the recommendation is guiding. On the other
hand, identifying the dominant-feature co-location can further decrease the number of
prevalent patterns. Thus, it improves the availability of patterns. Therefore, with the
definition of disparity and dominant features, we formulate the problem of mining
DFCP as follows.

Mining Dominant-Feature Co-location Patterns. Given a minimum prevalence
threshold min_prev, a minimum feature disparity threshold min_fd, a k-size co-location
pattern ck is a DFCP if it meets the following conditions:

(1) PI(ck) � min_prev
(2) max_FII(ck) − min_FII(ck) � min_fd

Extracting Dominant Feature. Given a minimum feature disparity threshold min_fd,
a k-size co-location pattern ck, feature fiðfi 2 ckÞ ð1� i� kÞ is a dominant feature in
DFCP if max_FD(fi, ck) � min_fd.

Example 6. In Fig. 3, setting prevalent threshold min_prev = 0.4, disparity threshold
min_fd = 0.4. For co-location pattern {H, D, F}, PI({H, D, F})=0.5 � min_prev,
max_FII({H, D, F}) − min_FII({H, D, F}) = 0.5 � min_fd, then {H, D, F} is a
DFCP.

FII({H, D, F}, H) − min_FII({H, D, F}, H) = 1 − 0.5 � min_fd.
FII({H, D, F}, D) − min_FII({H, D, F}, H) = 0.6 − 0.5 = 0.1 < min_fd.
FII({H, D, F}, F) − min_FII({H, D, F}, H) = 0 < min_fd.
H is a dominant feature in {H, D, F}.
For co-location pattern{R, S, C}: PI({R, S, C}) = 0.5 > min_prev
max_FII({H, D, F}) − min_FII({H, D, F}) = 0.9 − 0.71 = 0.19 < min_fd
We can determine that {R, S, C}is a non-DFCP prevalent co-location pattern

without calculating the feature disparity between features.

4 Algorithm

In this section, we will demonstrate a general algorithm for mining DFCPs on prevalent
co-location patterns. The mining framework of DFCP consists of two stages. In stage 1,
the feature influence of each feature in a prevalent co-location pattern is computed, and
then the DFCP is selected by a min_fd. Stage 2 extracts the set of dominant feature of a
DFCP by a min_fd. Algorithm AMDFCP is the DFCP mining framework
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Algorithm: AMDFCP
Input: S: a spatial data set; F:a feature set; I: A instances set of corresponding F; d: a

distance threshold; min_prev: a prevalence threshold; min_fd: a feature dispar-
ity threshold

Output: A collection of significant co-location patterns: DFCP-set
Variables: k:co-location size; Ck: k-size candidate prevalent co-location pattern set;

Pk: k-size prevalent co-location pattern set; PR_c: a collection of partici-
pation ratio of prevalent co-location pattern c; 

Method:
(1)SN=gen_star_neighborhoods(F,S,d);
(2)P1 =F, k = 2, DFCP= ; 
(3)WHILE(Pk-1≠ ) DO
(4)Ck=gen_candidate_co-location(k, Pk-1)
(5) FOR EACH c Ck DO
(6) IF calculate PI(c) ≥min_prev DO
(7) FOR EACH p Pk-1 (c) and PR_c DO
(8) LI(c, p)= calculate_LI(PR_p, PR_c);  
(9) FII_set(c)←{1- LI(c,p), c-p};
(10) END DO
(11) min_FII(c)=calculate_min_FII(FII_set(c));
(12) max_FII(c)=calculate_max_FII(FII_set(c)); 
(13) IF calculate max_FII(c)-min_FII(c)≥min_fd DO
(14) FOR EACH fi c DO
(15) IF calculate max_FD(c, fi)≥min_fd DO
(16) DFset(c) ←fi; 
(17) END DO 
(18) END DO
(19) DFCP-set←{c, DFset(c)};
(20) END DO
(21) END DO
(22) END DO 
(23) k=k+1; 
(24)END DO

.
Line 1 generates a set of star instances based on a distance threshold d. Lines 2–4

generate k-size co-location candidate pattern sets. Lines 5–22 describe DFCP mining
includes: Loss index calculation, disparity test and dominant feature extraction pro-
cessing. Lines 5–6 calculate participation index. Lines 7–10 compute the feature loss
index and feature influence from a prevalent pattern to its sub pattern set. Lines 11–12
aggregate the feature influence to max_FII and min_FII to prune the DFCP mining and
dominant feature extracting. Line 13 is a pruning strategy according to Lemma 2,
which uses the full range of feature disparity, replace testing disparity of each feature
pair. In line 13, if pattern c is DFCP, then lines 14–18 extract the dominant features
through testing each feature in the pattern. Line15 is another pruning strategy, which
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uses the difference value between each feature influence and minimum feature influ-
ence to replace calculating the disparity between a feature and all the rest of features in
a pattern. Line 19 stores the DFCPs with dominant features. Lines 3–23 are executed
repeatedly and finally return a collection of DFCP set.

5 Experimental Study

In this section, comprehensive experiments are conducted to evaluate the proposed
concepts and algorithms from multiple perspectives on both synthetic and real data
sets. All the algorithms are implemented in Visual C#. All of our experiments are
performed on a 2.4 GHZ, 8 GB-memory and Intel Core i3.

5.1 Experiment on Synthetic Data

5.1.1 Synthetic Data Generation
There are 4 synthetic datasets used in our experiments. We use different data generation
methods to generate a synthetic dataset with different distributions. Dataset 1, dataset 3,
and dataset 4 are randomly generated according to the Poisson distribution and dis-
tributed evenly in 1000 � 1000 space. Dataset 2 is generated for simulating the data
distribution with dominant features. In order to generate the synthetic data as far as
possible consistent with the dominant feature distribution characteristics, we assign
different distributions of feature instances that classified as dominant features and
non-dominant features respectively by controlling the specific parameters. Compared to
randomly sow the data point on a plane, we increase the density of the instance of
non-dominant features which around the dominant feature by setting a density
parameter a and adjust the distance between the instances of same dominated feature by
setting distance parameter b to ensure they are not located too closely and tightly. In
our experiments, Four synthetic data sets are generated which shown in Table 1.
Especially, we assign 5 dominant features and 15 non-dominant features in dataset 2.

We implement DFCP mining algorithm on multiple synthetic datasets and compare
the efficiency of the DFCP mining algorithm and the traditional co-location Join-less
[2] algorithm by considering the effect of the number of instances, the participation
index threshold, the distance threshold, and the significance threshold. Table 2 shows
the default parameters in the experiment.

Table 1. The experimental data set

Dataset Instance
amount

Feature
amount

Data
type

Dataset 1 20,000 20 Synthetic
Dataset 2 20,000 20 Synthetic
Dataset 3 40,000 25 Synthetic
Dataset 4 80,000 30 Synthetic
Dataset 5 26,546 16 Real
Dataset 6 335 32 Real

Table 2. The default values of the
parameters

Parameters Default values

Instance amount 40000
min_prev 0.3

Distance threshold 30
min_fd 0.2
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5.1.2 Efficiency

The Effect of Prevalence Threshold. Figure 6 shows the running time of DFCP mining
algorithm at five different minimum prevalence thresholds (min_prev) on four synthetic
data sets respectively. For each data set, the run time decreases as the min_prev
increases. For all data sets, the running time increases as the data volume increases and
the min_prev decreases. For dataset 4, the effect of min_prev on algorithm performance
is particularly evident, this is because low threshold and dense data lead to huge
table-instances of candidates, table-instances’ computation affects the performance of
the algorithm. For dataset 1 and dataset 2, the running time of dataset 2 is longer than
dataset 1 since the computation cost in DFCP process in dataset 2 is more than in
dataset 1.

The Effect of Distance Threshold. Figure 7 depicts the running time on four synthetic
data sets with respect to the variation of threshold distance. It can be observed that for
each data set, the run time decreases as the distance threshold increases. For all
datasets, the running time increases with the increase of the data volume and distance
threshold. It can also be observed that the effect of large distance threshold on algo-
rithm performance is especially obvious, which indicates that the performance of the
algorithm is mainly affected by the data density. For dataset 1 and dataset 2, when the
distance is at 10 and 20, the efficiency on dataset 1 is better than dataset 2, however,
with the increase of distance, the situation has reversed. It is because when the distance
is low, the computation cost of DFCP mining process affects the efficiency of dataset 2,
yet when the distance is high, the auto-correlation which happened in dataset 1 is more
frequent than dataset 2 so that dataset 2 performs better.

The Effect of Co-location Feature Disparity Threshold. Figure 8 demonstrates the
running time on four synthetic data sets with respect to the variation of disparity
threshold (min_fd) respectively. Comparing the running time on the four datasets, for
each dataset, running time decreases more rapidly when the significance threshold
increases. We note that the change of min_fd is particularly evident for the performance
of algorithms on dense datasets. The efficiency of dataset1 is better than dataset 2
because the number of DFCP in dataset 2 is more than dataset 1 and the computation
cost of dataset 2 is more than dataset 1.

5.1.3 The Mining Results of AMDFCP vs Join-Less
Figure 9 shows the mining results of AMDFCP mining algorithm and the Join-less
algorithm on four synthetic data sets respectively under the default parameters. The
number of DFCPs increases as the data volume increases, indicating that the denser the
data, the more prominent the characteristics of the feature correlation in the prevalent
co-locations. With the increase of the volume of data set, the number of DFCPs is much
less than that of prevalent co-locations. Obviously, the number of DFCP in dataset 2 is
far more than dataset 1, that means our algorithm can identify DFCPs correctly.
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5.2 Experiments on Real Data

Two real-world data sets are used in our experiments. The first one is the points of
interest (POI) in Beijing which consists of 26,546 spatial instances and 16 spatial
feature types. The spatial distance threshold is 50 by default (meaning 50 m in the real
world). The second data set is the vegetation data of the “Three Parallel Rivers Area”
which consists of 335 spatial instances and 32 spatial feature types. The spatial distance
threshold is 6000 by default (meaning 6 km in the real world). We set the default
values as min_prev = 0.3 and min_fd = 0.2.

Compared to the synthetic data, the spatial correlation of real data is higher, thus the
results have practical significance. We conduct experiments to record the number of
patterns for AMDFCP algorithm compared with the number of Join-less algorithms by
considering the change of prevalence threshold, the distance threshold, and the feature
disparity threshold. The results of varying min_prev on POI dataset and vegetation
dataset are presented respectively in Figs. 10 and 11. It can be observed that AMDFCP
algorithm reduces the number of mining results as high as 50% because with decreasing
of min_prev, the results of the Join-less algorithm are increased quickly, AMDFCP
algorithm can filter the low correlated prevalent patterns efficiently. Figures 12 and 13
illustrate the results by varying distance threshold on POI dataset and vegetation dataset
respectively. The number of DFCPs increases slower than prevalent co-location patterns
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as the data volume increases, it indicates that the mining result is less affected by
distance thresholds. This is because the disparity metrics can avoid the result explosion
for aggregation of a large number of instances under the dense data.

5.3 The Real Application of Significant Co-location Mining

We use POI datasets to present and explain the practical application of DFCP mining.
Table 3 shows the results of DFCP mining, note that the dominant feature is labeled by
“*”. The mining results indicate that the DFCP mining can offer targeted and abundant
information.
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Table 3. The results of DFCP mining

DFCP PI FD

min_prev = 0.3; min_fd = 0.4; distance threshold = 50

{Chinese Restaurant*, Parking Lot, clothing store} 0.42 0.4
{Chinese Restaurant, Hotel*, Parking Lot} 0.35 0.41
{Hotel*, clothing store*, Parking Lot} 0.42 0.47, 0.47
{Chinese Restaurant*, Cafe, Hotel*} 0.46 0.43, 0.4
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6 Conclusions

In this study, a new approach of mining the dominant-feature co-location patterns
(DFCPs) is proposed to reveal the dominant relation between features of a pattern and
reduce the prevalent co-location pattern results. The DFCP mining problem consists of
the DFCP determination and dominant features extracting. In order to formulate the
problem of DFCP mining, we firstly propose a measure, namely disparity, to measure
the feature influence disparity, then an algorithm AMDFCP is designed to mine DFCP
and dominant features. Finally, experimental results demonstrated in this paper have
exemplified that DFCP mining method proposed in this paper can be utilized to identify
the DFCP from prevalent co-location patterns efficiently and the experimental results in
POI data have also supported the proposal that DFCP mining can provide effective
support to users for specific applications.
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Abstract. Spatial prevalent co-location pattern mining plays an important role
to identify spatially correlated features in many applications, such as Earth
science and public transportation. Observe that the existing approaches only
consider the clique instances where feature instances form a clique and may
neglect some important spatial correlations among features in practice, in this
paper, we introduce star participation instances to measure the prevalence of
co-location patterns such that spatially correlated instances which cannot form
cliques will also be properly considered. Then we propose a new concept of sub-
prevalent co-location patterns (SCP) based on the star participation instances.
We present two efficient algorithms, the prefix-tree-based algorithm (PTBA) and
the partition-based algorithm (PBA), to mine all the maximal sub-prevalent
co-location patterns (MSCP) in a spatial data set. PTBA adopts a typical can-
didate generate-and-test method starting from candidates with the longest
pattern-size, while PBA is performed step by step from 3-size core patterns. We
demonstrate the significance of the new concepts as well as the efficiency of our
algorithms through extensive experiments.

Keywords: Spatial co-location pattern mining � Sub-prevalent co-location
patterns (SCP) � Star participation ratio (SPR) � Star participation index (SPI)

1 Introduction

With the development of location-based services and spatial information processing
techniques, large amounts of data with spatial contexts have become available.
Examples of such data include preprocessed remote sensing or medical imaging data,
VLSI chip layout data, and geographic search logs comprising with associated loca-
tions [1, 2].

Spatial co-location patterns represent subsets of spatial features (or spatial objects,
attributes), and co-location mining is essential to reveal the frequent co-occurrence
patterns among spatial features in various applications. For example, these techniques
can show that West Nile virus usually appears in areas where mosquitoes are abundant
and poultry are kept; or that botanists discover that 80% of sub-humid evergreen
broadleaved forests grow with orchid plants [3, 4].
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The traditional model of mining prevalent co-location patterns was proposed by
Shekhar and Huang [2, 3]. In this model, the prevalence measure of co-location pat-
terns is defined based on clique instances under spatial neighbor relationships. In detail,
the prevalence of a co-location c is the minimum participation ratio Pr(fi, c) among all
features fi in c; The participation ratio Pr(fi, c) of feature fi in a co-location c is the
fraction of the instances of fi that participate in co-location instance (clique instance, the
set of instances has clique relationship) of c. Figure 1 shows an example of the spatial
data sets with three spatial features {A, B, C} where two spatial instances is connected
if their corresponding distance is smaller than the given threshold and A.i denotes the i-
th instance of feature A. The co-location pattern {A, B, C} in Fig. 1 is not prevalent
when the minimum prevalence threshold min_prev = 0.4, because there is only one
clique instance {A.1, B.1, C.1} for pattern {A, B, C} and the prevalence of {A, B, C}
is only 0.2. But we can see that there are three out of four instances of A which are
neighbors to instances of B and C, and that B has two out of five instances which are
neighbors to instances of A and C, and C has two out of three. That is to say, at least
40% of instances of each spatial feature in {A, B, C} are close to instances of the other
features. This implies that instances from A, B and C are spatially correlated, which is
neglected if we only consider the clique instances.

Discovering the patterns that are similar to {A, B, C} in Fig. 1 can help people to
gain insights into the distribution of spatial features in spatial environments.

Suppose {A, B, C} is discovered from the distributional data set of vegetation in a
certain region, then the presence of other vegetation in the neighborhood of growing
any vegetation in {A, B, C}, i.e., {A, B, C} represents symbiotic vegetation in the
region. Such patterns are useful in practical applications. For example, they can help
vegetation distribution analysis, in the site selection for investigating vegetation, and in
vegetation protection.

Alternatively, suppose feature A represents “hospital”, B is “resident area” and C is
“bus station” in Fig. 1. Let’s analyze the distribution of instances of spatial feature set
{“hospital”, “resident area”, “bus station”}. We can see that the resident area “B.3” is
near to the hospital “A.4” as well as the bus stations “C.2” and “C.3”, whilst the bus
station “C.2” or “C.3” is not in the neighborhood of the hospital “A.4”, but then “A.4”
is near to another bus station “C.1”. In fact, the layout of the three feature types within
the dotted line has satisfied a co-located correlation.

B.5 B.4

B.1
B.2

A.1

D.1

B.3

A.3

C.1

C.3

C.2

A.2

A.4

D.2

Fig. 1. An example of the spatial data sets
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The problem in the traditional models of mining prevalent co-location patterns is
that they only choose clique instances as the measure of interest. However, the state-
ment that “the presence of B and C in the neighborhood of an instance of the spatial
feature A” obviously does not necessarily implies that instances of B and C are
neighbors. To tackle the problem, this paper advocates a new concept of sub-prevalent
co-location patterns, by replacing clique instances with star participation instances.

A traditional prevalent co-location pattern must be a sub-prevalent co-location
pattern, but not vice versa. That is to say, the set of sub-prevalent co-locations will be
larger, and the user may face a larger number of patterns and often not know what
course to take. A key observation is that the downward inclusion property is satisfied
by sub-prevalence. This enables maximal sub-prevalent co-location pattern (MSCP)
mining to be studied in this paper.

Thus, our contributions in this paper are as follows:

• First, we define a new concept of sub-prevalent co-location patterns (SCPs) by
introducing star participation instances. This concept becomes more reasonable and
significant with the frequent co-occurrences of the features involved in real data
sets.

• Second, we propose two novel MSCP mining algorithms, namely the prefix-
tree-based algorithm (PTBA) and the partition-based algorithm (PBA). At the same
time, an intersection-based method is proposed to compute the interest measures of
patterns containing star participation instances.

• Third, the advantages and disadvantages of the two algorithms are analysed in
depth, and we experimentally evaluate our works on synthetic and real data sets.
The experimental results show that our algorithms are scalable and the mined
patterns are longer than the traditional results and can capture the star-correlations
of the spatial features.

Related Works: Koperski and Han [5] first proposed the problem of mining associ-
ation rules based on spatial relationships. The work discovers the subsets of spatial
features frequently associated with a specific reference feature, e.g., mines. A set of
neighboring objects of each reference object is converted to a transaction. Wang et al.
[6] proposed a novel method based on the partition of spatial relationships for mining
multilevel spatial association rules from transactions. In their method, the introduction
of an equivalence partition tree method makes the discovery of rules efficient.

Morimoto [7] discovers frequent co-located features sets using a support count
measure. This approach uses a space partitioning and non-overlap grouping scheme for
identifying co-located instances. However, the explicit space partitioning approach may
miss co-location instances across partitions. Shekhar and Huang [2, 3] proposed the
minimum participation ratio based on clique instances to measure the frequency of a
co-location pattern. This is a statistically meaningful interest measure for co-location
patterns. Based on the interest measure, many mining algorithms were proposed [2–4, 8–
10]. The set of maximal prevalent co-location patterns implicitly and concisely represents
all prevalent co-location patterns [11–14].

Our work on the interest measure lies between the reference object model of
Koperski and Han [5] and the minimum participation ratio measure of Shekhar and

Maximal Sub-prevalent Co-location Patterns 201



Huang [2, 3]. With no specific reference feature, directly applying the model of [5] for
co-location mining may not capture the co-locations found by the techniques in this
paper, whilst the measure in [2, 3] may miss some reasonable and useful co-located
patterns in practical applications due to the requirement to use clique instances. In the
designs of the algorithms for mining MSCPs, the idea of using the prefix-tree structure
to store all maximal candidates comes from the work presented in [11]; the idea of
pruning breadth-first in candidate space search tree can be traced back to [13, 14]. In the
literatures we have found no mention of our core pattern method based on partitions.

The remainder of the paper is organized as follows. Section 2 defines the related
concepts of SCPs mining, and proves the anti-monotonic property of SCPs. Two novel
MSCP mining algorithms are presented in Sects. 3 and 4 respectively. We show the
experimental evaluation in Sect. 5. Finally, we conclude the paper in Sect. 6.

2 Basic Concepts and Properties

We first present the basic concepts of the maximal sub-prevalent co-location pattern
mining and discuss its anti-monotonic property.

In a spatial data set, let F be a set of n features F = {f1,f2,…fn}. Let S be a set of
instances of F, where each instance is a tuple < instance-id, location, spatial fea-
tures > . Let R be a neighbor relationship over locations of instances. R is symmetric
and reflexive. In this paper, we use the Euclidean distance with a distance threshold
d as the neighbor relationship.

A co-location c is a subset of spatial features, c�F.
We use the star neighborhoods instance, which was introduced in the join-less

algorithm [8], as the method for materializing the relationship between spatial
instances. The star neighborhoods instance is a set comprising a center instance and
other instances in its neighborhood. Following is a formal definition.

Definition 1 (StarNeighborhoods Instance, SNsI): SNsI(oi) = {oj | distance(oi, oj) � d,
where d is a neighbor relationship distance threshold} is the star neighborhoods instance of
oi, and oi is the label of SNsI(oi). In other words, SNsI(oi) is the set consisting of oi and the
other spatial instances located within distance d from oi, i.e., having neighbor relationships
with oi.

In Fig. 1, a point represents an instance and a solid line between two points rep-
resents the neighbor relationship between two instances. X.i is the i-th instance of the
feature X. As can be seen in Fig. 1, SNsI(A.1) = {A.1, B.1, C.1}, and SNsI
(B.3) = {A.4, B.3, C.2, C.3}.

Based on the concept of star neighborhoods instance, we define the concept of star
participation instances, and then we use the participation ratio and the participation
index defined by Huang et al. [3] to characterize how frequently instances of different
features in a co-location pattern are neighbors.

Definition 2 (Star Participation Instance, SPIns): SPIns(fi,c) = {oi| oi is an instance
of feature fi and SNsI(oi) contains instances of all features in c} is the star participation
instance of feature fi in c. In other words, SPIns(fi,c) is the set consisting of instances of
fi whose star neighborhoods’ instances contain all features in c.
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Definition 3 (Star Participation Ratio, SPR): SPR(fi,c) = |SPIns(fi,c)|/| Sfi | is the star
participation ratio of feature fi in a co-location c, where Sfi is the set of instances of fi. In
other words, SPR(fi,c) is the fraction of instances of fi that occur in the star participation
instance of fi in c.

Definition 4 (Star Participation Index, SPI): SPI(c) = minf2cfSPRðf ; cÞg is the star
participation index of a co-location c. In other words, SPI(c) is the minimum star
participation ratio SPR(fi,c) among all features fi in c.

Definition 5 (Sub-Prevalent Co-location Patterns, SCP): A co-location c is a
sub-prevalent co-location pattern, if its star participation index is no less than a given
sub-prevalence threshold min_sprev, that is, SPIðcÞ�min sprev.

For example, in Fig. 1, the star participation instance SPIns(A, {A, B, C}) of
feature A in {A, B, C} is {A.1, A.3, A.4}, SPIns(B, {A, B, C}) = {B.1, B.3}, and
SPIns(C, {A, B, C}) = {C.1, C.2}. Thus, the star participation ratio SPR(A, {A, B, C})
of A in {A, B, C} is 3/4 because 3 out of 4 instances of A occur in star participation
instance of A in {A, B, C}. Similarly, SPR(B, {A, B, C}) = 2/5, and SPR(C, {A, B,
C}) = 2/3. Therefore, SPI({A, B, C}) = min{3/4, 2/5, 2/3} = 2/5 = 0.4. If the
sub-prevalence threshold min_sprev is no more than 40%, {A, B, C} is a sub-prevalent
co-location pattern.

Lemma 1 (Monotonicity of SPR and SPI). Let c and c′ be two co-locations such that
c0�c. Then, for each feature f 2 c′, SPR(f, c′) � SPR(f, c). Furthermore, SPI(c′) �
SPI(c).

Proof. For the first claim in the lemma, we only need to show that for a spatial feature
f 2 c′, |SPIns(f, c′)| � |SPIns(f, c)|.

Since c0 � c, every star participation instance of feature f in c contains instances of
all features in c′. Thus, the inequality holds.

The second claim follows from the fact that SPIðc0Þ ¼ minf2c0 fSPRðf ; c0Þg
� minf2cfSPRðf ; cÞg ¼ SPIðcÞ: ⃞

This lemma establishes the downward inclusion property of SPR and SPI.
It is obvious that we can mine longer co-location patterns after introducing the

sub-prevalent concept. But the mined results might be massive and mutually inclusive.
Maximal sub-prevalent co-location pattern mining can resolve this problem.

Definition 6 (Maximal Sub-Prevalent Co-location Patterns, MSCP): Given a
sub-prevalent co-location c = {fl,…,fv} in a set of spatial features F = {f1,…,fn},
l; v 2 f1; 2; � � � ; ng, if none of c’s super-patterns are sub-prevalent, the co-location c is
called a MSCP.

The set of MSCPs is a compact representation of a large number of SCPs. The
MSCPs form the minimal set which can lead to all the SCPs.

Based on Lemma 1, two novel mining algorithms are proposed, respectively in
Sects. 3 and 4, to discover the complete set of MSCPs from a spatial data set.
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3 A Prefix-Tree Based Algorithm

First, we note that star neighborhood instances are equivalent to each other, i.e., if
oj 2 SNsI(oi), then oi 2 SNsI(oj). So, our algorithm firstly collects those pair of
instances which are neighbors to each other, and then selects 2-size SCPs by com-
parison with a given sub-prevalence threshold min_sprev.

Then, due to Lemma 1, SCP candidates can be generated from the set of 2-size
SCPs by detecting feature sets which can form cliques. For example, if there was a set
of 2-size SCPs: SCP2 = {{A, B}, {A, C}, {A, D}, {B, C}, {B, D}, {C, D}, {C, E},
{D, E}}, the feature set {A, B, C, D} is a 4-size SCP candidate because it forms a
clique under the 2-size sub-prevalent relationship, while the feature set {B, C, D, E}
does not belong to the 4-size candidate set because {B, E} is not a 2-size SCP.

We can use a lexicographic order based method for generating all SCP candidates.
In order to reduce the candidate search space dynamically in the mining process, all
generated candidates are organized into a prefix tree. In the prefix tree, a branch is
created for a candidate and new branch would share common prefixes. For example, as
shown in Fig. 2, the candidate {A, B, C, D} leads to the first branch of the candidate
search space tree. The second candidate {A, B, C} does not form a new branch due to
sharing common prefixes with the first branch, whilst {A, B, D} forms a new branch
due to sharing two common prefixes. The feature set identifying each node will be
referred to as the node’s head, while possible extensions of the node are called the tail.
For example, consider nodes Y′ and Y′′ in Fig. 2; their head is {A} and {A, B}
respectively, and the tail is the set {B, C, D} and {C, D} respectively. The head union
the tail (HUT) of Y′ is {A, B, C, D}.

Our mining method starts with the longest l = lmax co-location candidates in the
search space, and determines whether they are MSCPs as specified in Definition 6. Once
the algorithm determines that a candidate is maximal, the algorithm can begin a pruning
process. That is, the algorithm checks breadth-first whether the HUT of each node in the
candidate search space tree is a subset of a current maximal set. If the HUT is a subset of
any MSCPs, the sub-tree whose root is the node is pruned. For example, in Fig. 2(a),
let’s assume that {A, B, C, D} is a MSCP. Then the algorithm checks breadth-first for
candidates to prune in the search space tree. In the first level, the HUT of node A is

A B C D

B C D C D

C D

D E

D

D D E

E

(a) A candidate search space tree

A B C D

B C D C D

C D

D E

D

D D E

E

(b) After finding a {A,B,C,D} maximal set

Y′

Y′′

Fig. 2. Candidate search space tree and pruning

204 L. Wang et al.



{A, B, C, D}. Since it is a subset of {A, B, C, D}, the algorithm prunes the sub-tree
whose root is A. The next node in that level is node B whose HUT is {B, C, D}. Since
this candidate is a subset of {A, B, C, D}, the algorithm prunes this sub-tree. The
pruning continues with the rest of the nodes in the first level. Then the algorithm starts
pruning the next level until the subset tree resembles Fig. 2(b).

Finding MSCPs and running the pruning scheme happens at each l-size until there
are no more candidates to process.

In the method discussed above, computing the sub-prevalence measure of a can-
didate c, i.e. SPI(c), is a core problem. Based on the 2-size co-location instances
(neighborhoods instances’ pairs), we can compute the sub-prevalence measure of any
k-size pattern (k > 2) by the following lemma 2.

Lemma 2 (the Sub-prevalence Measure of k-size Co-locations (k > 2)). Given the
2-size co-location instances of a spatial data set, the star participation index of a k-size
co-location c = {f1,…fk} can be calculated as follows:

SPIðcÞ ¼ minfj
\

j¼2;...k

SPInsðf1; ff1; fjgÞj=jSf1 j; . . .j
\

j¼1;...k�1

SPInsðfk; ffk; fjgÞj=jSfk jg

ð1Þ

Proof. For c = {f1,…fk}, according to Definition 2, SPInsðfi; cÞ ¼
T

j¼1;...k;j 6¼i
SPInsðfi;

ffi; fjgÞ. From Definitions 3 and 4, the formula for calculating SPI(c) is obvious. ⃞
This method is a typical candidate generate-and-test method. We call it

prefix-tree-based algorithm (PTBA) due to the fundamental nature of the method’s
candidate search space tree.

In PTBA, if the longest size of MSCPs is not long enough, the breadth-first can-
didate pruning would not be ideal. As an improvement, we propose the following
pruning lemma to prune sub-trees or nodes in a candidate search space tree when a
candidate is not a MSCP.

Lemma 3 (Depth-first pruning). If a candidate c ¼ c0 [ fXg[ fYg is not maximal
sub-prevalent, then

(1) The node “Y” can be pruned;
(2) If SPI(c0 [ fXg[ fYg) = SPI(c0 [ fXg), then the sub-tree whose root is node “X”

can be pruned;
(3) If SPI(c′) = SPI(c0 [ fXg), then the node “Y” which is a brother of the node “X”

can be pruned.

Proof. Case (1) is obvious because the candidate c is not a maximal sub-prevalent
co-location; For case (2) SPI(c0 [ fXg[ fYg) = SPI(c0 [ fXg), because SPI
(c0 [ fXg) = SPI(c0 [ fXg[ fYg) < min_sprev, according to case (1), the sub-tree
whose root is “X” can be pruned; For case (3) SPI(c′) = SPI(c0 [ fXg), because SPI
(c0 [ fYg) = SPI(c0 [ fXg[ fYg) < min_sprev, according to case (1), the node “Y” in
c0 [ fYg can also be pruned. ⃞
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We have presented a PBTA for mining all MSCPs, but the large number of can-
didates in the candidate search space tree and the computational complexity of
sub-prevalence measures for long patterns limit the scale of spatial data sets that can be
handled. In the next section, a novel partitioning technique is proposed that can resolve
these problems efficiently.

4 A Partition-Based Algorithm

4.1 PB Method

This section presents an interesting method called the partition-based algorithm (PBA),
which adopts a divide-and-conquer strategy as follows. First, it divides the set of 2-size
SCPs into the set of lexicographic order strings by the relation = head. It then mines
each string separately based on a core pattern method. We first define the related
concepts as follows.

Definition 7 (partition pattern (PP) and core pattern (CP)). A 2-size pattern con-
tained in a co-location pattern c is called a partition pattern of c, if its star participation
index (SPI) is the biggest in all 2-size co-locations of c. The two sub-patterns of c,
which are divided by the PP, are called core patterns of c.

For example, if the PP of co-location c = {A, B, C, D, G} is {C, D}, then CPs of
c are {A, B, C, G} and {A, B, D, G}. Because the SPI of PP is the biggest in all the
2-size co-locations of c, the CPs of c may be key patterns deciding on whether c is
sub-prevalent or not.

The Core Pattern Method to Identify SCPs: Given a l-size co-location c = {f1,…fl}
and its PP {fl-1, fl}, we divide c into two (l-1)-size CPs {f1,…,fl-2, fl-1} and {f1,…,fl-2, fl}
by {fl-1, fl}. If two CPs {f1,…,fl-2, fl-1} and {f1,…,fl-2, fl} are sub-prevalent, and the two
additional conditions shown below are also satisfied, then it can be determined that c is
a SCP.

The additional condition (1):

jSPInsðfl�1; ff1; . . .; fl�2; fl�1gÞ \ SPInsðfl�1; ffl�1; flgÞj=jSfl�1 j � min sprev and jSPInsðfl;
ff1; . . .; fl�2; flgÞ \ SPInsðfl; ffl�1; flgÞj=jSfl j � min sprev

The additional condition (2):

minfjSPInsðf1; ff1; . . .; fl�2; fl�1gÞ \ SPInsðf1; ff1; . . .; fl�2; flgÞj=jSf1 j; . . .jSPInsðfl�2;

ff1; . . .; fl�2; fl�1gÞ \ SPInsðfl�2; ff1; . . .; fl�2; flgÞj=jSfl�2 jg�min sprev

In fact, SPIðcÞ ¼ minfjSPInsðf1; ff1; . . .; fl�2; fl�1gÞ \ SPInsðf1; ff1; . . .; fl�2; flgÞ
j=jSf 1j; . . .jSPInsðfl�2; ff1; . . .; fl�2; fl�1gÞ \ SPInsðfl�2; ff1; . . .; fl�2; flgÞj=jSfl�2 j; jSPIns
ðfl�1; ff1; . . .; fl�2; fl�1gÞ \ SPInsðfl�1; ffl�1; flgÞj=jSfl�1 j; jSPInsðfl; ff1; . . .; fl�2; fgÞ \ SP
Insðfl; ffl�1; flgÞj=jSfl jg:
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For identifying two CPs {f1, …, fl−2, fl-1} and {f1, …, fl−2, fl}, we can deal with
them recursively using the core pattern method. In fact, the core pattern method
employs a bottom-up iteration strategy, which starts from identifying 3-size core pat-
terns, then to 4-size core patterns,…until l-size pattern. With the following example, we
will illustrate how the PB method works in detail.

Suppose there is the set of 2-size SCPs: SCP2 = {{A, B}, {A, C}, {A, D}, {A, F},
{A, G}, {B, C}, {B, D}, {B, G}, {C, D}, {C, F}, {C, G}, {D, E}, {D, F}, {D, G}, {E,
F}} in a certain spatial data set whose feature set is {A, B, C, D, E, F, G}.

We first partition SCP2 into the set of lexicographically ordered strings under the
relation = head. This resulting set is denoted L1. Thus, we have L1 = {dhead(A) =
ABCDFG, dhead(B) = BCDG, dhead(C) = CDFG, dhead(D) = DEFG, dhead(E) = EF,
dhead(F) = F, dhead(G) = G}. We call this partition Partition_1.

Then, according to 2-size non-SCPs, ordered strings in L1 are divided further. In
our example, there are 2-size non-SCPs SCP2 ¼ {AE, BE, BF, CE, EG}. So, the
ordered string dhead(A) = ABCDFG is further divided into two strings ABCDG and
ACDFG by BF. We continue to divide above sub-strings respectively until there exists
no 2-size non-SCP in it or its size is less than 2. Thus, L1 is replaced with
L = {ABCDG, ACDFG, BCDG, CDFG, DEF, DFG, EF}. The non-sub-prevalent-
based partition is called Partition_2.

Next, we deal with strings in L one by one using the core pattern method to obtain
whole MSCPs. For our example, we first consider ordered string “ABCDG”. Suppose
{C, D} is the PP of c = {A, B, C, D, G}, then the CPs of c are {A, B, C, G} and {A, B,
D, G}. Continuing to partition, we may get 3-size CPs {A, B, C} and {A, B, G} for {A,
B, C, G}, and {A, B, D} and {A, B, G} for {A, B, D, G}. We call the partition
obtaining CPs based on PP as Partition_3. The real line part in Fig. 3 is the result of
partitioning {A, B, C, D, G} by Partition_3.

We can directly compute the SPI values of 3-size core patterns using Lemma 2,
using the results of 3-size core patterns to identify the related 4-size core patterns by the
core pattern method, and then 5-size patterns. For our example:

If two 3-size core patterns {A, B, C} and {A, B, G} are sub-prevalent, and their
additional conditions (1) and (2) are satisfied, then we can determine that 4-size
co-location {A, B, C, G} is sub-prevalent. Similarly, we can identify {A, B, D, G}, and
then identify {A, B, C, D, G}.

Once the 5-size pattern {A, B, C, D, G} is not a SCP, the rest of the 4-size patterns
with the same head (beside two CPs) {A, B, C, D} and {A, C, D, G} (see the dotted

ABCG ABDG ABCD ACDG

ABC ABG ACGABD

ABCDG

ADG ACD

Fig. 3. {A, B, C, D, G} and its sub-sets with head of “A”
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line part in Fig. 3) need to be identified. From Fig. 3, we note that there are common
patterns for identifying higher-size patterns. For example, {A, B, G} is common for
identifying {A, B, C, G} and {A, B, D, G}, and {A, B, C} is common for identifying
{A, B, C, G} and {A, B, C, D}. Thus it is better to store the results of lower-size
patterns. In addition, if the 5-size pattern {A, B, C, D, G} is sub-prevalent, then the
remaining 4-size patterns need not be identified.

When finishing the processing of judging the prevalence of ordered string
“ABCDG”, the next ordered string “ACDFG” in dhead(A) is dealt with. Then we obtain
the set MSCPA of MSCPs with the head of “A”, and then prune all subsets of MSCPA

in L. In the following, the ordered strings with a head of “B” in L are handled.

4.2 Comparison with the Prefix-Tree-Based Method

The core problems of the prefix-tree-based algorithm (PTBA) presented in Sect. 3 are:
(1) the candidate search space tree might be too large to store and search when we
confront a data set which has a large number of features; (2) the total cost to compute
SPIs of candidate patterns by Lemma 2 might be too expensive due to a large number
of intersection operations. The PBA is aimed to relieve these two problems.

First, we divide candidates into equivalent classes by Partition_1 and Partition_2,
and deal with a pattern in an equivalent class which has the same head each time, so as
to resolve the problem of the candidate search space tree being too large.

Second, differing from the PTBA method which starts with the identification of the
longest patterns, the PBA method is performed step by step from 3-size core patterns.
With regard to the expected cost of the intersection operations as a whole, the core
pattern method is better than the PTBA method. For example, for a 6-size pattern
c = {A, B, C, D, E, F}, the cost of directly computing SPI(c) by Lemma 2 is 24
intersection operations. Because computing the star participation instance SPIns(A, c)
of feature A in c needs 4 times the intersection operations, if c is not sub-prevalent, then
the cost of computing a 5-size sub-set of c is 15, and the cost of a 4-size is 8. But if we
use the core pattern method, then a 3-size pattern costs 3. To compute a 4-size pattern
based on two 3-size core patterns needs 4 times the intersection operations. Similarly,
the cost of a 5-size is 5 and 6-size’s is 6. Thus, the expected cost of the PTBA method
for a 6-size pattern c is (24 + 54 + 78 + 90)/4 = 61.5, while the expected cost by the
core pattern method (PBA) is (12 + 24 + 34 + 40)/4 = 27.5.

Third, if a pattern considered is not sub-prevalent, the core pattern method could
find it sooner because Partition_3 is based on a partition pattern which SPI is the
biggest in all the 2-size co-locations with respect to it. In addition, the middle com-
putational results could either be MSCPs or be used in the computation of other
corresponding patterns.

5 Experiments

In this section, we evaluate the performance of the proposed two algorithms and
analyze the difference in the results from the traditional maximal prevalent co-location
mining (MCP). To aid analysis, we have improved the join-less algorithm [8] so as to
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mine all MCPs. The improved algorithm is called the M-join-less algorithm. We have
optimized implementation of M-join-less and, compared with other algorithms for
mining MCPs, it seems M-join-less can deal with more data for the same run-time.

All algorithms are implemented using C# under Windows 7 and executed on a
normal PC with Intel i3-3240 @3.4 GHz CPU and 4 GB of memory. In these
experiments, we have manually verified that the results of all algorithms presented in
this section are the expected results.

5.1 Comparison of Computational Complexity Factors

We examined the costs of the computational complexity factors using 3 synthetic data
sets of different density. A sparse data set generated 6-size MSCPs out of 20 features
while a dense data set generated 9-size MSCPs out of 20 features. In order to observe
the advantage of PTBA compared with PBA, a dense* (see Table 1) data set was
generated which generated 13 MSCPs out of 15 features. In Table 1, all data values
except total execution time represent percent values. Overall, we can see that
M-join-less is always slower than our two algorithms, because M-join-less computes
prevalence measures of candidates by identifying clique instances, and the cost of
computing clique instances is more expensive than that of intersection operations. Thus
we discarded M-join-less and only discuss PBA and PTBA in our later comparisons.

With a very dense data set like dense*, PTBA shows much better performance than
PBA, but in both sparse and dense data, PBA shows better performance than PTBA.
This is because PBA is a bottom-up method and, if a data set is sparse, it will stop more
quickly than PTBA, while PTBA is a top-down method, and it can find long MSCPs
more quickly. Also we see that in the PTBA method, the denser a data set is, the longer
the percentage Tpruning costs. Similarly, the better performance PTBA shows, the worse
PBA shows. In addition, we notice that Tgen_mscp and Tpruning take a much bigger

Table 1. Comparison of computational complexity factors

Method M-join-less PTBA PBA
data type

factor(%)    sparse dense sparse dense dense* sparse dense dense*
Tgen_2_prev_col 6.12 0.6 0.2 0.001 3.40 16.25 0.9 1.87

Tgen_candi 2.58 3.85 1.96 0.29 0.44 - - -
Tgen_candi-tree - - 6.49 0.74 0.74 - - -

Tgen_2-non_prev_col - - - - - 2.52 0.001 0.001
Torder_features - - - - - 13.89 0.002 0.001
TPart_1+Part_2 - - - - - 1.77 0.002 0.002

TPruning - - 3.12 39.21 61.53 8.59 4.16 0.26
Tgen_mscp 91.29 95.64 88.19 59.76 33.88 56.89 94.94 97.88

Total execution time(Sec) 3.03 108.36 0.65 102.17 1.32 0.48 7.23 9.17

Maximal Sub-prevalent Co-location Patterns 209



portion of total costs than any other costs. Clearly, the different candidate identification
methods are the core distinction between two algorithms. Note that the factor
Torder_features is merely for selecting core patterns of candidates in PBA.

5.2 Comparison on Expected Costs in Identifying Candidates

From Table 1, we saw that no one method has the absolute advantage in the two
candidate identification methods, so we compared the expected costs of identifying
candidates in PBA with those in PTBA.

We used a dense data set and a sparse data set to evaluate the expected performance
ratio. The spatial frame size D � D is chosen as 1000 � 1000 and 5000 � 5000 for
the dense and sparse data sets respectively. We select all k-size candidates for each data
set, where size k is 6, 8, 10, 12, 14, 16 and 18. Then, we set min_sprev as 0.2, 0.4, 0.6
and 0.8 respectively, obtained each candidate’s execute time and then calculated the
average execute time per size for all min_sprev. In Fig. 4, the y-axis represents the ratio
of average execute time of PBA to the average execute time of PTBA. The results show
that, as the size of candidate increases, the expected cost ratio is reduced overall,
especially for the sparse data set. At the same time, we also note that the experimental
results are basically consistent with the analysis in Sect. 4.2.

5.3 Scalability Tests

We examined the scalability of PTBA and PBA with several workloads, e.g. different
numbers of instances, numbers of features, neighbor distance thresholds, and
sub-prevalence thresholds.We compared the total computation time forfinding allMSCPs.

Effect of the Number of Instances. First, we compared the effect of the number of
instances in PTBA and PBA. As shown in Fig. 5(a), when the number of instances is
fewer, PBA shows better performance than PTBA, but as the data set grows denser and
denser, PBA costs more and more time on calculation while PTBA has a drop after the
point of 80K (80000) instances. When the number of instances reaches 120K, the data
set is dense enough that the longest candidate pattern is sub-prevalent, so PTBA and
PBA stop quickly, having spent most time on generating 2-size prevalent patterns.
Because the cost for creating the prefix trees in PTBA is more than the cost on
Partition_1 and Partition_2 in PBA, overall PTBA costs a little more than PBA.
Figure 5(a) shows that both algorithms’ scale to large dense data sets.
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Effect of the Number of Features. In the second experiment, we compared the per-
formance of PTBA and PBA as a function of the number of features. Figure 5(b) shows
the results. PTBA is better than PBA when the number of features is over 30. As the
number of features increased, the execution time of PTBA decreased, whilst that of
PBA increased. The reason is that, under the same number of instances, the increase of
features causes the number of instances per feature to be decreased, which in turn may
lead to a decrease in the number of instances per 2-size pattern. PBA spends much
more time on Partition_2 and obtains more shorter-size candidates, because the number
of non-prevalent 2-size patterns becomes larger. Overall, the two algorithms both show
good performance even if the number of features reaches 50.

Effect of Neighbor Distance. The third experiment examined the effect of different
neighbor distances. As Fig. 5(c) shows, when the distance threshold is below 100,
PTBA and PBA all increase quickly because the increase of neighbor distance makes
the neighborhood areas larger and increases the number of size-2 co-location instances,
although PBA performs better than PTBA. When the distance reaches 120, PTBA
becomes a little better than PBA because the neighborhood area is large enough that
PTBA can stop earlier than PBA.

Effect of Sub-prevalence Threshold. In the final scalability experiment we examined
the performance effect of different sub-prevalence threshold min_sprev. Overall, the
execution time decreases for both algorithms as the sub-prevalence threshold increases,
as shown in Fig. 5(d). However, the PBA method reduces the computation time by a
larger magnitude for lower threshold values.
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5.4 Evaluation with Real Data Sets

The experimental real data sets come from the rare plant distribution data sets of the
“Three Parallel Rivers of Yunnan Protected Areas”. Figure 6 gives the distribution of
plant data in two-dimensional space, where the X and Y coordinates represent the
instances’ locations relative to 0° longitude and latitude lines respectively in meters. We
can see that this is a zonal plant distribution data. Because plants suffer from the effects
of altitude or river formations, zonal data are common in natural ecological studies.

First, we tested the mining result difference between MSCPs under star participa-
tion instances and MCPs under clique instances. In the experiment, the rare plant
distribution data set in Fig. 6 was chosen, where the number of features (plants) is 31
and the number of instances is 336. We used a rectangular spatial framework of size
130K � 130K, a neighbor distance threshold d = 12000 m, and prevalence thresholds
min_sprev = min_prev = 0.3. Table 2 shows the number of MSCPs/MCPs with dif-
ferent lengths.

From Table 2 we can see that, with the same data set and parameter settings, the
MSCP mining method can generate longer patterns than the MCP mining method. This
is because, if an instance occurs in a clique instance, it must be in a star participation
instance, but a star neighbor relationship may not be a clique relationship. From the
table, we also found that the percentage of long patterns in MSCPs is greater than that
in MCPs. There are 15.5% MSCPs whose size is over 7, compared to only 4.1% MCPs.
Generally, users are more interested in long patterns, because long patterns contain
more interesting information and short patterns usually are obvious.

Fig. 6. The distribution of a certain plant data

Table 2. Mining Results on the Plant Data Set in Fig. 6

Size N. of MSCPs N. of MCPs Size N. of MSCPs N. of MCPs

2 5 15 7 23 31
3 41 70 8 35 9
4 64 115 9 10 5
5 95 98 10 7 3
6 72 73 11 3 –
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Let us take some mined results to analyze in detail. Three mined 11-size MSCPs are
{B, G, J, O, Q, R, T, V, W, c, e}, {G, J, O, Q, R, T, V, W, a, c, e} and {G, H, J, O, Q,
R, V, W, a, c, e}, whilst three mined 10-size MCPs are {G, J, O, R, T, V, W, a, c, e},
{G, J, Q, R, T, V, W, a, c, e} and {J, O, Q, R, T, V, W, a, c, e}. We note that each
10-size MCPs is a sub-set of one in the 11-size MSCPs. We denote the rare plant “O”
with dashed circles in Fig. 6, and then we can see that it is basically distributed in an
axial line which is the focus area of growing plants. That is why it occurs in three
mined 11-size MSCPs, the same cases to the plants “G” and “Q”.

Second, we used a large scale vegetation distribution data set in the “Three Parallel
Rivers of Yunnan Protected Area” to examine the efficiency of the PBA method. In this
data set, the total number of features is 15, and the total number of instances is 487,857.
We used 0.3 as min_sprev, and 1000 m, 3000 m, and 5000 m as the neighborhood
distance thresholds respectively. The running time of PBA is respectively 148.26(s),
1967.84(s), and 7906.74(s).

6 Conclusions

In this paper, we analyzed the limit of the traditional clique instances based measure for
spatial co-location pattern mining in some practical applications. A new concept of
sub-prevalent co-location patterns based on star participation instances was defined. It
was especially important to show that the proposed star participation ratio (SPR) and
star participation index (SPI) obey the downward inclusion property, thus allowing
maximal co-location pattern mining and interactive pruning.

The Sub-Prevalent Co-location Miner, which contains two novel algorithms for
mining maximal sub-prevalent co-location patterns, was presented. The proposed
algorithms were evaluated using theoretical and experimental methods. Empirical
evaluation shows that the partition-based method performs much better than the
prefix-tree-based method when we confront sparse data sets but it becomes slower in
very dense data sets. Compared with the M-join-less algorithm for mining maximal
prevalent co-locations, our Miner is more efficient.

An important future direction is to extend the maximal sub-prevalent co-location
mining to other types of spatial data including spatio-temporal data and uncertain data.
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Abstract. We present a new approach to the unsupervised and joint
analysis of overlapping communities, roles and respective behavioral pat-
terns in networks with node attributes. The proposed approach relies on
an innovative Bayesian probabilistic model of the statistical relation-
ships among communities, roles, behavioral role patterns and attributes.
Essentially, under the devised model, behavioral role patterns define the
abstract social functions underlying roles. Also, attributes are affiliated
to roles. Moreover, links are explained in terms of community involve-
ment of nodes, their roles and respective behavioral patterns.

Our model allows for exploratory, descriptive and predictive tasks,
including the analysis of communities, roles and their behavioral pat-
terns, the interpretation of communities and roles as well as the predic-
tion of missing links. Such tasks are enabled by posterior inference, for
which we design a variational algorithm.

An experimental assessment against state-of-the-art competitors
reveals a higher accuracy of our approach on real-world benchmark data
sets, both in community detection and link prediction. Role interpreta-
tion and behavioral role patterns are also demonstrated.

1 Introduction

The seamless modeling of community discovery [10,15,17,20,24] and role analy-
sis [2,18,22,23] in networks is a progressing area of research, aimed to gain a
deeper understanding of topology. Basically, both tasks are beneficial to each
other. Indeed, on one hand, role analysis reveals the social functions, that are
played by nodes within communities, in order to contribute to the pursuit of the
corresponding purposes. Symmetrically, on the other hand, community discovery
provides a natural contextualization to identify node roles.

Hitherto, the integration of community discovery and role analysis has been
investigated from various perspectives [3–7,9]. However, no emphasis has been
placed on two properties of primary relevance in network analysis, i.e., node
attributes and behavioral role patterns. Node attributes are descriptive features
of nodes. Behavioral role patterns supplement the comprehension of roles as
abstract social functions, by providing details of the behavior of nodes within
their neighborhoods in the fulfillment of such social functions. As a critical review
c© Springer International Publishing AG 2017
A. Bouguettaya et al. (Eds.): WISE 2017, Part I, LNCS 10569, pp. 215–230, 2017.
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of the currently available literature, node attributes are ignored in [4–7,9]. Also,
the studies in [3,6] reinterpret the interaction patterns of roles in terms of sus-
ceptibility and authority with respect to certain interaction factors. Yet, the
efforts in [4,5,7,9] capture roles simply as abstract behavioral classes, without
explaining the respective social functions in terms of behavioral patterns.

We argue that node attributes and behavioral role patterns can help inform
a tighter and thorough integration of community discovery and role analysis.
Indeed, in principle, attributes allow for refining the affiliations of nodes to both
communities and roles. In particular, attributes may unveil affiliation of nodes
to communities as well as roles, even with few or no interactions with other
nodes. In addition, behavioral role patterns are useful to more accurately model,
predict and reason on connections between nodes, in terms both of their involve-
ment in communities and the social functions of their roles in the participated
communities. This is of great practical relevance in several domains including
(but not limited to) the social, technological, information, biological, ecological,
(counter-)intelligence and recommendation ones.

Unfortunately, the combined modeling of network communities, node roles
with respective behavioral patterns and attributes raises several issues. Firstly,
modeling network structure in terms both of communities and roles with respec-
tive behavioral patterns is problematic. On one hand, when roles are ignored,
connectivity can be explained by community involvement. In real-world net-
works, nodes are usually involved in multiple communities and, in such cases,
pluralistic homophily was found in [26] to be a realistic model of tie forma-
tion: links are more likely between nodes with a larger number of affiliations
to common communities. On the other hand, in conventional role analysis, ties
are typically interpreted according to mixed-membership block-modeling [21],
i.e., as interactions between the roles of nodes in compliance with underlying
behavioral patterns. Secondly, it is not clear how communities, roles, respective
behavioral patterns and attributes are actually interrelated. Thirdly, the unveiled
affiliations of nodes to communities and roles are required to be explicative and
predictive of network structure.

In this paper, we propose an innovative model-based machine-learning app-
roach to the unsupervised analysis of overlapping communities, roles and respec-
tive behavioral patterns in networks with node attributes.

Probabilistic graphical modeling [14] is used to formulate conditional
(in)dependencies between the visible and hidden aspects of networks. The visible
aspects include node attributes and link structure. Both are treated as observed
variables. The hidden aspects are treated as latent variables and correspond to
behavioral role patterns and affiliations [16,26]. The latter capture the extent
of node involvement in communities and roles, the strength of role associations
with communities, as well as the degree of attribute relatedness to roles.

The above conditional (in)dependencies are encoded in CARBONARA (struC-
ture and AttRiButes of nOdes from commuNities and behAvioral Role pAt-
terns), a fully-Bayesian probabilistic generative model of networks. Under CAR-
BONARA, Poisson distributions are placed on the observation of links and
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attributes, to expedite posterior inference on sparse networks [12]. The parame-
terizations of the Poisson distributions on links combine pluralistic homophily
and the patterns of interactions between roles, by means of node affiliations to
communities and roles in addition to the associations of roles with communities.
Thus, as in [18], two nodes can play the same roles in spite of different neighbor-
hoods. Moreover, conjugate Gamma priors are placed on all latent affiliations,
which favours representation sparseness and, hence, improves interpretability.

The latent variables in CARBONARA are estimated through variational infer-
ence [1]. The latter enables four fundamental tasks, i.e., the exploratory analysis
of communities, roles and respective behavioral patterns, the interpretation of
communities and roles, the prediction of unobserved links as well as the posterior
explanation of links in terms of the community and role affiliations of their end
nodes, that most likely led to their establishment. The mathematical derivation
of mean-field variational inference is provided together with a coordinate-ascent
algorithm implementing the variational updates.

A comparative evaluation against state-of-the art competitors on several real-
world data sets reveals that using attributes and behavioral role patterns to
inform the joint modeling of communities and roles under CARBONARA is ben-
eficial to improved accuracy in both community detection and link prediction.
Role interpretation and behavioral role patterns are also demonstrated.

This paper proceeds as follows. Section 2 introduces notation and prelimi-
nary concepts. Section 3 presents CARBONARA. Section 4 covers mean-field vari-
ational inference and the design of a coordinate-ascent algorithm implementing
the variational updates. Section 5 elaborates on the tasks enabled for practical
applications by posterior variational inference under CARBONARA. Section 6 is
devoted to the quantitative and qualitative evaluation of CARBONARA. Lastly,
Sect. 7 concludes and roughs out future research.

2 Preliminaries

The notation used in this paper and some key concepts are presented below.

2.1 Networks, Communities, Attributes, Roles

The network-based representation of a complex system is a graph G = {N ,E},
where N = {1, . . . N} is a set of nodes (numbered 1 through N) and E ⊆ N ×N
is a set of links. Nodes correspond to entities, that interact in the network (e.g.,
individuals, organizations and so forth). Links represent interactions between
nodes and are summarized into a binary adjacency matrix L, whose generic
entry Ln,n′ is 1 iff a link between nodes n and n′ is observed and 0 otherwise.

We are interested in the joint modeling and analysis of three primary proper-
ties of an input network G, i.e., community structure, node roles and attributes.

Let A � {f1, . . . , fA} be a set of A binary attributes. The boolean indicator
Fn,a (with 1 ≤ a ≤ A) is 1 iff node n exhibits attribute fa and 0 otherwise.
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Notation F � {Fn,a|n ∈ N , fa ∈ A} gathers the characterizations of all nodes
in terms of their attributes. Noticeably, in practical applications, L and F are,
usually, (very) sparse.

Communities are structures of G, which can be formalized as a set C �
{C1, . . . , CK} of K overlapping groups of nodes (i.e., Ck ⊆ N with k =
1, . . . ,K).

Roles are a set R � {R1, . . . , RH} of H abstract behavioral classes.

2.2 Latent Affiliations

The generic node n can participate in all communities, although with a differ-
ent involvement. In particular, ϑn,k is the degree to which n is involved in the
arbitrary community Ck. Likewise, n can play all roles, although with a differ-
ent attitude. Specifically, σn,h is the extent to which n is suitable for playing
the arbitrary role Rh. In turn, roles are specific to communities. The speci-
ficity of role Rh to community Ck is ϕh,k. Overall, node affiliations to commu-
nities and roles are respectively denoted as Θ � {ϑn,k|n ∈ N , Ck ∈ C} and
Σ � {σn,h|n ∈ N , Rh ∈ R}. Role affiliations to communities are compactly
indicated as Φ � {ϕh,k|Rh ∈ R, Ck ∈ C}.

Attributes are related to roles to a varying degree. The relatedness of
attribute fa to role Rh is πa,h. Notation Π � {πa,h|1 ≤ a ≤ A, Rh ∈ R}
means the relevance of all attributes to individual roles.

2.3 Behavioral Role Patterns

The establishment of links between nodes is assumed to be influenced (among
others) by their common community affiliations, the strength of such affiliations
and the respective behavioral role patterns. The combination of such components
to rule tie formation is detailed in Sect. 3. Here, we supplement roles with their
corresponding behavioral patterns.

Let Rh be a generic role from R. The behavioral role pattern associated with
Rh is εh � {εh,h′ |Rh′ ∈ R}, where εh,h′ is the unknown strength of interaction
between Rh and Rh′ (with 1 ≤ h′ ≤ H). Intuitively, εh (with 1 ≤ h ≤ H)
captures the behavior involved in the fulfillment of the social function ascribed
to role Rh. From this perspective, roles can be more exhaustively set as abstract
classes representing social functions [21], which are in turn defined by the corre-
sponding behavioral patterns. Due to the definition of such patterns, all nodes
playing the same role behave identically with the roles of their neighbors, in
compliance with mixed-membership block-modeling. Notation Υ � {εh|Rh ∈ R}
succinctly represents the behavioral patterns of all roles.

2.4 Problem Statement

Given an input network G, a number K of communities and a number H of roles,
we aim to perform
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– the unsupervised exploratory analysis of G, namely inferring its unobserved
aspects Θ, Σ, Υ , Φ and Π;

– the prediction of missing links between nodes of G.

The above tasks are accomplished by inferring a posterior distribution over
Θ, Σ, Φ, Υ , Φ and Π given G (or, equivalently, the respective adjacency matrix
L and node attributes F ). Actually, the true posterior is approximated by per-
forming variational inference in a generative network model, that explains the
formation of G from a Bayesian probabilistic perspective. Hereinafter, all ele-
ments of Θ, Σ, Φ, Υ , Φ and Π are treated as random variables, being unknown
and not directly measurable. The devised generative model is proposed in Sect. 3.
Variational inference is covered in Sect. 4.

3 The CARBONARA Model

In this section, we present CARBONARA (struCture and AttRiButes of nOdes
from commuNities and behAvioral Role pAtterns), a Bayesian probabilistic gen-
erative model of overlapping communities, roles and respective behavioral pat-
terns in networks with node attributes. CARBONARA explains the observed
aspects of a network G (i.e., topology L and node attributes F ), in terms of its
latent aspects, namely node affiliations to communities and roles (i.e., Θ and
Σ), behavioral role patterns (i.e., Υ ), role relevance to communities (i.e., Φ) as
well as attribute relatedness to roles (i.e., Π).

Figure 1 illustrates the directed graphical representation in plate notation
of the conditional (in)dependencies under CARBONARA between observed and
latent aspects of G, respectively, in the form of shaded and unshaded random
variables.

The generative process of CARBONARA is assumed to originate G, through
a sequence of interactions among the random variables of Fig. 1. As detailed
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Fig. 1. Graphical representation of CARBONARA
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Fig. 2. The generative process under CARBONARA (at steps I., II., III. and IV., αψ

and βψ with ψ ∈ {ϑ, σ, φ, π, ε} are, respectively, shape and rate hyperparameters)

in Fig. 2, such a process consists of six steps, that preliminarily deal with the
realization of the latent affiliations and behavioral role patterns and, eventually,
generate G through the realization of the observed links and node attributes.

Essentially, at steps I., II. and III., the generative process samples the
strength of the latent affiliations covered in Sect. 2.2 from the respective Gamma
priors. At step IV., a Gamma prior is again sampled to draw the behavioral role
patterns of Sect. 2.3. Interestingly, Gamma priors at steps I., II., III. and IV.
enforce nonnegativity both on affiliation strengths and behavioral role patterns.
This improves the interpretability of CARBONARA, by favoring sparseness in its
representation. Moreover, it is also beneficial to ensure that the overall strength
of affiliation for each node, role and attribute does not amount to 1, which avoids
the typical inconvenient of mixed-membership modeling. Consequently, a very
strong affiliation of any node, role or attribute does not imply a corresponding
drop in the overall strength of all other affiliations of that node, role or attribute.

At step V., the presence/absence of a link between any two nodes is sampled
from a Poisson distribution, that is placed over L as the link data likelihood.
In particular, the establishment of a link between any two nodes n and n′ is
governed through a rate δn,n′ , that captures the interaction between n and n′

through their affiliations to common communities and respective roles. Precisely,

δn,n′ �
K∑

k=1

H∑

h,h′=1

ϑn,kσn,hϕh,kεh,h′ϑn′,kσn′,h′ϕh′,k (1)
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Remarkably, Eq. (1) seamlessly reconciles pluralistic homophily with mixed-
membership block-modeling for role analysis. Accordingly, the formation of ties
between nodes is influenced by their affiliations to common communities, the
strength of affiliation to such communities and respective roles, the specificity
of roles to communities as well as the patterns of interactions between roles.

Lastly, at step VI., the presence/absence of attribute fa in the character-
ization of node n is sampled from a Poisson distribution, that is placed over
F as the attribute data likelihood. Specifically, the inclusion of fa among the
attributes of n is governed through the below rate

δn,a �
K∑

k=1

H∑

h=1

ϑn,kϕh,kσn,hπa,h (2)

δn,a captures the adequateness of fa to n across all roles and communities.
Notably, the choice of Poisson distributions at steps V. and VI. is suited to

deal with binary data and beneficial for faster inference on sparse networks [12].

4 Posterior Inference

Given a network G, it is now interesting to determine the latent aspects Θ, Σ,
Φ, Υ and Π, that explain the observation of topology L and node attributes F
under CARBONARA.

Let o = {αϑ, βϑ, ασ, βσ, αφ, βφ, απ, βπ, αε, βε} be the set of all hyperpara-
meters. Inference allows for inverting the generative process of CARBONARA,
in order to compute the posterior distribution Pr(Θ,Σ,Φ,Υ ,Π|L,F ,o) over
the latent aspects Θ, Σ, Φ, Υ and Π, given the observations L and F as well
as the hyperparameters o. Unfortunately, as it generally happens with Bayesian
models of practical relevance, exact posterior inference is intractable under CAR-
BONARA, due to the complexity of the posterior distribution. Consequently, we
resort to variational inference, in order to analytically approximate the true
posterior distribution. Variational inference tends to be faster and more easily
scalable on large networks than MCMC sampling [1]. In particular, we focus on
mean-field variational inference.

We start with the introduction of auxiliary latent variables into CARBONARA.
By exploiting the additivity of Poisson random variables, each Ln,n′ can be rewrit-
ten as Ln,n′ =

∑K
k=1

∑H
h,h′=1 z

(k,h,h′)
n,n′ , where z

(k,h,h′)
n,n′ ∼ Poisson(ϑn,kσn,hϕh,k

εh,h′ϑn′,kσn′,h′ϕh′,k). Here, the auxiliary random variable z
(k,h,h′)
n,n′ captures the

contribution to Ln,n′ from the interaction between n and n′ inside community
Ck, when Rh and Rh′ are their respective roles. Analogously, each Fn,a can be
rewritten as Fn,a =

∑K
k=1

∑A
a=1 w

(k,h)
n,a , with w

(k,h)
n,a ∼ Poisson(ϑn,kϕh,kσn,hπa,h)

being the contribution to Fn,a from the appropriateness of attribute fa to node n,
when the latter plays role Rh within community Ck. Notably, the auxiliary ran-
dom vectors zn,n′ = {z

(k,h,h′)
n,n′ |Ck ∈ C, Rh, R′

h ∈ R} and wn,a = {w
(k,h)
n,a |Ck ∈
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C, Rh ∈ R} preserve the marginal distributions of, respectively, Ln,n′ and Fn,a.
Moreover, when Ln,n′ = 0 or Fn,a = 0, the corresponding auxiliary variables are
zero. This narrows the focus of approximate posterior inference to only those
auxiliary random variables, that are associated with nonzero observations [12].

Let Z = {zn,n′ |n, n′ ∈ V } and W = {wn,a|n ∈ V , fa ∈ A} be the sets of
auxiliary variables added to CARBONARA. The mean-field family of approximate
distributions over Θ, Σ, Φ, Υ , Π, Z and W has the below factorized form

q(Θ, Σ , Φ, Υ , Π , Z , W |ν)=
∏

n∈N,Ck∈C

q(ϑn,k|ρn,k)
∏

n∈N,Rh∈R

q(σn,h|λn,h) ·
∏

Rh∈R,Ck∈C

q(ϕh,k|ηh,k)·

∏

Rh∈R,R
h′ ∈Rh′

q(εh,h′ |γh,h′ ) ·
∏

fa∈A,Rh∈R

q(πa,h|ξa,h)

∏

n∈N,n′∈N

q(zn,n′ |τ n,n′ ) ·
∏

n∈N,fa∈A

q(wn,a|μn,a) (3)

with ν � {ρn,k, λn,h, ηh,k,γh,h′ , ξa,h, τn,n′ ,μn,a|n, n′ ∈ N , Ck ∈ C, Rh,
R′

h ∈ R, fa ∈ A} being the set of all variational parameters, that individually
condition the corresponding factors on the right hand side of Eq. 3.

Due to the auxiliary random variables, CARBONARA is a conditionally con-
jugate model. For this class of models, variational parameters can be fitted to the
observed network G through a simple coordinate-ascent variational algorithm [1].

Algorithm 1 sketches the pseudo-code of the coordinate-ascent algorithm,
designed to fit the variational parameters ν of Eq. 3. This is pursued differently,
on the basis of the nature of such variational parameters. To elaborate, factors
on the right hand side of Eq. 3 have two distinct forms. More precisely, factors
q(zn,n′ |τn,n′) and q(wn,a|μn,a) are multinomial distributions, while all other
factors are Gamma distributions.1 Hence, the generic τn,n′ and μn,a are vari-
ational multinomial parameters. In Algorithm1, these are respectively updated
through Eqs. 14 and 15 (reported in Fig. 4), where Ψ [·] is the digamma function
(i.e., the first derivative of log Γ function). Instead, ρn,k, λn,h, ηh,k, γh,h′ and
ξa,h are variational Gamma parameters, with each such a Gamma parameter
being actually a pair consisting of a shape (shp) and a rate (rate). Shape para-
meters are updated via Eq. 4 through Eq. 8 (reported in Fig. 3), whereas rate
parameters are updated by means of Eq. 9 through Eq. 13 (reported in Fig. 4).

Essentially, the coordinate-ascent algorithm of Algorithm 1 preliminarily per-
forms an initialization stage (step 1). Subsequently, it enters a loop (steps 2–36),
in which the individual variational parameters are optimized one at a time (while
all others are kept fixed), as discussed above. Such a loop is reiterated until
convergence, which is detected (at step 36), when the difference in the aver-
age predictive log likelihood of a validation set falls below 10−6. Interestingly,
the coordinate-ascent algorithm is expedited on sparse networks, because of the
useful properties of the Poisson distribution. In particular, the computation of
variational multinomial parameters (at steps 6 and 13) as well as the sum over

1 The mathematical derivation of the functional forms of factors on the right hand
side of Eq. 3 is omitted for brevity.
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Algorithm 1. The coordinate-ascent variational algorithm
Coordinate-Ascent(L, F , K, H)

Require: the adjacency matrix L of an observed network G;
a characterization F of the nodes within G in terms of their attributes;
the number K of latent communities;
the number H of underlying behavioral roles;

Ensure: the latent aspects Θ, Σ, Υ , Φ and Π.
1: set all variational parameters ρn,k, λn,h, ηh,k, γ

h,h′ , ξa,h equal (except for a random offset) to the prior

on the corresponding latent variables [12];
2: repeat
3: for all n, n′ ∈ N such that L

n,n′ = 1 do

4: for all k = 1, . . . , K do
5: for all h, h′ = 1, . . . , H do

6: compute τ
(k,h,h′)
n,n′ through Eq. 14;

7: end for
8: end for
9: end for
10: for all n ∈ N and fa ∈ A such that Fn,a = 1 do

11: for all k = 1, . . . , K do
12: for all h = 1, . . . , H do

13: compute μ
(k,h)
n,a through Eq. 15;

14: end for
15: end for
16: end for
17: for all n ∈ N do
18: for all k = 1, . . . , K do

19: compute ρ
(shp)
n,k

through Eq. 4 and ρ
(rate)
n,k

through Eq. 9;

20: end for
21: for all h = 1, . . . , H do

22: compute λ
(shp)
n,h

through Eq. 5 and λ
(rate)
n,h

through Eq. 10;

23: end for
24: end for
25: for all h = 1, . . . , H do
26: for all k = 1, . . . , K do

27: compute η
(shp)
h,k

through Eq. 6 and η
(rate)
h,k

through Eq. 11;

28: end for
29: for all h′ = 1, . . . , H do

30: compute γ
(shp)
h,h′ through Eq. 7 and γ

(rate)
h,h′ through Eq. 12;

31: end for
32: for all fa ∈ A do

33: compute ξ
(shp)
a,h

through Eq. 8 and ξ
(rate)
a,h

through Eq. 13;

34: end for
35: end for
36: until convergence

Fig. 3. Variational updates for Gamma-shape parameters

users and node attributes in the formulas for the calculation of the variational
Gamma parameters (at steps 19, 22, 27, 30 and 33) involve only observed links
and node attributes.
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Fig. 4. Variational updates for Gamma-rate and multinomial parameters

5 Tasks

Fitting CARBONARA to an input network G through Algorithm1 results in the
approximate posterior distribution of Eq. 3. This enables a variety of exploratory,
predictive and descriptive tasks, including those enumerated at Sect. 2.4. Such
tasks involve posterior expectations of corresponding random variables (i.e.,
expectations of the random variables with respect to the approximate posterior).

5.1 Exploratory Network Analysis

Node affiliations reveal the underlying organization of G into overlapping com-
munities and roles. The degree to which node n participates in community Ck is
ϑ∗

n,k � E[ϑn,k]. Besides, the extent to which node n is suitable for playing role
Rh is σ∗

n,h � E[σn,h].
Community structure and roles allow for the posterior explanation of links.

Let n and n′ be two connected nodes of G, i.e., such that 〈n, n′〉 ∈ E and,
consequently, Ln,n′ = 1. The probability P (z(k,h,h′)

n,n′ = 1|Ln,n′ ,Θ,Σ,Υ ,Φ) that
〈n, n′〉 was established with n and n′ playing, respectively, roles Rh and Rh′

within community k is τ
(k,h,h′)
n,n′ , according to the mean-field approximation.

Therefore, 〈n, n′〉 can be reasonably explained by the triple (k∗, h∗, h′
∗), such

that (k∗, h∗, h′
∗) = argmax (k,h,h′)τ

(k,h,h′).
Behavioral patterns supplement roles, by unveiling their functioning in the

fulfillment of the respective social functions. Here, the strength of interaction
between roles Rh and Rh′ is ε∗

h,h′ � E[εh,h′ ].
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5.2 Predictive Analysis

The emergence of missing links is forecast through the association of a respective
score, that is used for ranking their prospective observation. In particular, the
score sn,n′ associated with unconnected pairs of nodes n and n′ is the poste-
rior expectation of the corresponding Poisson-distribution rate. More precisely,
sn,n′ � E[δn,n′ ], where δn,n′ is defined by Eq. 1.

5.3 Descriptive Analysis

CARBONARA supports the interpretation of roles and communities by discrim-
inatory characterizations.

Roles can be characterized by related node attributes. The relatedness of
attribute fa to role Rh is π∗

a,h � E[πa,h]. A discriminatory characterization of
Rh is, hence, any suitable subset of strongly related attributes.

Communities can be characterized by relevant role affiliations (directly) and
pertinent node attributes (indirectly). The relevance of role Rh to community Ck

is ϕ∗
h,k � E[ϕh,k]. In addition, the pertinence of attribute fa to community Ck is

ω∗
a,k � E[

∑H
h=1 πa,hϕh,k]. Accordingly, Ck can be discriminatorily characterized

in terms of highly relevant roles and/or especially pertinent attributes.

6 Experimental Evaluation

An empirical assessment of CARBONARA was carried out on three real-world
benchmark data sets. Facebook (available at https://snap.stanford.edu/data/
egonets-Facebook.html) contains 10 ego-networks with 193 ground-truth circles,
4, 039 nodes, 39, 367 attributes and 88, 234 edges. Twitter (available at http://
snap.stanford.edu/data) consists of 973 ego-networks, 4, 869 ground-truth cir-
cles, 81, 306 nodes, 2, 090, 240 attributes and 1, 768, 149 edges.

Google+ (available at http://snap.stanford.edu/data/egonets-Gplus.html)
comprises 133 ego-networks, 479 ground-truth circles, 107, 614 nodes, 1, 180, 706
attributes and 13, 673, 453 edges.

CARBONARA was tested on the above data sets, in order to empirically verify
whether accounting for attributes and behavioral role patterns in the seamless
analysis of network communities and roles is actually beneficial to improved accu-
racy. For this purpose, we compared the performance of CARBONARA against
the performance of state-of-the-art competitors both in community detection
and link prediction. We considered three classes of state-of-the-art competitors.
The first class contains approaches to the simultaneous analysis of communi-
ties and roles. We are not aware of approaches belonging to such a class, that
also account for both attributes and behavioral role patterns. Therefore, we
chose TORTILLA [9] and TOMATOES [7], i.e., two recent Bayesian generative
models of networks with overlapping communities and roles. Both enable com-
munity discovery and link prediction, though disregarding node attributes as
well as behavioral role patterns. The second class includes community-detection

https://snap.stanford.edu/data/egonets-Facebook.html
https://snap.stanford.edu/data/egonets-Facebook.html
http://snap.stanford.edu/data
http://snap.stanford.edu/data
http://snap.stanford.edu/data/egonets-Gplus.html
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Fig. 5. Competitor accuracy in community discovery (F1 score)

methods. For this class we selected BAGC [25], i.e., a model-based approach
to community detection, that deals with the attributes of nodes, while disre-
garding their roles and respective behavioral patterns. The third class involves
methods for link prediction in networks with node attributes. We focused on
two such competitors, i.e., the approach in [19], which is hereinafter referred to
as AUC-MF, and LRA-SAN [11], in which link prediction is pursued via matrix
factorization.

In all tests, the input parameter K (i.e., the number of communities to dis-
cover) was set for the chosen competitors to the number of ground-truth circles
within each network. Instead, the input parameter H (i.e., the number of roles
and respective behavioral patterns) was ranged in CARBONARA, TORTILLA and
TOMATOES within the interval [2, 8].

The performance of all competitors in community discovery was quantified by
the correspondence between discovered and ground-truth communities, accord-
ing to the standard F1 score. Figure 5 shows the average agreement of the com-
munities detected by all involved competitors inside the individual networks
with the respective ground-truth communities. Notice that the performance of
BAGC is independent of parameter H, since it does not deal with roles (and
respective behavioral patterns). Remarkably, CARBONARA delivers an overcom-
ing community-detection performance for all tested values of H on each chosen
data set.

Link prediction is an insightful test, that allows for comparing the predictive
accuracy of the chosen competitors, by the extent to which these reliably predict
the presence or absence of links between nodes.

The link-prediction performance of all competitors was evaluated through
tests inspired by [13]. Overall, 5 experiments of the predictive performance of the
competing models were carried out over the benchmark networks. Each exper-
iment consisted of two steps. Firstly, the generic input network was separated
into a training set and a held-out test set. In particular, the latter was obtained
by randomly sampling the whole input network to select an equal number of
present and absent links, whose sum amounts to 15% of the overall number of
links in the whole input network.
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Fig. 6. Competitor accuracy in link prediction (AUC)
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Fig. 7. ROC analysis on individual networks from Facebook, Twitter and Google+

Secondly, the links in the held-out test set are predicted by the distinct models
inferred from the training set. The details on link prediction in CARBONARA are
provided in Sect. 5.2, whereas those about TORTILLA and TOMATOES appear,
respectively, in [9] and [7].

Figure 6 summarizes the average AUC values attained by all involved com-
petitors. Notably, CARBONARA overcomes the selected competitors in link pre-
diction for all tested values of H on each chosen data set. An insight into the
actual performance of the individual competitors is provided by Fig. 7, which
illustrates that the ROC curve of CARBONARA on individual networks from
the tested data sets is mostly dominant.

Overall, the empirical findings of Figs. 5, 6 and 7 reveal a consistently higher
accuracy of CARBONARA both in community discovery and link prediction on
the chosen data sets. This substantiates the rationality of the statistical depen-
dencies under CARBONARA, which accommodate node attributes and behav-
ioral role patterns in the joint modeling of network communities and roles.

Lastly, we inspect the results unveiled in one network from the Facebook
data set, in order to qualitatively demonstrate the interpretation of roles and
respective behavioral patterns.
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(a) Role R1 (b) Role R2 (c) Role R3

Fig. 8. Role interpretation in terms of related attributes

Fig. 9. Behavioral patterns between roles of Fig. 8

Due to the incorporation of node attributes, CARBONARA is (to the best of
our knowledge) the first network model, that provides an intelligible interpre-
tation of roles. Figure 8 shows a characterization of three of the detected roles,
in terms of mostly related attributes. Notice that, the size of attributes in the
context of each role is proportional to their degree of relatedness to that par-
ticular role (see Sect. 5.3 for details). Hence, larger sizes denote more strongly
related attributes. Accordingly, role R1 is predominantly characterized by home-
town and location. Role R2 is primarily marked by education type and education
degree. Role R3 is mainly discriminated by work employer and work location.

It is worth to emphasize that, as discussed in Sect. 5.3, a characterization as
the one in Fig. 8 is also provided by CARBONARA for communities in terms of
pertinent attributes and/or specific roles (skipped due to space requirements).

The behavior exhibited by nodes in the act of playing the roles of Fig. 8
consists in the fulfillment of corresponding social functions. These involve inter-
actions with the roles of other neighboring nodes. The discretized behavioral
patterns of Fig. 9 reveal the behaviors implied by the three social functions, in
terms of interactions of different strength between node roles.

7 Conclusions

We presented CARBONARA, a new approach to the unsupervised analysis of
communities and roles in networks, that takes advantage of node attributes and
behavioral role patterns. A comparative experimentation revealed an overcom-
ing accuracy of CARBONARA on real-world benchmark data sets, both in com-
munity discovery and link prediction. Role interpretation and behavioral role
patterns were demonstrated too.
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Further research is required to deal with various types of link and node
attributes. Also, it is interesting to study possible adaptations of CARBONARA,
that may be beneficially used for higher accuracy in social recommendation [8].
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Abstract. Jaro-Winkler distance is a measurement to measure the sim-
ilarity between two strings. Since Jaro-Winkler distance performs well
in matching personal and entity names, it is widely used in the areas
of record linkage, entity linking, information extraction. Given a query
string q, Jaro-Winkler distance similarity search finds all strings in a
dataset D whose Jaro-Winkler distance similarity with q is no more than
a given threshold τ . With the growth of the dataset size, to efficiently
perform Jaro-Winkler distance similarity search becomes challenge prob-
lem. In this paper, we propose an index-based method that relies on
a filter-and-verify framework to support efficient Jaro-Winkler distance
similarity search on a large dataset. We leverage e-variants methods to
build the index structure and pigeonhole principle to perform the search.
The experiment results clearly demonstrate the efficiency of our methods.

Keywords: Pigeonhole principle · Jaro-Winkler distance · e-variants

1 Introduction

Entity linking (EL) aims to link all mentions to potential entities in a knowl-
edge base (KB) after named entity recognition (NER). However, large amounts
of ment ions and entities become the obstacle of the efficient issue. At present,
EL methods find mentions and entity candidates using a standard lexicon. Lev-
enshtein distance is a popular distance function to filter strings, but it some-
times does not work on short strings, especially named entities. According to [4],
Jaro-Winkler distance (dJW ) is an efficient distance function to measure name-
matching task.

Mentions and entities are represented as (short) strings in lexicons. Our prob-
lem can be modeled as an approximate entity matching problem: Given a lexicon
of entity strings and a list of mention strings, we aim to find all potential entity
strings in the lexicon for each mention string. In our knowledge, [5] proposed the
only approximate entity matching methods by using Jaro-Winkler distance. The
idea is to use a trie structure to filter dissimilar strings and prune nodes in trie.
The limitation in the work [5] is that it only considers the common characters
of strings, and should traverse large amounts of nodes in the trie structure to
reach the lower bound of Jaro-Winkler distance.
c© Springer International Publishing AG 2017
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In this paper, we solve the approximate entity matching in a new perspective.
Our contribution can be summarized as follows.

– We proposed a new lower bound of Jaro-Winkler distance. Instead of index-
ing single characters, we combined characters into signatures and check the
number of common signatures between strings.

– We designed a new index structure and efficient query processing algorithm
to support Jaro-Winkler distance.

– We have conducted comprehensive experiments using several named entity
datasets. The proposed method has been shown to achieve the best perfor-
mance among all other ones.

2 Related Work

Jaro-Winkler distance is a general similarity metric used in entity linking [8,11],
record linkage [2–4,6], and data cleaning [12]. This paper focuses on how to use
Jaro-Winkler distance to performance efficient string similarity search.

For similarity metrics, such as Levenshtein distance, Jaccard similarity, cosine
similarity, index-based methods (incl. inverted index based methods and trie
based methods) are the most efficient methods of string similarity search so far.

Inverted Index Based Methods. Many state-of-the-art algorithms [13,16,17]
adopted inverted index structure to performance query processing. PassJoin [10]
partitioned strings according to pigeonhole principle into the set of substrings
and indexed these substrings. PPJoin+ [17] utilized tokens as signatures to con-
struct inverted index and introduced positional filtering and suffix filtering to
prune false positives. EdJoin [16] and qGramChunk [13] extracted q-grams or
q-chunks as signatures to build index, and they designed prefix filterings with
shorter prefix size to prune strings. NGPP [15] combined pigeonhole principle and
e-variants to generate variant strings, and indexed these strings in the inverted
index to improve query processing. Inverted index based methods are very effi-
cient in long strings.

Trie Based Methods. Trie based methods [5,7] adopted the trie structure to
perform string similarity search and join. TrieJoin [7] utilized the trie structure
to deal with edit distance metric. By adding some pruning strategies, TrieJoin
could terminate its method early. LIMES [5] worked in Jaro-Winkler distance
metric and counted the common characters between two strings by traversing
the trie structure. Trie based methods adapt to short strings, such as short titles,
person names and so on.

3 Problem Definition

Definition 1. Given a list of query mentions M and a lexicon D of entities,
the task of approximate entity matching with the Jaro-Winkler distance threshold
τJW is to find all mention-and-entity pairs < qm, se > (qm ∈ M , se ∈ D) that
dJW (qm, se) ≥ τJW .
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Notations. We denote the lexicon of entities as D and collection of mentions
as M. We use lmin and lmax to represent the minimal and maximal lengths of
strings in D. D[i] is represented as the i-th entity string in D. τJ is the threshold
of Jaro distance, and τJW is the threshold of Jaro-Winkler distance.

4 Lower Bound of Jaro-Winkler Distance

In this section, we first explore the lower bound of Jaro distance and then add
the constraint of Winkler distance.
Lower Bound of Jaro Distance. According to Jaro Distance dJ ( Eq. 1), given
strings s1 and s2, we know 0 ≤ t ≤ m

2 according to [4]. Now we set t = 0 and
design a lower bound of common characters of Jaro distance.

dJ =
1
3
(

m

|s1| +
m

|s2| +
m − t

m
) ≤ 1

3
(

m

|s1| +
m

|s2| + 1) = dlb
J (1)

If dlb
J (s1, s2) ≥ τJ , we have the number of common characters m ≥ T =

(3τj−1)|s1||s2|
|s1|+|s2| , which is the lower bound of strings s1 and s2. After calculating

T , we utilize pigeonhole principle and e-variants [15] to filter strings. Due to no
order of matching characters of Jaro distance, we sort all characters according to
a specific order L (e.g. the alphabetical order). The construction of L is ignored
due to limited space. We calculate the lower bound between s1 and s2 as follow.

1. We calculate T described above.
2. We utilize pigeonhole principle to separately partition s1 and s2 into k1 and

k2 parts P1 = {s11, s
2
1, . . . , s

k1
1 } and P2 = {s12, s

2
2, . . . , s

k2
2 }. In detail, we design

special splitting characters SC to generate partitions. SC is a set of special
characters used to partition strings according to L. s is sorted according to
L, and then partitioned according to SC as several parts.

3. We separately allocate errors for P1 and P2 as E1 = {e11, e
2
1, . . . , e

k1
1 } and

E2 = {e12, e
2
2, . . . , e

k2
2 }, where

∑k1
i=1 ei

1 = |s1| − T and
∑k2

i=1 ei
2 = |s2| − T .

4. We generate all ei
1-variants for si

1 of s1 and ej
2-variants for sj

2 of s2 (1 ≤ i ≤ k1,
1 ≤ j ≤ k2). V ar(s1, T ) and V ar(s2, T ) are denoted as sets of variants of all
partitions of s1 and s2. For example, V ar(s1, T ) =

⋃k1
i=1 ei

1 var(si
1).

Lemma 1. New lower bound of Jaro distance. For strings s1 and s2, and
the minimal common characters T , V ar(s1, T )

⋂
V ar(s2, T ) �= ∅.

Lower Bound of Jaro-Winkler Distance. Given dJW ≥ τJW and the defini-
tion of dJW , we can deduce the threshold τJ of Jaro distance dJ ≥ τJ = τJW −P ′·l

1−P ′·l .
Given s1 and s2, we calculate P ′, and then calculate τJ . Then we use the above
lower bound to check common variants of s1 and s2.
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5 Index Construction for Jaro-Winkler Distance

Given a collection of entities D, the character sequence L, the set of splitting
characters SC, and the minimum Jaro threshold τmin

J , we first construct the
index IJ of Jaro distance. L is partitioned into L1, L2, . . . LK parts according
to SC.

First, we sort each entity si ∈ D (1 ≤ i ≤ |D|) in the special order of L.
If same characters exist in one string, we consider them as different char-
acters. Then according to SC, we partition si into ki non-overlapping sub-
strings Pi = {s1i , s

2
i , . . . , s

ki
i }. Next, given the minimal threshold τmin

J , we cal-
culate the least common number of characters Tmin

i for si (i.e., maximal error).
After partition si into ki partitions, we evenly allocate errors for ki partitions
as Emax

i = {e1i , e
2
i , . . . , e

ki
i }. Finally, we generate V ar(si, T

min
i ) for si where

V ar(si, T
min
i ) =

⋃ki

j=1 ej
i var(sj

i ), and insert all elements w ∈ V ar(si, T
min
i ) as

keys and tuples (i, si, ki, e) as values into the inverted index, where i is the entity
ID of si, and e is the number of deleted characters. After inserting all entities
in IJ , we sort elements (entities) in lists according to the decreasing order of
|si| − e · ki. The reason is to apply early termination in query processing step
(See Sect. 6).

Winkler distance only considers the first four prefix characters of strings.
We construct a 4-level trie structure to index four prefix characters of strings in
D. We enumerate all four prefix characters in lexicon D, and insert them into
IJW . According to the definition of Jaro-Winkler distance, if dJW (s1, s2) ≥ τJW

we can calculate the threshold of Jaro distance at i-th level as τ i
J = τJW −i·l

1−i·l .
For example, the 2nd level of IJW means two strings have 2 common prefix
characters, and τ2

J = τJW −2l
1−2l . Thus i-level node (0 ≤ i ≤ 4) in the index IJW

denotes the index of Jaro distance IJ with threshold τ i
J .

6 Online Query Processing

6.1 Query Processing of Jaro Distance

In this section, we solve the problem of online query processing of Jaro distance.
Given a query q ∈ M, and the threshold τJ of Jaro distance, we retrieve all
strings s ∈ D that dJ(q, s) ≥ τJ .

For a query q, we sort and partition q into kq partitions Pq = {q1, q2, . . . , qkq}
according to L and SC. Considering lmin, we can get the minimal common char-
acters between q and entities in D as Tmin = (3τJ−1)|q|·lmin

|q|+lmin
. Then we generate

error allocation strategy as Emin = {e1min, e2min, . . . , e
kq

min}. Errors are evenly
allocated to each partition. Finally, we generate the variant set V ar(q, Tmin),
probe the index structure and extract corresponding inverted lists from IJ .

Tmin is the minimal common characters, and the bound is not tight enough.
In general, for any entity s ∈ D, we can deduce the common character rate RT =

T
Tmin

= |s|·(|q|+lmin)
(|q|+|s|)·lmin

. Thus, the minimal number of common characters between
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s and q are �RT · Tmin�. Meanwhile, according to Emin, we have
∑kq

i=1 ei
min =

|q| − Tmin. For any entity s ∈ D, we can allocate error as E = {e1, e2, . . . , ekq},
where

∑kq

i=1 ei = |q| − �RT · Tmin�. Due to even allocation strategy of errors, we

assign ei (1 ≤ i ≤ kq) as ei =
⌊

|q|−Tmin

|q|−�RT ·Tmin� · ei
min

⌋
.

We have the following strategies to accelerate query processing, and Algo-
rithm 1 is the pseudo-code of query processing.

1. Early Termination. In any list H of IJ , we can get tuples (eid, s, k, e) ∈ H.
Assume e is the smallest allocated error of k partitions of string s. Then we
have |s| − e · k ≥ Teid ≥ Tmin, where Teid is the least number of common
characters between s and q. According to Sect. 5, elements in list H of index
IJ are all sorted according to the decreasing order of value |s| − e · k. Thus,
we sequentially scan elements in list H until |s| − e · k ≤ Tmin.

2. Skipping Elements. We take the length of string in D into account. For an
entry (eid, s, k, e) in list H of IJ , if |s| − e · k ≥ C = (3τJ−1)|s||q|

|s|+|q| , we consider
s or eid as potential candidate, otherwise, we discard and skip it.

Algorithm 1. JS(D, q, τJ , L, SC)

Sort and partition query q into partition P = {q1, q2, . . . , qk} according to SC;1

Calculate the minimal common characters Tmin of q;2

Allocate minimal errors Emin = {e1min, e2min, . . . , ek
min}, cand = {};3

for qi ∈ P do4

Generate all variant set e var(qi) of qi;5

for w ∈ e var(qi) do6

if I[w] �= ∅ then7

H ← I[w], Tlb = (3τJ−1)|q||smin|
|q|+|smin| , where smin is the minimal length8

of string in H;
for (eid, s, k, e) ∈ H do9

if |s| − �v · k� ≤ Tlb then10

break;11

if |s| − �v · k� ≥ C and then12

cand = cand ∪ {s};13

return cand;14

6.2 Query Processing of Jaro-Winkler Distance

In the query processing of Jaro-Winkler distance, query q first traverses the trie
structure to find sets of strings that share from 0 to 4 prefix characters with q.
For each level, we calculate their corresponding thresholds of Jaro distance. The
following step is to use Algorithm 1 to find results.
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7 Experiments

7.1 Experimental Setup

The following algorithms are compared in the experiment.

– JWS, JWSN are our methods that apply Pigeonhole principle and e-variants.
Here JWSN means we turn off filtering strategies of our methods.

– LIMES 1 [5] is the trie-based method based on Jaro-Winkler distance.
– Scan is the baseline method that perform sequential scan on the existing

lexicon.

All experiments were conducted on a server with QuadCore AMD Opteron
8378@2.4GHz Processor and 96GB RAM whose system operation is Ubuntu
12.04. In our experiments, we select four publicly available datasets as follow.

– AMiner-Author [14] is a collection that contains 1.7 million author names.
– AIDA-Lexicon [9] is the lexicon of entities that contain approximate 9 million

entities from Wikipedia. We randomly sample 1 million entities as our entity
collection.

– UKB-Lexicon [1] is the lexicon of entities that contain nearly 4 million enti-
ties. We also randomly sample 1 million as one of our datasets

– IMDB is the collection that contains approximate 350 thousands actor names.

We measure the overall query response time and candidate size of each method
in the following.

7.2 Query Performance

We show the total query running time of four datasets. Figure 1(a), (b), (c)
and (d) are query time of four methods with Scan on four datasets. Because
LIMES deals with string similarity join problem, we add index construction time
into the total running time. JWSI and JWSNI are denoted as methods that
involve the index construction time with and without filtering strategies.

Among all methods, Scan almost achieves the worst performance, which is
at least 10 times slower than JWSI . LIMES has the second worst query per-
formance. For example, in Fig. 1(a), when τ = 0.84, LIMES is 20 times slower
than JWSI . Meanwhile, LIMES does not work well with a small threshold. When
τ = 0.8, LIMES is very slow and cannot beat Scan. JWSI and JWSNI are our
methods that involve the index construction time. For different τ , we always
construct the index with τmin = 0.8. JWSNI is the method with index con-
struction time but without any filtering strategies. When τ is small (e.g., 0.8,
0.82), JWSI runs almost 2 times faster than JWSNI . This is because filtering
strategies can largely prune many false positives. However, as τ increases, their
gap is becoming smaller, because pigeonhole principle and e-variants have strong
pruning power with high values of τ . JWSI and JWSNI are faster than LIMES,
1 https://github.com/AKSW/LIMES-dev.

https://github.com/AKSW/LIMES-dev
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(b) Query Time AIDA-Lexicon
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(c) Query Time UKB-Lexicon
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(d) Query Time IMDB Dataset
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Fig. 1. Query running time and average candidate number

especially when τ is small. For example, in Fig. 1(b), JWSI is nearly 3 times
faster when τ = 0.84. This is because LIMES needs to search the trie structure
to the deeper levels to make sure all results are retrieved if τ is small. To better
show the efficiency of Jaro-Winkler similarity search, JWS is the method that
excludes index construction time. JWS is much faster than any other methods.
For example, in Fig. 1(c), when τ = 0.88, JWS has 12.06 s of total query time,
which is at least 20 times faster than the best of others.

7.3 Candidate Number

We show the candidate number of JWS and JWSN (See Fig. 1(e) and (f)). With-
out filtering strategies, JWSN still has pruning power. For example, in Fig. 1(e),
JWSN can still prune 95% strings when τ = 0.8. JWS is the method that involves
filtering strategies, and its pruning power is much more powerful. In Fig. 1(e),
JWS can prune 98.82% strings when τ = 0.8, and its candidate number is approx-
imately 4 times smaller than JWSN . As τ increases, the candidate size of JWS
decreases rapidly. This is because the filtering strategies work and dominate the
whole filtering procedure with the large threshold.
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8 Conclusion

In this paper, we proposed a new lower bound of Jaro-Winkler distance to
improve query performance. By using signatures that consist of characters in
the same partition, we proposed a method of index construction and online
query processing. Moreover, we showed the query running time and candi-
date number. In future work, we consider to improve the verification cost of
Jaro-Winkler distance and propose some parallel query processing methods to
solve this problem.
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DP170103710.
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Abstract. With the speedy development of E-commerce, requests over
the internet from intensive users are soaring, especially in global online
shopping festivals. In order to meet the increasing demands of tempo-
rary capacity and reduce daily expenses, hybrid clouds are often used,
and the task scheduling problem with multi-objectives is further investi-
gated. In this paper, we firstly build a differentiated-service (Diff-Serv)
task scheduling model, and formulate a dynamic programming problem,
where the state space is too large to be solved by exhaustive iterations.
Therefore, we carefully design the value approximation function, and
with reference to the reinforcement learning theory, we put forward an
approximate dynamic programming (ADP) algorithm so as to conduct
the long-term optimization for performance benefit, energy and rental
costs. Furthermore, both scheduling quality and scheduling speed are
taken into consideration in this algorithm. Experiments with both ran-
dom synthetic workloads and Google cloud trace-logs are conducted to
evaluate the proposed algorithm, and results demonstrate that our algo-
rithm is effective and efficient, especially under bursty requests.

Keywords: Multi-objective optimization · Hybrid cloud · Task schedul-
ing · Approximate dynamic programming (ADP)

1 Introduction

With the rapid development of E-commerce techniques, requests over the inter-
net from intensive users are becoming bursty and unpredictable. In global online
shopping festivals, there are always surges in both web visits and deal volumes.
For example, the Gross Merchandise Volume (GMV) of Tmall on Singles Day
(Double 11) in 2016 amazingly reached 17.79 billion US dollars with an increase
of 32% compared with last year, covering 235 countries [4]. However, on-line
transactions on normal days are much less [6]. As a result, businesses big and
small are turning to hybrid clouds, a composition of private and public clouds
that are bound together [14]. Thus, these businesses can “own the base and
rent the spike”, in order to cut down expenses on normal days and meet sud-
den increases in temporary capacity needs. In addition, as network applications
c© Springer International Publishing AG 2017
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are getting more and more widely used in our daily life, user requests can be
classified into several types, such as user management, email, shared printing,
and system administration [16]. In Google cloud trace-logs, workloads are dis-
tinguished by two indicators: priority and scheduling class [3]. Different types
of tasks have different service requirements, and it is more reasonable to treat
them with differentiated-service (Diff-Serv) methods in practice. For example, if
you want to submit an order on a shopping website, you need to be answered
immediately. Meanwhile, the response time for sending an email is not as impor-
tant. Thus, research on Diff-Serv task scheduling with the objective of finding
the maximum benefit in the long run, is urgently needed and of practical value.

In theory, the multi-objective task scheduling problem in a hybrid cloud
is complicated. On the one hand, we should arbitrate the tradeoff of multiple
metrics, such as performance gain, energy consumption from the private cloud
and rental fees from the public cloud. On the other hand, we need to tackle the
problem of state explosions. Consider the real-time queue of each instance, and
the queue length can take continuous values. Therefore, the number of states for
one instance is uncountable and infinite, let alone the combination states of a
huge number of instances in both public and private clouds. Classical Markov
Decision Processes (MDP) do not work in this scenario due to the curse of
dimensionality [10]. What is more, a task scheduling algorithm can not be very
intricate or tedious, because a good but time-consuming algorithm does not
make any sense for some types of requests. Requests from online trading, for
example, need to be handled as soon as possible. Whereas sampling methods,
such as Sparrow [7], can quickly return scheduling results but can not guarantee
the optimality of the results. Consequently, we should pay equal attention to
both scheduling quality and scheduling speed at the same time.

There haven’t been many studies dedicated to task distributing problems in
hybrid clouds, and some great efforts are as follows.

Niu et al. [6] took advantage of Lyapunov optimization techniques to find the
optimal task-distribution under a given budget. Inspired by [6], yet we propose
new challenges in the following aspects. Firstly, in [6], they evaluated average
response time of the public cloud by the M/M/1 queuing model. It implies that
the request arrivals conform to Markovian (Poisson) distribution, which may be
less accurate in bursty workloads. Independent of Poisson hyperthesis, the effect
of our optimization can be further improved. Secondly, they considered the auto-
scaling of Amazon Web Services (AWS) cloud, but ignored the cooldown time,
during which additional instances are not allowed to be launched or terminated
[1]. Cooldown time means that there must be a certain interval of time between
two adjacent scalings, and it has a great impact on decision making. Thirdly,
they gave the optimal distribution proportion of tasks that are assigned to the
public cloud at each time epoch, not specified to each task. In other words, that
algorithm scheduled for a suitable distribution proportion at each time epoch,
whereas we devote to scheduling at the task level, which is more sophisticated.

Zuo et al. [17] formulated the task allocation problem in a hybrid cloud as
an integer programming model, and solved it by a self-adaptive learning particle
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swarm optimization-based scheduling approach. Ruben et al. [12] proposed a
heuristic method to cost-efficiently schedule deadline-constrained applications on
both public cloud providers and private infrastructures. However, what [12,17]
pursued were the best actions at each time epoch. In a stochastic process, the
sum of all the highest rewards at each time epoch may not be the optimum
from a long-term perspective. Maybe the choices, which can not result in the
highest rewards at the beginning, will lead to maximum gross income in the
long run. That is similar to the concept of “Opportunity Cost” in the field of
microeconomic theory [15].

Calheiros and Buyya [2] put forward an architecture to cost-effectively sched-
ule applications within their deadlines by considering the whole organization
workload at individual task level and proposed an accounting mechanism to
determine the share of public cloud resources to be assigned to each user. In E-
commerce, it is difficult and nearly impossible to accurately assess the deadline
of each task. For example, if you want to make an online deal, the sooner you
get response, the better. But how to set the deadline for each request? 0.1 ms
or 0.2 ms? If we set the deadline as 0.15 ms, does it mean that 0.16 ms should
be rejected? Therefore, it is better to classify requests into several serving-levels
(SLs), like Google trace-logs [3], and define different reward functions according
to different SLs. In addition, they did not take into account the multiple metrics
in hybrid clouds, such as energy costs. Furthermore, in [2] the number of rental
instances in a public cloud were fixed, and auto-scaling was not considered.

In conclusion, all previous studies that we have discussed can not address all
the requirements and challenges mentioned above. Motivated by the need of high
efficient Diff-Serv task scheduling algorithms in hybrid clouds, we put forward
an approximate dynamic programming (ADP) algorithm with the objective of
finding the long-term optimization for performance gain, rental cost from the
public cloud, and energy cost from the private cloud. Main contributions of this
work are as follows:

(1) We build a model that can simulate the practical scenario of a hybrid cloud
in a better way. We adopt the Diff-Serv method to cope with diversified
online requests. The public cloud can be auto-scaled to make full use of
resources. We also take into consideration the scaling cooldown time and its
influence.

(2) We resort to reinforcement learning theory to solve traditional stochastic
dynamic programming (SDP) problems. Thus, we do not rely on inaccurate
predictions or assumptions of incoming requests, but use a stochastic gra-
dient method to train parameters of basis functions by constantly learning
from sample paths, which indicate particular sequences of real input flows.

(3) We find an efficient way to the conduct the long-term and multi-objective
optimizations for task scheduling problems in hybrid clouds with state explo-
sions, rather than only to find local optimums in previous studies. We pro-
pose the value function approximation (VFA) that can approximate the
hard-to-calculate expectations in MDP [9] and each state value can be eas-
ily evaluated.
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The remainder of the paper is organized as follows. Section 2 introduces the
task scheduling model of a hybrid cloud and formulates the scheduling problem
as an SDP problem. In Sect. 3, we take advantage of ADP to solve the problem.
In Sect. 4, we conduct simulations and experiments to make QoS evaluations with
both random synthetic data and real trace-logs to demonstrate the applicability
and superiority of our approach under bursty requests and high throughput.
Section 5 concludes the paper.

2 Problem Formulation

A1(t) A2(t) AR(t)

Classifier

Priority
Queues

#1 #2 #Npr

Scheduler

Private
Server 1

#1 #2 #L

Private
Server M

#1 #2 #L#1 #2 #Npubt#3
Public Cloud

Instance
Queues

FE Proxy

Fig. 1. Diff-Serv task scheduling model in a
hybrid cloud

In this section, we illustrate mod-
els and notions used in this paper,
build a Diff-Serv task scheduling
model of a hybrid cloud, and for-
mulate an SDP problem.

2.1 System Model

A Diff-Serv task scheduling model
in a hybrid cloud is described in
Fig. 1. Suppose that a hybrid cloud
can receive and handle requests
from R regions. In each region,
there is a Front-End (FE) proxy
that is responsible for collecting all
types of requests in this region and
retransmitting them to Classifier.
Classifier is in charge of separating
all requests into different Priority
Queues according to the priorities
of tasks. Suppose there are Npr pri-
orities in total, and there are Npr

Priority Queues. Scheduler should
dispatch each task to a public or
private instance according to the
order of task priorities from high to
low. In this paper, we assume the tasks that have been scheduled or processed
can not be interrupted.

For the pubic cloud, such as AWS cloud [1], the number of rental instances can
be adjusted according to specific policies. For example, we can call for enlarging
the fleet of Elastic Compute Cloud (EC2) instances whenever the average CPU
utilization rate stays above ninety percent for several minutes [1]. We set Npubt

as the number of rental instances that would change with time. Besides, after
the previous scaling activity, additional EC2 instances can not be launched or
terminated again within a fixed period of time, which is called auto-scaling
cooldown time. In AWS cloud, cooldown time is often set to 6 min [1].
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For private infrastructures, suppose there are M homogeneous private
servers, and each server is virtualized into L instances (virtual machines). With-
out loss of generality, we assume the processing capacity of each private server is
fairly distributed among its hosted instances in this work. Then the processing
capacity of each instance is 1/L of the total processing capacity of a private
server.

2.2 An SDP Problem

The task scheduling problem in the above hybrid cloud model can be formulated
as an SDP problem with elements as follows.
(1) Decision Time Epoch

Decisions are executed at the beginning of each time slot, i.e., at t =
τ, 2τ, 3τ · · · , where τ is the decision time interval.
(2) System Information and State Variable

System information can be divided into two categories, endogenous informa-
tion (Ent) that changes with specific actions at each time epoch, and exogenous
information (Ext) that is only determined by external factors. (1) Endogenous
information Ent refers to tuple (Npubt, Qpubt, Qprit, URt)T in this work. Npubt

indicates the number of rental instances in the public cloud at time epoch t.
Qpubt and Qprit respectively describe the queue length of each instance in the
public and private cloud. URt represents the average CPU utilization ratio of
the public cloud for a period of time till time t. (2) Exogenous information
Ext means (Rt, Cpub, Cpri)T . Rt = (R1t, R2t, · · · , Rkt, · · · ) refers to the coming
requests (tasks) during time [t−τ, t). Each request Rkt is marked as a four tuple,
and Rkt = (Arr T ime, Sch C, Priority, Size)T . Arr T ime means the arrival
time of a task. Sch C is short for scheduling class, and roughly represents how
latency-sensitive a task is. Sch C affects machine-local policy for resource access,
and can be represented by a single number [3]. Priority denotes the priority of a
request. Size indicates instructions of a request measured in Million Instructions
(MI). Cpub and Cpri are respectively the processing capacity of a public and
private instance. They are measured in Million Instructions Per Second (MIPS),
and do not change with time. In this work, state variable St is equivalent to
endogenous information (Ent).

Suppose that a company owns 20 servers and each server is virtualized into
5 instances, and then there are totally 100 private instances. Suppose at time t,
that company rents 200 instances from a public cloud. Each instance possesses a
buffer queue. Along with the scheduling process, the value that each queue length
can get spans a continuous range, but can be separated into 103 discrete values
for simplicity according to engineering requirements. Then the total number of
states will amount to 103·(100+200), an absolutely astronomical number! In fact,
the queue length of each instance can take continuous values, and we should
also consider Npubt and URt. Thus, the number of states is uncountable and
infinite.
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(3) Decision Variable

For each Ent, there is a corresponding action xt(Ent), which means allocat-
ing each request that arrives during [t− τ, t) to a proper instance from a private
or public cloud. Then xt(Ent) is a vector, comprised of a series of scheduling
decisions at the beginning of time t, and Xt represents the value set of xt.
(4) Transition Function

Transition function describes how the system evolves from current state to
next state, given the action and exogenous information at time t. In this work,
suppose there are N Tat requests to be scheduled at time t, and then endogenous
information evolves as described in Eqs. (1), (2), (3) and (4).

Qpubt+1,n = max

{(
Qpubt,n +

N Tat∑
k=1

Rt,k,n − Cpub

)
, 0

}
(1)

Qprit+1,l,m = max

{(
Qprit,l,m +

N Tat∑
k=1

Rt,k,l,m − Cpri

)
, 0

}
(2)

URt = Monitor(Qpubt, Npubt) (3)

Npubt+1 = ASPolicy(Npubt, URt, T CD) (4)

In Eq. (1), if the kth task is allocated to instance n of the public cloud at time
t, Rt,k,n equals the size of that task, otherwise, Rt,k,n = 0. Qpubt,n represents
the queue length of the nth instance in the public cloud.

In Eq. (2), if the kth task is allocated to instance l on server m in the private
infrastructure at time t, Rt,k,l,m equals the size of that task, otherwise, Rt,k,l,m =
0. Qprit,l,m means the queue length of instance l on private server m.

In Eq. (3), Monitor() represents a function to monitor and calculate the
average CPU utilization ratio of the public cloud.

In Eq. (4), function ASPolicy() means adopting auto-scaling policy for
the public cloud. The policy should comprehensively consider the number of
instances (Npubt), average CPU utilization ratio at current time (Ave URt),
and the cooldown time (T CD). These concepts and the auto-scaling mecha-
nism will be elaborated in Sect. 4.1.
(5) Contribution Function

Contribution function determines rewards, including both gains received and
costs incurred during each time interval. It can be defined in many ways accord-
ing to specific requirements in business. Whatever the function formulas, they all
can be applied into our algorithm. In this work, we focus on performance benefit,
rental cost from the public cloud, and energy cost from private infrastructures.

The performance benefit of a request is in proportion to the throughput and
inversely in proportion to the response time [8]. At each time epoch, whatever
by private or public instances, if task k is handled, the throughput equals the
task size, measured in MI. Response time Tt,k can be calculated by Eq. (5) if
the task is scheduled to the public cloud, and by Eq. (6) if scheduled to the
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private. T trans indicates the round-trip network delay of data transmission
from Scheduler to the public cloud. Therefore, performance benefit of N Tat

tasks during the period of time [t − τ, t) can be expressed as Eq. (7), where β, η
are constant coefficients. According to Eq. (7), the performance gain of a task is
related to its scheduling class. As for a task with high Sch C, shorter response
time will lead to higher performance gain. In other words, that task is more
time-sensitive, and vice versa.

Tt,k =
Qpubt,n + Rt,k

Cpub
+ T trans (5)

Tt,k =
Qprit,l,m + Rt,k

Cpri
(6)

PBt =
N Tat∑
k=1

η ·
(

Rt,k

T
1+Sch C/β
t,k

)
(7)

Besides, power consumption of a private instance can be expressed as Eq. (8).
P is the estimated value of the power consumption of one instance. Pidle and
Pbusy respectively represent the power consumed when the server is idle and fully
utilized. μ is a parameter in proportion to the CPU utilization. The total energy
consumption of all private infrastructures during the period of time [t, t + τ)
can be calculated as Eq. (9). It is worth noting that there may be some other
formulas that can evaluate the power consumption, and they can be applied to
our algorithm only after slight alterations to VFA.

P = Pidle + μ (Pbusy − Pidle) (8)

ECt =
M∑

m=1

L∑
l=1

Pt,l,m · τ (9)

Finally, the rental cost from the public cloud is directly in proportion to the
number of public instances at time t, and can be easily calculated in Eq. (10),
where δ is a fixed scale coefficient.

RCt = δ · Npubt · τ (10)

In summary, the overall reward during the period of [t, t + τ) can be calcu-
lated in Eq. (11).

REt = PBt − ECt − RCt (11)

(6) Objective Value Function

In [11], objective value function of Ent is defined as the supremum over all
policies of the expected total rewards from decision epoch t onwards. We define
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xπ
t (Ent) as the decision made in state Ent under policy π. Then our objective

is to find the best policy π∗ ∈ Π with the largest expected total discounted
rewards over the infinite horizon as in Eq. (12). γ ∈ [0.5, 1) is a discount factor,
which measures the value at time t + τ of one unit reward received at time t.
That is to say, rewards will be discounted, and one unit of reward only has the
present value of γt after t periods. Equation (12) can also be expressed by the
recursive form in Eq. (13), which is called the Bellman Equation [9].

V π∗
= maxEπ

{
lim

N→∞

T∑
t=1

γt−1Rt(Ent, x
π
t (Ent))

}
(12)

Vt(Ent) = max
xt∈Xt

{
Rt(Ent, xt) + γE{Vt+1(Ent+1)|Ent}

}
(13)

To sum up, compared with public rental fee, energy cost from private servers
is relatively cheaper. However, if excessive requests are allocated to the private
instances, their queue lengths will be pretty long, which will lead to high response
delay and low performance profits. Thus, we need to arbitrate between the public
and the private in order to seek for the long-term optimal scheduling decision for
each task. Consequently, we put forward an ADP algorithm in the next section.

3 An ADP Algorithm

In this section, we elaborate an ADP algorithm to solve the problem mentioned
above. The overview of the algorithm is described in Algorithm 1, and the main
traits are described as follows.

Algorithm 1. Outline of the ADP algorithm
INPUT: Endogenous and exogenous information (Ent, Ext), total iteration number T , discounted
factor γ.
OUTPUT: Estimated vector θT .

1: Choose an initial state En1.
2: Initialize θ1, V (En1) and φf (En1).
3: for t = 1, 2, . . . , T do
4: if t > 1 then
5: Derive φf (En) from Ent.

6: Calculate V
x
t (Enx

t−1|θ) by Eq. (15).
7: end if
8: for k = 1, 2, . . . , N Tat do
9: Schedule the kth task by solving Eq. (14).
10: Update Qpub and Qpri.
11: end for
12: Update Ent by Eq. (1), (2), (3) and (4).
13: Compute v̂t(Ent) using Eq. (14).
14: Update θ with Eq. (18).
15: Set sample path ωt+1 as the output requests from priority Classifier.
16: end for
17: return θT .
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3.1 Stepping Forward Through Time

In classical dynamic programming, such as MDP, algorithms proceed by step-
ping backward in time [11]. It means that at each time t, we ought to pre-
know essential information at time t + τ . Therefore, most classical algorithms
on dynamic programming depend on assumed probability distribution of arriv-
ing tasks throughout time. If priori knowledge of any statistical distribution
is unpredictable and difficult to obtain in practice, classical algorithms do not
work. Accordingly, a new algorithm should make full use of exogenous sample
paths, and step forward through time. By continuously mining mass input data
information, we can constantly update action-related parameters in vector θ and
achieve the globally optimum decisions in the long run.

3.2 Introducing Concept of Post-Decision State Variable (PDSV)

In MDP, Eq. (13) has to be solved for each state Ent. But the states are infi-
nite in this paper, so an exhaustive algorithm does not work. Furthermore, in
Eq. (13), it is a kind of complex and tedious work to calculate the expectation
E{Vt+1(Ent+1)|Ent}. Especially when a state has many possible consequent
states, it is computationally intractable in practical cases to solve out the one-
step transition matrix. Thus, the concept of post-decision state variable (PDSV)
is introduced in order to avoid the ugly step of approximating the expectation
[10]. PDSV Enx

t means the state at time t after we make a decision x and before
time t+1. So in this work, PDSV is equivalent to the state value at the next time
slot, that is Enx

t = Ent+1. With PDSV, Eq. (13) can be rewritten as Eq. (14),
where v̂t(Ent) represents the evaluated sample values at time t, and V

x

t+1(Enx
t )

denotes approximate PDSV which will be illustrated in the Sect. 3.3.

v̂t(Ent) = max
xt∈Xt

{Rt(Ent, xt) + γV
x

t+1(Enx
t )} (14)

3.3 Using Value Function Approximation

To cope with state explosions in dynamic programming, we build an evaluation
function to approach the true value of each state by iterations step by step. As in
Eq. (15), the evaluation function can be constructed with basis feature function
φf (En) and parameter vector θ. f ∈ F , where f is a feature that should be
tailored for specific scenarios, and vector φf (En) can be obtained by extracting
feature information at each time t from the endogenous state tuple Ent. Vector
θ represents parameters that are used for estimating the state value function.

V
x

t (Enx
t−1|θ) =

∑
f∈F

θf · φf (Enx
t−1) (15)

In this work, rewards are mainly comprised of three parts, performance
gain, energy and rental costs. (1) The performance benefit PBt, whether in
the public or the private cloud, should possess the following properties. First,
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PBt is in proportion to the sum of available CPU processing capacities, which
are further in proportion to the number of public and private instances at
work (N W Pub,N W Pri). Second, PBt is in proportion to the number of
unhandled tasks in current instance queues (N Task Pub,N Task Pri). Third,
PBt is in inverse proportion to the sum of queue length of public and pri-
vate instances (S Q L Pub, S Q L Pri). (2) The energy cost ECt comes from
private infrastructures. Similar with the performance gain, the energy consump-
tion is also indirectly in proportion to N W Pri, and additionally in proportion
to the number of private servers that are at work (N PM on Pri). (3) The
rental cost RCt from the public cloud is in proportion to the number of rental
instances (N Pub). Thus, we can totally extract 8 features from a hybrid cloud,
and φf (En) can be expressed in Eq. (16).

φf (En) = (N W Pub,N W Pri,N Task Pub,N Task Pri,

S Q L Pub, S Q L Pri,N PM on Pri,N Pub)T (16)

3.4 Making Decisions Approximately

In line 9 of Algorithm1, we should find out the most suitable actions that can
solve the maximization problem at each time epoch t. In other words, we should
allocate a suitable instance for each task that arrives during [t−τ, t). We find that
only one of the following 3 choices may lead to obtain the maximized reward.
(1) To choose a public instance with the shortest queue length; (2) To choose a
private instance whose hosted server is hibernating, which means that no hosted
instances are at work; (3) To choose a private instance with the least queue
length. Therefore, there is no need to do comparisons with all possible actions,
just three is all right. Besides, what we compare in this algorithm are not just the
rewards of three choices, but the sum of Rt(Ent, xt) and γV

x

t+1(Enx
t ). That is to

say, when we are making decisions, both current rewards and future influences
are considered at the same time.

3.5 Updating θt by Stochastic Gradient

In order to find the most appropriate evaluation function V
x

t (Enx
t−1|θ), a sto-

chastic gradient updating strategy, which stems from reinforcement learning the-
ory, is adopted to progressively train vector θ following sample path ωt. In this
paper, ωt refers to arriving requests at each time epoch. Our aim is to find the
most suitable θ∗ that produces the minimum expected squared error (MESE)
between v̂t(Ent) and V

x

t (Enx
t−1|θ) [9], as Eq. (17). In this way, θ can be updated

step by step to approach the optimum θ∗, as is shown in Eq. (18). αt−1 represents
the step-size, and ∇ denotes the Nabla Operator to calculate the gradient.

θ∗ = arg min
θ

E

{
(v̂t − V

x

t (Enx
t−1|θ))2

2

}
(17)

θt = θt−1 − αt−1

(
v̂t(Ent) − V

x

t (Enx
t−1|θt−1)

)∇θV
x

t (Enx
t−1|θt−1)

= θt−1 − αt−1

(
v̂t(Ent) − V

x

t (Enx
t−1|θt−1)

)
φ(Enx

t−1)
(18)
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4 QoS Evaluation

In this section, we conduct simulations by Matlab 2012a, on a PC with two cores
at 3.5 GHz and with memory size of 4GB. After steps of simplifications in Sect. 3,
complicated scheduling procedure of each task can be reduced to only comparing
three candidates with elementary operations. Obviously, computation complex-
ity of the ADP algorithm can be greatly reduced, and can be solved in polynomial
time. Due to space limit, demonstration is omitted here. Thus, scheduling speed
is no more a problem with modern computers. We focus on evaluating scheduling
quality of our algorithm. We do experiments with both random synthetic work-
loads and Google trace-logs, and finally compare our algorithm with “Heuristic”
(Myopic), “Public First” and “Local First” algorithms.

4.1 Simulations on Stochastic Workloads

In order to testify the generality and wide adaptability of the ADP algorithm,
we conduct simulations under various conditions.
(1) Generating Input Variables

(a) Private Instances
We assume that a company owns 20 servers (M = 20) and each server can

be virtualized into 5 instances (L = 5). Then there are totally 100 instances for
private infrastructures.

(b) Public Auto-Scaling Strategy
Suppose that in the public cloud, the minimum number of rental instances

is set to 20, and the maximum is 500. The CPU utilization rate is real-time
monitored, and Ave URt, the average value during the last 300 time epochs
[t−300τ, t), acts as an indicator to scaling actions. The value of Ave URt and the
corresponding auto-scaling ratio of the number of public instances are described
in Table 1. Except in case 4, where Npubt stays unchanged, two scaling activities
can not happen one after another, and between them there must be an interval
time, which is the so-called cooldown time, and set to 360τ in this work.

Table 1. Auto-scaling policy

Case Average CPU utilization rate Scaling ratio

1 Ave URt = 1 135%

2 0.9 ≤ Ave URt < 1 125%

3 0.8 ≤ Ave URt < 0.9 110%

4 0.7 ≤ Ave URt < 0.8 100%

5 0.6 ≤ Ave URt < 0.7 90%

6 0.5 ≤ Ave URt < 0.6 80%

7 0 ≤ Ave URt < 0.5 70%



254 P. Zhang et al.

(c) Priority
In most cases, the number of priorities (Npr) is an integer not more than 10.
(d) Task
Assume that in normal circumstances, the number of tasks during one time

epoch and the size of each task both conform to Poisson distribution, and their
expectations respectively equal λnor and σ. Besides, in order to imitate the real
traces of online e-commerce transactions, we further suppose that additional
flash crowds of tasks would rush in at intervals.

(e) Step-Size
A step-size that is too large may lead to unconvergence of the algorithm,

whereas if it is small, the procedure of regression will be very slow. In this work,
we choose two ways to set the step-size. One is in a constant way, where the
step-size equals a constant value throughout time, αt = Cstep. The other is in a
harmonic way, where αt = a/(b+t−1). The order of magnitude of a, b determines
the declining speed of step-size, and a/b represents the original value.
(2) A Typical Simulation and Related Analysis

In the first experiment, we set Cpub = 2.0×103MIPS, Cpri = 2.6×103MIPS,
λnor = 20, λbur = 800, σ = 2 × 104MI, Npr = 5, Cstep = 0.05, a = 2500,
and b = 5000. We follow the fact that the average rental expense from a pub-
lic instance is much higher than that from a private one. We further assume
that every 8000τ , there are bursty crowds of arriving requests with λbur = 800
lasting for 25τ . This combined stochastical workload that changes with time is
depicted in Fig. 2. The X-axis is in unit of second, and the Y-axis at t represents
the sum length of tasks that arrive during [t − τ, t). We can see obvious flash
crowds periodically. The step-size changing with corresponding t is described
in Fig. 3.

Utilizing the ADP algorithm, each of the 8 elements in vector θ can sepa-
rately converge into an asymptotic value step by step. Examples of θ(N W Pri),
θ(N Task Pub) and θ(S Q L Pub) are plotted in Figs. 4, 5 and 6. In addition,
under the constant step-size rule, the curves may have more intensive oscillations
in the end, whereas under the harmonic step-size, the curves may be steep at
the beginning. Thus, due to the slightly different convergent values under two
step-size rules, we can set θ as the average value in practice.

With the final vector θ, we then conduct our ADP algorithm. Meanwhile,
we compare our algorithm with three algorithms: (1) “Heuristic” algorithm,
which directly uses measures described in Sect. 3.4, and seeks for the highest
reward at each time epoch; (2) “Public First” algorithm, in which requests are
firstly allocated to the public cloud, unless its average queue length exceeds a
threshold; (3) “Local First” algorithm, in which requests are firstly scheduled
to private infrastructures. Under the same arriving workloads, we simultane-
ously run the four algorithms, and their reward-changing curves are plotted
in Fig. 7.
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4.2 Comparative Experiments and Analysis

Next, we do simulations in cases of various environments, as listed in Table 2.
We consider situations in which CPU processing capacity of a public instance

Table 2. Different input variables

Case Cpub Cpri λnor λbur Npr σ

1 2.0 × 103 2.6 × 103 20 800 5 2 × 104

2 2.5 × 103 2.5 × 103 20 800 5 2 × 104

3 2.6 × 103 2.0 × 103 20 800 5 2 × 104

4 2.0 × 103 2.6 × 103 18 750 4 1.8 × 104

5 2.5 × 103 2.5 × 103 15 950 6 1.1 × 104

6 2.0 × 103 2.6 × 103 12 700 7 1.5 × 104

7 2.0 × 103 2.6 × 103 23 850 3 2.2 × 104

8 3.0 × 103 3.6 × 103 25 700 9 5 × 104

9 2.0 × 103 2.6 × 103 28 920 8 1.5 × 104
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is better, equal and worse than that of a private instance. Besides, input data
flows stand out distinctly in different cases. In each case, we conduct our ADP
algorithm under two step-sizes, and we can get convergent curves of all elements
in θ, similar with Figs. 4, 5 and 6. As space is limited, the curves of each θ
and reward changing with iterations are omitted here. We focus on the over-
all rewards after 500 thousand iterations, and the comparisons are shown in
Fig. 8. A group of experiments demonstrate that our approach is superior in all
circumstances.

In conclusion, our algorithm is particularly suitable for sudden bursty flows,
and the reason is simple. Due to cooldown time, the number of public instances
can not be auto-scaled again immediately when Ave URt exceeds a threshold,
but after a period of time. Whereas our algorithm can simultaneously take into
account both current and future influences. Therefore, before crowds come, our
algorithm can learn from input data and do preparations ahead of time.

4.3 Experiments Based on Google Trace-Logs

The above experiments manifest the QoS improvement and high adaptability of
our approach in stochastic synthetic workloads. In order to testify the feasibility
of this ADP algorithm in practical applications, we further carry out experiments
with Google cloud trace-logs [3], which describe workload information including
25 million tasks that span 29 days. It is especially difficult and not necessary
to exploit all the log data, and therefore we randomly select data from the 5th
hour of the 10th day to the 3th hour of the 13th day as our test sample path,
which recorded a 70-h period of traces containing 1.5 million tasks. Each task is
marked with a four tuple as Rkt, mentioned in Sect. 2.2. Size of each task can be
calculated by its execution time and resource request for CPU cores (R R CPU)
as in Eq. (19). Tfinish and Tschedule respectively denote the timestamps of FIN-
ISH and SCHEDULE events, which can be directly derived from the trace-logs
[5]. When EVICT or KILL event of a task happens, we assume it is reset back
to the initial state [13].

Size = (Tfinish − Tschedule) × R R CPU × Cpub (19)

At each time epoch, the sum length of requests that arrive during each [t −
τ, t) varies dramatically, as depicted in Fig. 9. We can clearly see that they are
mixed up with highly bursty requests, and it is pretty difficult to discover any
distribution law or to predict the trace-logs. We conduct 3 experiments and set
Cpub and Cpri respectively the same as simulation Cases 1–3 in Table 2. The
example of a convergence curve, θ(N W Pri) in real case2, is plotted in Fig. 10.
Reward comparisons of the three cases are separately described in Figs. 11, 12
and 13.
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5 Conclusion

In this paper, we investigate the long-term task scheduling problem with Diff-
Serv in hybrid clouds. We firstly build a Diff-Serv task scheduling model, con-
struct an SDP problem and then analyze its ingredients. With reference to rein-
forcement learning theory, we put forward an ADP algorithm, do comprehen-
sive experiments and comparisons to evaluate the algorithm. Experiment results
demonstrate that this work provides an effective and efficient way to handle com-
prehensive task scheduling problems in hybrid clouds, and the heuristic, public
and local first algorithms may only be effective under specific situations.
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Abstract. The hybrid cloud computing model has been attracting con-
siderable attention in the past years. Due to security and controllabil-
ity of private cloud, some special requests ask to be scheduled on pri-
vate cloud, when requests are “bursting”, the requests may be rejected
because of the limited resources of private cloud. In this paper, we pro-
pose the online cost-aware service requests scheduling strategy in hybrid
clouds (OCS) which could make suitable requests placement decisions
real-time and minimize the cost of renting public cloud resources with a
low rate of rejected requests. All service requests are divided into two cat-
egories, the special requests ask to be accepted on private cloud, and the
normal requests are insensitive on private or public cloud. In addition, all
requests arrive in random, without any prior knowledge of future arrivals.
We transform the online model into a one-shot optimization problem by
taking advantage of Lyapunov optimization techniques, then employ the
optimal decay algorithm to solve the one-shot problem. The simulation
results demonstrate that OCS is trade-off between cost and rejection
rate, meanwhile it can let the resource utilization arbitrarily close to the
optimum.

Keywords: Hybrid cloud · Service request scheduling · Cost-aware ·
Lyapunov optimization

1 Introduction

In recent years, the hybrid cloud model-private cloud plus public cloud [1] is
getting more and more attention. It is reported by Gartner Inc, that it becomes
an imperative trend of cloud computing, and more than half of large enterprises
around the world will deploy hybrid clouds by the end of 2017 [2]. Generally, an
enterprise has a private cloud and could elastically lease public clouds’ resources
when the private cloud resources are not enough. The service requests that users
ask for Virtual Machines (VMs) to be hosted on the hybrid clouds, Among
service requests, some are definitely specified to be processed on the private
cloud with the consideration of data security. For brevity of discussion, these
c© Springer International Publishing AG 2017
A. Bouguettaya et al. (Eds.): WISE 2017, Part I, LNCS 10569, pp. 259–274, 2017.
DOI: 10.1007/978-3-319-68783-4 18
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service requests are termed as the special requests. The other requests can be
scheduled on either private or public clouds, which are called the normal requests.
When service requests burst, the private cloud is incapable of responding to all
requests due to the limitation of resources. In this case, the special requests
will be possibly rejected, while the normal requests can be handled by renting
the resources of public cloud. Generally, the higher rejection rate of the special
requests, the worse service performance of the hybrid cloud, so we propose the
online cost-aware service requests scheduling strategy in hybrid clouds (OCS)
which could make appropriate requests scheduling decisions with a low rejection
rate while minimize the cost of renting public cloud resources.

About service requests scheduling, Quarati et al. [3] present a set of broker
strategies for hybrid clouds aimed at the execution of various instances of the
weather prediction WRF model subject to different user requirements and com-
putational conditions. It focuses on scheduling four types requests based on the
reservation of a static quota of resources of private cloud and assumes that the
arrivals of requests are known. This assumption is not realistic and the reser-
vation of a static quota may result in a waste of private cloud resources. Also,
Hao et al. [4] design a generalized resources placement methodology that can
work across different cloud architectures, with real-time requests arrivals and
departures. Maguluri and Srikant [5] propose a load balancing and scheduling
algorithm in clouds that is revenue optimal, unknown the duration of service
request in advance. However, they are both not for requests scheduling in hybrid
clouds, so they could not consider resource limitation of private cloud and the
special requests. Our goal is to minimize the cost of hybrid clouds with an
acceptable rejection rate.

Fully exploring the concept of “owning the base and renting the insufficient”
[6] in hybrid cloud model remains challenging in practice. First, due to security
and controllability of private cloud, some special requests ask to be scheduled
on private cloud, when requests are “bursting”, the requests may be rejected
because of the limited resources of private cloud, it is a critical challenge that
guarantees low rejection rate and minimizes the cost of renting public cloud
resources at the same time. Second, requests arrivals and departures, the num-
ber of requests arrivals and type of virtual machine (VM) are all random, it is
difficult to predict the requests arrival rate at next time-slot. Third, the original
problem model is a time average problem during the whole time-slots, it is also
critical challenge to transform the original problem into a one-shot optimization
problem.

In this paper, we present the OCS. First, our objective is to minimizes
the average cost of renting public cloud resources with an acceptable rejection
rate. Then we take advantage of Lyapunov optimization techniques to trans-
form the online model into a one-shot optimization problem. Finally, we employ
an optimal decay algorithm for solving the one-shot optimization problem. The
simulation results demonstrate that our scheduling strategy can let the resource
utilization of the private cloud arbitrarily close to the optimum on hybrid cloud
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scenario and minimize the cost of renting public cloud resources as well as guar-
antee an acceptable rejection rate when meeting “bursting”.

Our main contributions are:

– We formulate the service requests scheduling problem in hybrid clouds as
an optimization problem, and consider the rejection rate as the constraint
condition.

– We use the Lyapunov optimization techniques to transform the original opti-
mization problem into a one-shot optimization problem and employ an opti-
mal decay algorithm to solve the one-shot optimization problem.

– We conduct simulations and demonstrate our scheduling strategy, and the
results show that can make the resource utilization of the private cloud arbi-
trarily close to the optimum and be trade-off between cost and rejection rate.

The remainder of this paper is organized as follows. We present the sys-
tem definition and problem model (Sect. 2). We formulate the online requests
scheduling problem (Sect. 3). We discuss the evaluation results (Sect. 4). Finally,
we describe the related works and conclude the paper (Sects. 5 and 6).

2 System Model

In this section, we define the formulation of the service requests scheduling prob-
lem in hybrid clouds. And then, we build an online service requests model for
the problem.

2.1 Problem Definition

We now formally define the problem of the online cost-aware service requests
scheduling in hybrid clouds (OCS). All service requests in the strategy model
are divided into two categories, the special requests ask to be processed on private
cloud, and the normal requests are insensitive on private or public clouds. We
assume that there are multiple requests arrivals in every time-slot, and number
of requests, duration of each request, and number of VM in any time-slot are
all random. t indexes the time-slot. Suppose that Rvi = (ai1t, ai2t, · · · , aiht; ti)
is a vector that denotes the special request only accepted by the private cloud,
and i ∈ {1, 2, · · · , nt}, nt is the number of special requests in the t-th time-slot.
ti is the duration of the request Rvi. Raj = (bj1t, bj2t, · · · , bjht; tj) is a vector
that denotes the normal request accepted by the private or public cloud, and
j ∈ {1, 2, · · · ,mt}, mt is the number of normal requests in the t-th time-slot. tj
is the duration of the request Raj . We use Tkt to denote the available capacity
of the k resource on private cloud in the t-th time-slot. Typical resources include
CPU, memory, storage disk and I/O bandwidth, when k = 1 denotes the resource
is CPU, in the same way, k = 2, k = 3 or k = 4 denotes the resource is memory,
storage disk or I/O bandwidth respectively. We assume that there are h classes of
VMs, the amount of resource k required to host a VM of class v is given by Mvk,
and v ∈ {1, 2, · · · , h}, aivt or bjvt denotes the request Rvi or Raj asks for the
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number of VMv in the t-th time-slot respectively. We let the cv denote the unit
expenses of VMv on public clouds in the t-th time-slot. Because the private cloud
belongs to the inherent property in the enterprise, we assume that the expenses
of requests accepted on the private cloud is zero, so we consider the expenses
of renting public cloud resources as the cost for the problem. Yit and Zjt are
zero-one decision variables. If Yit = 1, the special request Rvi is accepted in the
t-th time-slot by the private cloud, and if Yit = 0, the request Rvi is rejected,
and we assume that the threshold of rejection rate is α. When the Zjt = 1,
the request Raj is accepted in the t-th time-slot by the private cloud, and if the
Zjt = 0, the request Raj is accepted by public cloud. The objective of the hybrid
clouds service provider is to distribute these service requests so as to minimize
its total cost. Specifically, we want the service requests scheduling decisions to
be made in a dynamic manner. The problem parameters and decision variables
are defined in Table 1.

2.2 Problem Modeling

The problem can be formulated as the following IP model. The cost of the hybrid
clouds Rt in the t-th time-slot.

Rt =
mt∑

j=1

h∑

v=1

(1 − Zjt)bjvtcvtj , (1)

From the perspective of cost, as the cost metric of an enterprise, we minimize
the average cost as objection function. So the optimization problem can be for-
mulated as follows:

Minimize:

lim
T→+∞

1
T

T−1∑

t=0

Rt (2)

subject to:
Yit, Zjt ∈ {0, 1} (3)

nt∑

i=1

h∑

v=1

Yitaivtvvk +
mt∑

j=1

h∑

v=1

Zjtbjvtvvk ≤ Tkt, (4)

lim
T→+∞

∑T−1
t=0

∑nt

i=1 Yit∑T−1
t=0 nt

≥ 1 − α (5)

The objective function (2) represents the average cost in total T time-slots,
and we get the service requests scheduling decisions in each time-slot by opti-
mizing the problem (2). Constraint (3) gives the definitions of the decision vari-
ables. Constraint (4) ensures resources capacities of accepted requests by the pri-
vate cloud are not beyond its spare capacities in each time-slot, k ∈ {1, 2, 3, 4}.
Constraint (5) restricts average rejection rate of the special requests below the
threshold value α. From the formulation, we can see that the problem is an online
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Table 1. Key parameters

Notation Definition

Rvi The vector denotes special request

Raj The vector denotes normal request

Yit Yit ∈ {0, 1}, when Yit = 1, the special request is accepted
by the private cloud; And if Yit = 0 the request is rejected

Zjt Zjt ∈ {0, 1} when Zjt = 1, the normal request is accepted
by the private cloud; And if Zjt = 0 the request is accepted by public
cloud

h The number of the type of VM

V Weighting factor

α The threshold of rejection rate

aivt The special request asks for the number of VMv

in the t-th time-slot. ajvt ∈ [0, N ]

bjvt The normal request asks for the number of VMv

in the t-th time-slot. bjvt ∈ [0, N ]

ti Duration for service request

cv The unit expense of VMv in public cloud

Mvk The k resource capacity of VMv

Tkt The k resource total spare volume of private cloud
in the t-th time-slot, k ∈ {1, 2, 3, 4}

nt The number of the special requests in t-th time-slot

mt The number of the normal requests in t-th time-slot

Ns The noted solution

d The queue of decay sequences

service requests scheduling, and it is very difficult to solve the problem (2). We
transform the original online model into a one-shot optimization problem by
taking advantage of Lyapunov optimization techniques.

3 Online Cost-Aware Service Requests Scheduling
Strategy

We consider that there are multiple requests in each time-slot, and the requests
arrivals are random. The objective function is to minimize the average cost
of renting the public cloud resources. The constraint (4) guarantees that the
resource amount of accepted requests below the total capacity of spare k resource
in the t-th time-slot, and the constraint (5) however implies that the average
rejection rate of the special requests must not exceed the given threshold value
α. During the t + 1-th time-slot, the below Eq. (6) records the number of the
rejected special requests. As a result, a closer examination on the constraint



264 Y. Cao et al.

suggests that the inequality (5) can be modeled as a queue H(t). When the
rejected number H(t), that is the length of the queue, is stable. We can take
advantage of Lyapunov optimization techniques [7] to transform the problem (2)
into a one-shot optimization problem.

3.1 Problem Transformation by Lyapunov Optimization

Based on the above analysis, in order to capture the number of rejected special
requests which is above the threshold value, we introduce the virtual queue H(t),
which is used to accumulate the part of the rejected number that exceeds the
maximum permitted number in the t-th time-slot. Initially, we define H(0) = 0
and then update the queue according to Eq. (6), inequality (5) guarantees the
virtual queue H(t) is bounded. Whereas, if the virtual queue H(t) is unbounded,
more and more special requests are rejected, worse and worse service performance
of the hybrid clouds is, under the circumstance, it is necessary to upgrade the
infrastructure of private cloud for improving performance.

H(t + 1) = max{H(t) + nt(1 − α) −
nt∑

i=1

Yit, 0} (6)

Lemma 1. The queue H(t) is stable. limT→+∞
H(T )

T = 0.

In order to save space, the proof process is omitted here. Taking advantage of
Lyapunov optimization techniques, we consider the Lyapunov function L(H(t))
as follows:

L(H(t)) =
1
2
H2(t). (7)

The larger of the H(t), the more number of rejected special requests, the con-
straint (5) is hard to meet, specifically, the average rejection rate exceeds the
threshold α. Therefore, it is essential to keep the average rejection rate being
below the threshold value. First we define the one-slot Lyapunov drift of L(H(t))
as follows:

Δ(L(H(t))) = E{L(H(t + 1)) − L(H(t))|H(t)}. (8)

Lemma 2. For any t ∈ [0, T − 1], given any possible control decision, the Lya-
punov drift Δ(L(H(t))) can be deterministically bounded as follows:

Δ(L(H(t))) ≤ 1
2
n2

t α
2 + H(t)E[nt(1 − α) −

nt∑

i=1

Yit|H(t)]. (9)

In order to save space, the proof process is omitted here. According to the
Lemma 2, we get the upper bound of Δ(L(H(t))), after bounding the one-slot
Lyapunov drift, we can minimize the upper bound to meet the constraint (5). If
we add a penalty term V Rt to both sides of the inequality (9).
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V Rt + Δ(L(H(t))) ≤ 1
2
n2

t α
2 + V Rt

+ H(t)E[nt(1 − α) −
nt∑

i=1

Yit|H(t)].
(10)

So, the underlying objective of our optimal scheduling decisions is to minimize
the bound on the following expression in one-shot optimization problem, that is
the each time-slot problem. And the problem (2) can be transformed as follows:
Minimize:

V Rt + H(t)[nt(1 − α) −
nt∑

i=1

Yit] (11)

s.t. constraints (3) and (4).
Until now, we have transformed the long-term optimization problem to

the above optimization problem in each time-slot. During each time-slot t ∈
{0, 1, · · · , T − 1}, we minimize the amount of rejected special requests and the
cost of renting public cloud resources. And V is a weighting factor to adjust our
emphasis on the rejected amount and the cost of renting public cloud resources,
by tuning it, we can choose which objective we need to underline.

3.2 The Analysis of the Relationship Between Cost of Renting
and Rejected Requests Number

We now analyze the relationship between cost of renting and number of rejected
requests, with any parameter V such that V > 0, we assume that Rop is the
optimal cost of renting in theory during any time-slot t ∈ {0, 1, · · · , T − 1}.

1
T

T−1∑

t=0

Rt = Rop. (12)

Based on the constraint (5), we have

∑T−1
t=0

∑nt

i=1(1 − Yit)∑T−1
t=0 nt

≤ α. (13)

Due to α is an upper bound of inequality (13), there must exist a β, and β > 0,
which can make the inequality (13) to the following form

∑T−1
t=0

∑nt

i=1(1 − Yit)∑T−1
t=0 nt

≤ 1 − α − β. (14)

The problem (11) implies that we should make decisions to minimize right side
of inequality (10). By applying Rop to inequality (10), and summing up the
inequality (10) over time-slot t ∈ {0, 1, · · · , T − 1}, and then dividing both sides
by T , we have
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V

T

T−1∑

t=0

Rt +
L(H(T )) − L(H(0))

T

≤ 1
2
n2

t α
2 + V Rop − β

T

T−1∑

t=0

H(t).

(15)

Due to the H(t) stability, we get limT→∞
H(t)

T = 0,
H(t) is bounded, so limT→∞

L(H(t))−L(H(0))
T = 0.

Due to the − β
T

∑T−1
t=0 H(t) < 0, we have

lim
T→∞

1
T

T−1∑

t=0

Rt ≤ n2
t α

2

2V
+ Rop. (16)

Meanwhile, note that V
T

∑T−1
t=0 Rt > 0, we have

lim
T→∞

1
T

T−1∑

t=0

Ht ≤
1
2n2

t α
2 + V Rop

β
. (17)

The inequalities (16) and (17) prove that the relationship cost of renting
and number of rejected requests is tradeoff. The inequality (16) shows that the
average cost of renting under the online service requests scheduling can be pushed
closer to the optimum value Rop when the V is very large. However, if the V
is too large, the H(t) will be unstable, which means that the rejection rate of
special requests exceeds the threshold value α. And if the V is too small, the cost
of renting public clouds become very large. So within the above online service
requests scheduling strategy, tuning the parameter V such that V > 0 for all
t ∈ {0, 1, · · · , T − 1}, we can minimize both the cost of renting and the number
of rejected requests.

3.3 Optimal Decay Algorithm for the Zero-One Integer Linear
Programming

Toward the problem (11), it is a representative zero-one integer linear program-
ming problem. Generally, solving the problem by the enumeration method or
branch and bound method [8], there are some special methods for the problem,
such as for the assignment problem with the Hungarian method. However, there
are unknown number of requests in each time-slot for our problem, the perfor-
mance of solving the problem lies on the amount of requests in each time-slot.
When the amount is very huge, the performance of these traditional methods
of solving the problem is not good and the algorithm complexity is O(2n) (n
is the number of decision variables). So it is crucial to improve the speed of
solving the problem (11). Zhao et al. [9] proposes cards-flipping algorithm for
Zero-one integer linear programming, which can examine the former Si possi-
ble solutions in turn and without traversing the objection function values of all
possible solutions, and if the Si-th is the first feasible solution, the solution is
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optimal, without any calculation for the rest of 2n − Si possible solutions, the
total amount of calculations is Si. Based on [9], we propose the optimal decay
algorithm (ODA) for the problem (11). The processes of solving the problem
as follows: Firstly, getting the optimal solution of objective function without
considering any constraint conditions, this is the loosest solution, we can call it
as the noted solution Ns. And secondly, validating the noted solution whether
meets the constraints (3) and (4). If not, we get a new noted solution Ns in
terms of decay sequence d0 with minimum decay value in the decay queue d
instead of the pre-noted solution. The last, validating it whether satisfies the
constraints (3) and (4) or not, if so, the new Ns is the optimal solution, if not,
continuing to validate the next new noted solution according to the new d0 until
we find the optimal solution. Refer to Algorithm1 for details.

d is the queue of decay sequences, and decay sequence is a sequence of 0 and
1, the initial d is {(0, · · · , 0, 1)}. Such as there are three decision variables x1, x2,
x3 and their coefficients are a1, a2, a3 respective in a minimization problem, if
|a2| ≥ |a1| ≥ |a3|, the Cs is the indexes sequence of the sorted decision variables,
Cs = (2, 1, 3). If a decay sequence di = (0, 1, 1), its decay value dvi = |a1|+ |a3|.
The di can be transformed into di+1 = (1, 0, 1) and di+2 = (1, 1, 1) [9].

Lemma 3. The noted solution is the optimal solution.

Proof. The objective function is minimized
Assuming the noted solution is Ns, and the i-th element is Nsi, and ai is its
coefficient, Rn is the objection function value of the problem (11).

Nsi =

{
0 ai > 0
1 ai < 0.

(18)

Ns
′
is the any solution (not noted solution), and the i-th element is Ns

′
i, R is the

objection function value of any solution. We assume the Nsi �= Ns
′
i. (otherwise,

the any solution is noted solution)

1© if ai > 0:
In term of the equation (18), the Nsi = 0;
Due to the Nsi �= Ns

′
i, the Ns

′
i = 1;

So Rn − R = aiNsi − aiNs
′
i = 0 − ai = −|ai|.

2© if ai < 0:
In term of the equation (18), the Nsi = 1;
Due to the Nsi �= Ns

′
i, the Ns

′
i = 0;

So Rn − R = aiNsi − aiNs
′
i = ai − 0 = −|ai|.

In summary, in term of 1© and 2©, the Rn < R.

For the any Nsi �= Ns
′
i the objection function value of any solution is always

greater than the noted solution’s, so the objection function value of noted solu-
tion is the minimum value, and the noted solution is the optimal solution.
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Algorithm 1. Optimal Decay Algorithm for the 0-1 Integer Linear Programming
Input: Tkt, Rvi, Raj , 1 ≤ i ≤ nt, 1 ≤ j ≤ mt;
Output: Ns = (Y1t, · · · , Ynt , Z1t, · · · , Zmt);
1: get the initial d and the noted solution

Ns = [1, 1, · · · , 1]
2: if Ns meets Constraint (3) and (4) then
3: Ns is the optimal solution
4: end if
5: if Ns does not meet constraint (3) and (4) then
6: repeat
7: for i = 0 to nt + mt do
8: if (d0[i] == 1) // d0 is the minimization decay sequence in the queue d
9: ind = Cs[i] // Cs is the index sequence of the sorted decision variable

10: Ns[ind] = abs(Ns[ind] − 1) // ind is the index of decision variable
11: end for
12: if Ns does not meet Constraint (3) and (4) then
13: transform d0 into d1 and d2, and then delete d0 from the queue d
14: calculate decay values dv1 and dv2 and insert them according to their decay

values ascending into d
15: end if
16: until Ns meets Constraint (3) and (4) or d is empty
17: if Ns meets Constraint (3) and (4) then
18: Ns is the optimal solution
19: end if
20: if d is empty then
21: the problem (14) no solution
22: end if
23: end if

Lemma 4: The decay value of d0 is minimum during no verified decay sequences
every time.

Proof. Assuming any decay sequence

di = (q1, · · · , qi−1, 1, 1, 0, · · · , qn),
qi = 1, qi+1 = 1, the others are 0, w = (b1, · · · , bn),
b1 ≥ · · · ≥ bn ≥ 0, i ∈ {1, · · · , n}, � is vector inner product.
the di is transformed into the below two decay sequences di+1 and di+2,
di+1 = (0, · · · , 1, 0, 1, 0, · · · , 0),
di+2 = (0, · · · , 1, 1, 1, 0, · · · , 0),
dvi+1 − dvi = w � di+1 − w � di = bi+1 − bi,
so dvi+1 ≥ dvi. dvi+2 − dvi = w � di+2 − w � di = bi−1,
so dvi+2 ≥ dvi.

Due to the decay value of d0 is minimum in the queue d and the decay values of
other decay sequences are not in the queue d and are greater than any decay val-
ues in d, so the decay value of d0 is minimum during no verified decay sequences
every time.
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In term of Algorithm 1, the total number of decay sequences is 2nt in the
t-th time-slot, so this algorithm can traverse all possible solutions in the worst
case. Based on the Lemmas 3 and 4, we know that the algorithm do not need to
traverse all possible solutions, and it only calculate and validate the former Si

possible solutions, and without any calculations for the rest of 2nt − Si possible
solutions, so the computational complexity is O(Si) and reliability is equivalent
to enumeration method.

4 Performance Evaluation

In this section, we conduct the simulations to evaluate the performance of the
online cost-aware service requests scheduling in hybrid clouds. due to without
any priori knowledge of future request arrival pattern, amount of resources and
types, and service time, so we use synthetic resources requests generated by
statistical function.

4.1 Simulation Setup

We set the capacity of private cloud: 100 vCPUs, 300 Gb RAM, 2000 Gb disk
storage, and the prices of VMs are based on Aliyun’s pricing model.

Requests Arrival Pattern: We assume the resource requests arrival pattern
follows the poisson arrival; The amount of resources and types, and service time
are all generated randomly by statistical function. In addition, we also design
two other request arrival patterns, one is that the request arrival pattern follows
an uniform distribution [10] and the amount of VM and service time of every
request also follow an uniform distribution, the other is that the number of
requests arrivals is constant and the amount of VMs and service time of every
request are also constant [3].

Two Requests Scheduling Strategies for Comparison: In order to explore
the performance of the online service requests scheduling in hybrid clouds. We set
two simple strategies to be compared with the online cost-aware service requests
scheduling in hybrid clouds (OCS). One is the “public cloud first”, which tends
to response all the normal requests to public cloud. The other strategy is the
“private cloud first” strategy, it allows to respond the all resource requests to
the private cloud as many as possible, which is a totally contrary strategy to
“public cloud first”. By comparing OCS with such two extreme strategies, we
can analyze the performance of OCS more clearly.

4.2 Performance Evaluation

Cost of Renting. We apply three different optimizing strategies to three request
arrival patterns. And the results are displayed in Fig. 1. The request arrival
pattern is introduced in Sect. 4.1. In Fig. 1, we can observe that the average cost
of the “public cloud first” strategy is the maximum among the three strategies,
because all requests except the special requests are all scheduled to the public
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cloud, the cost of all normal requests is maximum. While the “private cloud first”
strategy can enable the cost is minimum, because of all requests scheduled to the
private cloud first if the resources of private cloud are enough for these requests,
and the cost of resources of the private cloud is free due to the private cloud
with enterprise’s own property, so it is the optimal strategy of cost minimization.
However, in our problem, the “private cloud first” strategy is not good because
it makes more number of rejected requests in Fig. 2. Based on Figs. 1 and 2,
although it seems that OCS is not outstanding in either cost of renting or
number of rejected requests, we can discover that OCS is trying to make a
tradeoff between the cost of renting and number of rejected requests.
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Fig. 2. Average number of rejected
requests

Number of Rejected Requests. As illustrated in Fig. 2, the average number
of “public cloud first” strategy is minimum, because the “public cloud first”
strategy makes the private cloud only to accept the special requests but the
normal requests are all scheduled to the public cloud. On the contrary, the
average number of “private cloud first” strategy is maximum among the three
strategies, due to all requests first scheduled to the private cloud, the resources
of private cloud are quickly used up, leading to more special requests rejected.
If the objective of problem is to minimize rejection rate, the “public cloud first”
is optimal strategy. However, our objective is to minimize the cost of renting
public cloud resources, and the average number and cost of renting of OCS
strategy are both between the above two strategies. Based on Figs. 1 and 2,
the average cost of “private cloud first” strategy is minimum but the average
number of rejected requests is maximum, and the number of “public cloud first”
strategy is minimum yet the average cost of renting public cloud resources is
maximum. However, the cost and number of OCS are both between the above
two strategies, it seems that to cost a little bit more for less number of rejected
requests, the OCS is searching the balancing point of service quality between
the “public cloud first” and “private cloud first”.

Resource Utilization of Private Cloud. Figures 3, 4 and 5 show the resource
utilization of “public cloud first” strategy is almost always lower than the other
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two strategies over time-slots, although the strategy guarantees the lowest rejec-
tion rate, it will cause the waste of resources of private cloud. On the contrary, the
resource utilization of “private cloud first” strategy is almost highest among the
three strategies over time-slots, it is very clearly that any requests are scheduled
to the private cloud first if the resources of private cloud are enough. However,
the resource utilization of OCS strategy is nearly the same with “private cloud
first” strategy over time-slots, the OCS strategy can minimize the cost of rent-
ing public cloud resources under guaranteeing the low rejection rate, meanwhile
it can make full use of the private cloud resources. The cost of renting and
number of rejected requests tradeoff. To analysis the trade-off between
the cost of renting public cloud resources and number of rejected requests, we
vary the parameter V to choose the metric we want to emphasize, average cost
of renting and average number. In Fig. 6, by tuning the value of V to a small
one, we can observe that the average number of rejected requests is small while
the cost of renting is large. Meanwhile, by setting a large value of V , it brings
markedly increase of the average number and decrease of the average cost of
renting. Furthermore, when the average cost drops, the average number grows
remarkably. And choosing a value of V represents how much we emphasize the
average cost compared to the average number of rejected requests and finally get
most suitable V to trade-off the average cost of renting public cloud resources
and number of rejected requests.

5 Related Work

For scheduling in hybrid clouds, there are main two aspects, scheduling service
requests and application tasks. And some works consider the problem of service
requests scheduling in clouds [3–5]. We discuss the service requests scheduling
problem in this paper, and we recognize that only the work [3] that is similar
to our work. [3] takes four types of user resources requests into consideration
in hybrid clouds, our study differs in at least three important aspects. First,
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we model the user service requests scheduling in the hybrid clouds and employ
Lyapunov optimization techniques to transform the objection function. Second
the model is suitable for all kinds of users service requests. Third, our work
proposes an online service requests to schedule the user requests in hybrid clouds.
However, [3] only analyzes the historic data and the average number of rejected
requests, and the rejection rate can not be guaranteed. Currently, there are a lot
of works [11–13] about the application tasks scheduling in clouds, and [13] takes
straggler tasks into consideration the tasks scheduling in cloud, our next work
will study the straggler tasks in hybrid clouds.

A majority of the existing literatures leverage Lyapunov optimization tech-
niques. For example, with respect to cloud bursting, [6] takes advantage of Lya-
punov optimization techniques to design an online decision algorithm for requests
scheduling. [14] proposes dynamic service migration and workload scheduling in
edge-clouds, and models a sequential decision making markov decision problem,
then use the technique of Lyapunov optimization over renewals. In addition,
some works [15,16] apply the auction scheduling method in cloud. In this paper,
we use the techniques of Lyapunov optimization to transform the average time
problem to optimization problem in each time-slot.

6 Conclusion

With increasing the hybrid cloud model in enterprises, due to the limited
resources of private cloud, it is necessary to consider the service requests schedul-
ing between private cloud and public cloud. In this paper, we design an online
algorithm to schedule users’ service requests, meanwhile, the method minimizes
the cost of renting public cloud resources with an acceptable rejection rate. By
applying Lyapunov optimization techniques, we can make scheduling decisions
for all requests in each time-slot. Furthermore, we employ the optimal decay
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algorithm for the zero-one integer linear programming to solve the optimiza-
tion problem. The simulation results demonstrate that our scheduling strategy
can make the resource utilization of the private cloud arbitrarily close to the
optimum and be trade-off between cost of renting public cloud resources and
rejection rate of the special requests.

Acknowledgments. This work has been funded by High-Tech Research and Devel-
opment Program of China under grant No. 2015AA01A202 and partly supported by
NSFC (Nos. 61170238, 61420106010).
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Abstract. Service-based processes represent compositions of software
services that need to be properly executed by the resources offered by
an IT infrastructure within a company. Due to the dynamic changes in
their QoS requirements, service-based processes are constantly evolving
and demanding new resources. To ensure agility and support more flexi-
bility, it is common today for enterprises to outsource their service-based
processes to cloud environments and recently to cloud federations. The
main challenge in this regard is to ensure an optimal allocation of cloud
resources to process services overtime. In fact, given the diversity of the
resources within a federation and the continuous changes of the process
QoS needs, the reallocation of cloud resources to process services may
result in high computing costs and an increase in the communication
overheads. In this paper, we propose a novel adaptive resource alloca-
tion approach which can estimate and optimize the final deployment
costs. We use agent-based systems to simulate processes’ enactment. To
cope with the services’ QoS changes and dynamically adapt the initial
deployment, we propose an extended version of the Pairwise-Movement
Fiduccia-Mattheyses (E-PMFM) partitioning algorithm. Our experimen-
tal results highlight the efficiency of E-PMFM algorithm and show that
deployment costs are sensitive to the initial deployment and the used
partitioning algorithm.

Keywords: Cloud federation · Service-based process · Dynamic alloca-
tion · Estimation · Optimization

1 Introduction

Service-based processes (SP) are increasingly used for creating new added value
to enterprises’ business processes by composing services and invoking them
dynamically. In composed services, it is crucial to cope with the dynamic QoS
changes that can arise at run-time. For example, during peak hours, service com-
ponent requirements may spike, and as a consequence, additional computational
resources need to be allocated. In order to ensure agility, support more flexibility
c© Springer International Publishing AG 2017
A. Bouguettaya et al. (Eds.): WISE 2017, Part I, LNCS 10569, pp. 275–289, 2017.
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and enable greater scalability, it is common today for enterprises to outsource
their SPs to cloud environments, and recently, to cloud federations. A cloud
federation consists of two or more interconnected cloud providers. It provides
a higher scalable infrastructure that allows to optimize resources’ delivery and
meet the business requirements within a given organization.

To make an efficient use of cloud federations, enterprises need to find ways to
efficiently allocate the cloud resources to their SPs services that result in reduced
deployment costs. Since services’ requirements may be subject to continuous
changes during run-time, the initial allocation may need to be efficiently adapted
by allocating additional resources and/or de-allocating existing ones. However,
given the diversity of the cloud resources within a cloud federation, process
services’ reallocation may result in high computing costs and an increase in the
communication overheads. Consequently, selecting the right resources to achieve
an efficient deployment is a challenging task. Efficiency is expressed in terms of
reduced overall deployment costs while fulfilling the process QoS requirements.

In the frame of this work, we propose a novel adaptive resource allocation
approach to deploy efficiently SPs to cloud federations. Our approach takes as
input (i) an SP with dynamic QoS needs, (ii) a cloud federation with its diverse
resources, and (iii) a set of external events that impacts the services’ QoS require-
ments overtime and induces demands for new resource allocation. It then esti-
mates and optimizes the overall deployment costs by allocating the right low-cost
resources while maintaining a reduced communication overhead. The estima-
tion and optimization are dynamically performed whenever changes in the QoS
requirements occur during run-time. To achieve our goal, we use Agent-Based
Systems (ABS) to simulate process enactment. We map the task of finding an
efficient deployment to a graph partitioning problem. We propose an extension of
the Pairwise-Movement Fiduccia-Mattheyses (E-PMFM) partitioning algorithm
to cope with the problem of finding a deployment with minimal costs. E-PMFM
allows to allocate low-cost cloud resources that fulfill the process QoS needs and
reduce the communication overheads between the pairs of interacting services.
As communication is a key challenge in cloud environments, E-PMFM focuses
mainly on minimizing the amount of the transferred data between the allocated
resources within the cloud federation. The implemented approach highlights the
efficiency of the proposed E-PMFM algorithm and shows that the final deploy-
ment costs of an SP with dynamic QoS needs are sensitive to multiple factors
such as the initial deployment and the used partitioning algorithm. Thus far,
resource allocation is addressed for SPs from a control flow perspective within
either the same cloud provider [6] or the hybrid cloud [5], to improve mainly
resource utilization. To the best of our knowledge, this is the first approach that
focuses on SPs with dynamic QoS needs and takes into account the features of
using an inter-cloud environment.

The rest of the paper is organized as follows: Sect. 2 presents a motiva-
tion example. Section 3 provides an overview of the basic concepts. Section 4
presents the proposed deployment approach as well as a detailed description of
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the extended PMFM. Section 5 describes the experimental results. Related work
and Conclusions are presented respectively in Sects. 6 and 7.

2 Motivating Example

In this section we present a running example that will be used to illustrate our
approach. We consider the SP shown in Fig. 1 that needs to be deployed in the
cloud federation shown in Fig. 2. The SP is modeled using the graphical standard
language BPMN. The initial QoS requirements (at time t = t0) of some services
are attached to them. The changed QoS requirements during the execution of
the process (at time t = t1) are also attached in blue. For example, initially (at
t = t0), the service S1 needs a cloud resource with minimum levels of Security(S)
S = 50% and Availability (A) A = 50%. It also needs to be assigned to a Virtual
Machine (VM) with a minimal bandwidth b = 100 Mbit/s, a minimal memory
ram = 2 GB and a minimal CPU cpu = 5 Mb. The cloud federation shown
in Fig. 2 interconnects two cloud providers cloud1 and cloud2. Each provider is
characterized by a set of hosted virtual machines as well as minimum of security
and availability levels. Further, each VM is characterized by its compute price,
maximum number of instances and a set of capabilities including cpu, ram and
bandwidth. For example, cloud2 has (1) three VMs {vm1, vm2, vm3}; (2) S level
of 60% and; (3) A level of 50%. The VM vm3 of cloud2 has a compute price
of 0,07$/hour and can host only 2 instances. Moreover, it has a ram of 7 Gb, a
50 Mb of cpu and a bandwidth of 150Mb/S. Further the cloud federation has a
maximal bandwidth of 60 Gb/S with 5$/hour as a price.

Fig. 1. An SP with initial QoS requirements (at t = t0) and changed QoS requirements
during execution (at t = t1) (Color figure online)

A proper SP deployment to a cloud federation consists of (i) starting from
an efficient initial allocation of cloud resources to the process services that min-
imizes the deployment costs and (ii) reacting to the process dynamics overtime,
by leasing the right cloud resources and deploying services over them while min-
imizing the overall costs. Assume that, as initial efficient deployment, both the
services S1 and S2 are assigned to vm3 within cloud2. At (t = t1), an external
event occurs; both services go through changes in their QoS requirements (shown
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Fig. 2. Cloud federation (Color figure
online)

Fig. 3. Possible resources allocation of
the SP at time (t = t1) within the cloud
federation

in the blue annotations attached to the services in Fig. 1) which exceed the capa-
bilities of the current allocated resource. Consequently new resource allocations
are required. At this stage, multiple feasible deployments with different costs
are possible. An example of two possible process deployments is illustrated in
Fig. 3. The thick and thin ellipsis correspond to the first and second possible
deployments respectively. However, the first solution costs (10 $), whereas the
second is charged for (7 $). Thus, among all the possible deployments, we are
interested in finding the cost-efficient solution that minimizes the compute and
data transfer costs.

The next section provides an overview of the basic concepts. Afterwards, the
proposed approach to solve the aforementioned issue is presented.

3 Preliminaries and Background

In this section, we provide an overview of the basic concepts introduced in the
frame of this work including (i) cloud federation, (ii) dynamic business process
and (iii) adaptive deployment of SP.

3.1 Cloud Federation

A federation refers to the union of two or more interconnected cloud providers
via a given bandwidth. Each cloud provider offers minimum of security and
availability levels for the services. Further, it provides a set of virtual machines
characterized by compute and data transfer costs as well as a set of capabilities
including cpu, memory and bandwidth. Similarly to [10], we define cloud provider
and cloud federation respectively, in Definitions 1 and 2.

Definition 1: (Cloud Provider) A cloud provider C is defined as a pair C =
(CapC , VM ), where:

– CapC = (S,Av) represents the competences of C in terms of Security S ∈
R>0 and Availability Av ∈ R>0.
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– VM = {V Mi | i ≥ 1} represents the sets of virtual machines provided within
C. Each VM is defined as a tuple VM = (pc, pd,mr,mc,mb) where the terms
correspond respectively to the compute price ($/hour), data transfer price
($/GB), maximum memory capacity (Gb), maximum compute capacity (Gb),
and the maximum bandwidth capacity (Mb/s).

Definition 2: (Cloud Federation) A cloud federation is defined as F =
(CapF , CF ) where:

– CapF = (B, pdf) is the characteristics of F in terms of bandwidth (Mb/s)
and price ($/hour).

– CF = {Ci | i ≥ 1} represents the set of the interconnected cloud providers
within F .

An example of a cloud federation F = (CapF , CF ) is depicted in Fig. 2,
where CapF = (60Gb/s, 5$/hour) and CF = {C1, C2}; C2 = (CapC , VM ) where
CapC=(60%, 50%) and VM = {V M1, V M2, V M3}; V M3=(0.07 $/hour, 0.02
$/hour, 2, 150 Mb, 7 Gb, 150 Mbit/s).

3.2 Service-Based Process

In our work, we define an SP as a process with varying demands for compu-
tational cloud resources overtime caused by the variations in the services’ QoS
requirements. We use ABS [3] to model and simulate the deployment of SPs to
cloud federations. An ABS represents a set of agents1 in interactions according
to the sequencing logic defined within the process. An agent is an active entity
(real/virtual), having a set of abilities and skills to achieve its goals. It has a set
of QoS requirements that need to be fulfilled during the deployment and that
changes dynamically due to the emergence of a set of external events. An exter-
nal event occurs at a specific time t during the execution of an SP and affects the
QoS requirements of one or multiple agents. For example, during peak hours, an
agent may require additional memory and computing resources.

There exist many design methodologies [9,12] to represent an ABS as well
as techniques to map from different process modeling notations (e.g. BPMN) to
ABS models [2,7]. The mapping to ABS models is out of scope of this paper. In
this work, we assume that an ABS is constructed given a mapping function. To
make the approach as general as possible, we give an abstracted representation
of an ABS, referred to as agent-based graph, that will be used by our algorithm
to derive an efficient deployment.

Let A be a universe of agents. The formal definitions of agent QoS, exter-
nal events’ changes and agent-based graph are given in Definitions 3, 4 and 5
respectively.

Definition 3: (Agent QoS) Let A ∈ A be an agent. The QoS needs of A are
defined as a tuple QoS = (s, a, rr, rc, rd) where s represents the minimal required
1 An agent is equivalent to a service within the process. In the remainder, we will use

the term agent instead of service.
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security level (%), a depicts the minimal required availability (%), rr, rc and rd
are respectively the minimal required memory (Gb), computing capacity (Gb)
and bandwidth (Mb/s). We use the shorthand QoSA to refer to the QoS of the
agent A.

For example, in the SP illustrated in Fig. 1, at time (t = t0) QoSS1=(50%,
50%, 5 Mb, 2 Gb, 100 Mbit/s).

Definition 4: (External event change) A change in the QoS requirements
of an agent A ∈ A caused by an external event is defined as a tuple δ = (t,QoS′)
where:

– t represents the time unit at which the change should be applied;
– QoS′ = (s′, a′, rr′, rc′, rd′) are the new QoS requirements.

We use the shorthand δ(A,t) to refer to the external event change that affects
the agent A at time t. We denote by ΔA the set of external events’ changes that
occur for the service A during the execution of an SP.

For example, in Fig. 1, δ(A1,t1) = (t1, QoS′
A) where QoS′

A=(50%,50%,100
Mb,7 Gb,100 Mbit/s) is the external event change applied to A at time t1.

Definition 5: Agent-Based Graph (ABG) An ABG is defined as a tuple
ABG = (Ag, I,QAg,ΔAg,WI) where:

– Ag ⊆ A represents the non-empty set of agents composing the system;
– I ⊆ Ag × Ag represents the set of direct interactions between the agents. An

interaction denotes the exchange of messages between the agents;
– QAg = {QoSA | A ∈ Ag} is the set of agents’ initial QoS requirements (at

t=t0);
– ΔAg = {ΔA | A ∈ Ag} is the set of external events changes of the agents in

the system;
– Wi : I → R≥0 is a function that assigns for an interaction i ∈ I, a weight

w ∈ R≥0 which denotes the amount of the exchanged data between two
agents.

3.3 Adaptive Deployment of SP

The adaptive deployment of an SP represented as an ABS into a cloud federation
consists of allocating dynamically for each agent in the ABS the appropriate VM
within the federation, once an external event occurs.

Let ABG = (Ag, I,QAg,ΔAg,WI) be the agent-based graph of an ABS,
F = (CapF , CF ) be the cloud federation and ξ = {t0, t1, . . . , tk} be the time
units at which external events occur. The deployment of ABG into F is formally
given in Definition 6.

Definition 6: Adaptive Process Deployment The adaptive process deploy-
ment of an ABG into F is a function D : Ag × ξ → CF × VM which is invoked
at different time units corresponding to the occurrence of external events. It
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assigns for each agent A ∈ Ag a virtual machine V M ∈ VM in the cloud C ∈ CF .
We denote by D = {(A1,D(A1, t)), (A2,D(A2, t)), . . . , (An,D(An, t))} the set of
agents and their allocated resources at time t.

For example, in the process deployment illustrated in Fig. 3, an external event
occurs at t = t1. The deployment of S1 at t1 is defined as D(S1, t1) = (C2, vm2).

The deployment of an ABG into F needs to be cost-efficient, i.e. the distrib-
ution of the agents during runtime over the leased cloud resources should result
in minimal compute and data transfer costs. In the following section, we detail
our approach, that, given an ABG and a cloud federation, dynamically finds
cost-efficient deployments.

4 Proposed Approach

In this section we present our approach for estimating and optimizing the adap-
tive deployment of an SP to a cloud federation.

4.1 Overview of the Approach

The main steps of the approach are presented in Algorithm1. It takes as input
an ABG, the cloud federation F , the number of steps required to complete the
execution (tend expressed in terms of a time unit) and the time units at which
the external event changes occur (the set ξ)2. Once the simulation starts, the
algorithm checks at each time unit if a new deployment is required (Lines 3–
10). If this is the case, the simulation is suspended and our extended E-PMFM
is invoked (Line 6 detailed in Sect. 4.2). The E-PMFM computes a cost-efficient
deployment according to the changes in the agents’ QoS requirements. Then, the
resources are reallocated according to the newly computed deployment and the
simulation is resumed (Lines 7–8). Since t0 ∈ ξ, the algorithm will also compute
the initial deployment.

4.2 E-PMFM Partitioning Algorithm

Our objective is to assign each agent in the ABG to one of the VMs belong-
ing to the federation that fulfills the QoS requirements. At the same time, we
aim at finding a deployment in which the total cost of the exchanged data and
the compute price between the set of allocated VMs is minimized. We see the
problem as a graph partitioning problem in which the VMs of a federation can
be represented as a weighted graph. The weight is a function of the amount of
the transferred data. Our goal is to find a k partition of the graph where each
partition represents the set of VMs within the same cloud that are allocated
to some agents in the ABG. The communication costs between the VMs of one
partition as well as between partitions should be minimal.
2 Note that we also include t0 in ξ in order to be able to compute the initial

deployment.
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Algorithm 1. Pseudo code for estimating and optimizing SP cloud deployment
Input: ABG,F , tend, ξ = (t1, t2, .., tk)
Output: D
1: Start the Simulation
2: stepsim ← 0 � Simulation Step
3: while stepsim �= tend do
4: if stepsim ∈ ξ then
5: Suspend the Simulation
6: D = E-PMFM(ABG, stepsim)
7: Perform re-allocation according to D
8: Resume Simulation
9: end if

10: stepsim ← stepsim + 1
11: end while

To do so, we propose to extend the PMFM algorithm which was firstly intro-
duced in [1]. PMFM focuses mainly on the use of the graph-based bi-partitioning
algorithm Fiduccia-Mattheyses (FM) [4]. It takes as input a graph and provides
as output a graph partitioned into k subsets such that the number of intra- and
inter-edges interconnecting the partitions is minimal. Our extension E-PMFM
is different from the original variant in the sense that:

– Our partitioning requirements are different, i.e. we aim at minimizing the
cost of communications instead of their number. In this context, it can be the
case that the number of communications is high between the partitions but
the costs are low and vice versa.

– We are not only looking for partitions with minimal costs, but also we should
take into consideration the problem of finding VMs that can fulfill the QoS
requirements. In this context, it can be also the case that there exists a k
partition with minimal costs, however, the VMs within the partitions do not
fulfill the QoS requirements of some agents.

E-PMFM (Algorithm 2) takes as input the ABG, the Cloud federation F and
the time unit t at which some external event changes should occur. It provides as
output a deployment D (see Definition 6) which assigns each agent in the ABG
to a pair of a cloud provider and a VM in the cloud federation. The algorithm is
performed in two steps. The first step generates a graph on which the partitioning
will be performed (Line 1 detailed in Sect. 4.2). The second step performs our
extended E-FM (Lines 2–4 detailed in Sect. 4.2).

First Fit Algorithm. The first step consists of generating a graph on which
the partitioning will be performed. Such graph should depict the communication
overhead between some initially allocated VMs as well as between their corre-
sponding clouds. Roughly speaking, the graph is nested and consists of three
layers. The first layer corresponds to the ABG and shows the communication
between the agents. The second layer shows the VMs in the cloud federation
and the communication between the allocated ones. The third layer shows the
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Algorithm 2. E-PMFM Algorithm
Input: ABG, t
Output: D
1: Generate a deployment graph by applying a first-fit algorithm
2: Generate an initial partitioning of cloud blocks and VM blocks
3: Find a cloud block partitioning
4: Find a VM block partitioning

communication between the cloud providers to which the VMs belong. We refer
to this graph as deployment graph. An example of a deployment graph is shown
in Fig. 4. The first layer (graph with smallest nodes’ size) in the graph cor-
responds to the SP in Fig. 3. The second layer shows the VMs in the cloud
federation in Fig. 2 as nodes. The VMs are connected if they are allocated to
interacting agents. The third layer shows the cloud providers to which the VMs
belong as nodes. The edges are annotated with weights that are defined as the
data exchange between the agents in the ABG multiplied by the computing and
bandwidth prices in the federation.

Fig. 4. An example of a deployment graph

In order to generate the deployment graph, we need to find an initial allo-
cation. To do so, we apply a first-fit algorithm (Line 1 in Algorithm2) which
assigns the set of agents to low-cost VMs. In our work, the used algorithm con-
sists of allocating for each agent the low-cost available VM instance within the
appropriate cloud provider. The algorithm takes as input, an ordered list of the
agents to be deployed as well as an ordered list of the clouds and VMs to be
leased. As output, it provides a deployment solution that assigns each agent to
the first VM instance found in the ordered list that can fulfill the agent’s QoS
requirements defined by δ at time t (see Definition 4).

E-FM Extension. The E-FM step performs the partitioning on the generated
deployment graph. The partitions, referred to as blocks, are defined at two levels:
(i) at the level of cloud providers, denoted as cloud blocks (third layer in the
deployment graph) and (ii) at the level of VMs, denoted as VM blocks (second
layer in the deployment graph). The cloud blocks show the distribution of the
agents between the cloud providers while the VM blocks show the distribution
of the agents between the VMs.
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The algorithm starts by assuming an initial partitioning where the cloud
and VM blocks are defined according to the initial allocation in the deploy-
ment graph. For example, in Fig. 4, there exist (i) two cloud blocks that contain
{A1, A3, A5} and {A2, A4, A6} respectively and (ii) four VM blocks that contain
{A3, A5}, {A1}, {A6} and {A2, A4} respectively. The algorithm then tries to
partition the graph into new blocks that have lower communication overheads
by migrating the agents in the deployment graph to different VMs in different
cloud providers. This is performed in two phases. In the first phase, the algo-
rithm finds a new partitioning of cloud blocks that minimizes the inter-cloud
communication overheads; whereas, in the second phase, a partitioning of VM
blocks is created that reduces the communications between the VMs instances
within the same cloud provider.

The decision to migrate agents or not (from a cloud provider to another or
from a VM to another) is based on a computed gain. In our extension, a gain of
an agent A is the change in the amount of the communicated data when an agent
is moved from a block b1 to a block b2. The gain associated to A is defined as:

gain(A, b1, b2) = WS(A, b2) − WE(A, b1) (1)

where WS(A, b2) is the amount of the total communicated data between A
and the agents in the block b2. It corresponds to the sum of the edges’ weights
connecting A to nodes in the block b2. WE(A, b1) is the amount of the total
communicated data between A and the agents within the same block b1. It
corresponds to the sum of edges’ weights connecting A to nodes in the same
block b1. The gain of A associated with the migration from b1 to b2 is only valid
if b2 contains a VM that fulfills the QoS requirements of A.

5 Experiments and Results

The proposed approach is implemented and a set of experiments are performed
in order to: (i) analyze the performance results of applying the E-PMFM and its
integral version (detailed in Sect. 5.1); and (ii) compare our proposed approach
to a naive one consisting of allocating cloud resources without considering the
partitioning phase (detailed in Sect. 5.2).

As input we considered three configurations and four different initial allo-
cations (P1, P2, P3, P4) generated using the first fit algorithm for the same
ABG. As shown in Table 1, the configurations vary from each other in terms of
the total number of agents (services) within each ABG and they share the same
infrastructure. The used cloud federation interconnects seven cloud providers
having respectively 34, 32, 34, 33, 34, 34 and 30 Vms types. Further, we define
in Table 2 the set of external events, which impact the process QoS needs over-
time. The experiments were conducted on a laptop with a 64-bit Intel Core
2.10 GHz CPU, 4 GB RAM and Windows 7 as operating system. Due to space
limitations, we show the results corresponding to Config. 2 using a maximal num-
ber of VM instances equal to 1 Table 1). The conclusions obtained for Config. 1
and Config. 3 are similar to those found with Config. 2.
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Table 1. Experimental setting: configurations and cloud federation properties

Configurations Agents number Cloud federation

Cloud providers
number

Number of Vms
types

Maximum
instances

Config. 1 10 7 34, 32,34, 33,34,34,30 1

Config. 2 50 2,3 4,4 3,5, 3

Config. 3 100

Table 2. External events

Events Time (Sim step) Affected agents (%) Affected QoS

e1 2 100% CPU, RAM

e2 4 50%

e3 6 20%

e4 8 5%

5.1 Experiment 1: E-PMFM Vs PMFM

In this section we compare E-PMFM and PMFM using the following efficiency
criteria: (i) total link number (NL) inter/intra cloud; (ii) total exchanged data
size (DS) inter/intra cloud; and (iii) the number of used VM instances. Both algo-
rithms are executed using as input the four initial allocations generated using the
first fit algorithm. Further, both algorithms are performed within two types of
infrastructure: (i) Rigid (R) where the partitioning is carried out on a deployment
graph that shows only the cloud resources initially leased in the first-fit allocation
phase and; (ii) Flexible (F) where the partitioning is performed on the deploy-
ment graph where non-initially allocated VMs are included and can be allocated.

E-PMFM vs PMFM (Cloud partitioning): Figures 5 and 6 present respec-
tively the total number of the inter-cloud links and the amount of the inter-cloud
exchanged data, before and after performing both the PMFM and E-PMFM par-
titioning algorithms using flexible and rigid infrastructures. The results show
that, regardless the infrastructure type (F or R), E-PMFM provides better
results in terms of reduced NL and DS. However, the execution of E-PMFM
on a flexible infrastructure gives the best results. In fact, the use of a flexible
deployment environment in the partitioning phase, provides more opportuni-
ties for the agents with the largest gains to migrate and consequently reduces
the inter-cloud communication overheads. Whereas within a rigid infrastructure,
there are two cases:

– If the number of the leased VM instances is large enough, the E-PMFM
algorithm has more opportunities to move the agents in-between the clouds.
For example, the number of the allocated VM instances within P1 and P2
is almost the half of the total agents’ number; thus the E-PMFM obtains
more reduced inter-cloud communication overheads compared to the initial
allocation.
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– If the number of the allocated VM instance is small compared to the total
agents’ number, the partitioning algorithm converged to a local solution,
where multiple agents can be moved between the cloud but their QoS require-
ments cannot be fulfilled. For example, the number of the leased cloud
resources within P3 and P4 is almost the quarter of the total agents’ num-
ber, as shown in Figs. 5 and 6. Therefore, the E-PMFM does not improve the
quality of the deployment in such situation.

Fig. 5. Inter-cloud link number Fig. 6. Inter-cloud data Size

Fig. 7. Intra-cloud link number Fig. 8. Intra-cloud data Size

E-PMFM Vs PMFM (VMs partitioning): Figures 7 and 8 present respec-
tively the total number of the intra-cloud links and the amount of the intra-cloud
exchanged data, before and after performing both the PMFM and E-PMFM par-
titioning algorithms. With all the initial partitions, the execution of E-PMFM for
cloud partitioning using a flexible infrastructure, resulted in the highest decrease
in the inter-cloud communication overheads, which became after the first parti-
tioning intra-cloud exchanges Consequently, as shown in Figs. 5 and 6, E-PMFM
with a flexible infrastructure presents highest links number within all the par-
titions. While, when it comes to the exchanged data, the partitions P3 and P4
presents lowest exchanged amount of data; although, they have the highest links
number. Thereby, the minimization of the links number using PMFM does not
ensure the reduction in the amount of the exchanged data. Further, as it is
shown in the Fig. 9, our modified algorithm uses less Vms instances with all the
partitions. In fact, reducing both inter and intra clouds data exchanges allows
to cluster the agents and minimize their dispersion within the federation.



Adaptive Deployment of Service-Based Processes into Cloud Federations 287

5.2 Experiment 2: E-PMFM Vs Naive Approach

In this section, we analyze the performance, in terms of total deployment costs,
of our proposed approach against a naive approach that does not consider the
partitioning phases during reallocation. A set of external events are defined in
Table 2. Further, we selected two different initial allocations (P1 and P2), in
order to determine its impact on the overall costs. Due to space limitations, the
results corresponds only to Config. 2 in Table 1 on a flexible infrastructure.

As it is shown in Fig. 10 the conducted experiments give the following results:

– The E-PMFM algorithm used with P1 provides the best results in terms of
reduced deployment costs overtime.

– From the beginning of the simulation till the (step = 4), both of the performed
approaches using P2 as input, gave worse results (increased costs) than the
case where P1 is used as initial partition.

– From (step > 4), our approach based on using the E-PMFM algorithm (Algo-
rithm2) provides better results than the naive approach using both P1 and
P2.

– The initial partition generated using the first fit algorithm has an impact on
the overall deployment costs. In fact, a good partition from the beginning of
the simulation provides better results in terms of reduced deployment costs.
Further, considering the use of a graph-based partitioning algorithm to main-
tain a low communication overhead within the ABG is of great importance
to reduce the data transfer costs.

Fig. 9. Number of the used VM
instances

Fig. 10. The proposed approach vs a
naive routine

6 Related Work

In this section, we discuss the related work of deploying service-based processes as
well as business processes into cloud environments. In [13], the authors propose
a Petri net decomposition approach to provision service-based processes with
platform resources to achieve its appropriate deployment into clouds. Whereas
in our work, we focus on the dynamic provisioning of the SP with the suitable
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IaaS resources to meet the continuous changes of the process QoS needs. In
[8], the authors tackle the deployment challenges of business processes into a
cloud infrastructure from the perspective of the process owner. The proposed
approach consists of three main phases including process execution prediction,
resource allocation and the cost estimation. In comparison to our work, Only
execution time and resources reuse are taken into consideration, whereas no
strategies are convoked to minimize the communication overhead. Further, they
consider the deployment into one cloud provider and they do not address the
varying demands for computational cloud resources. In [6], the authors present a
self adaptive resource allocation strategy for elastic process execution in a cloud
environment. In fact based on a previous knowledge about the current and future
process landscape, the cloud resources are automatically allocated or released.
The authors focus mainly on avoiding over and under provisioning of the VMs,
however, nothing is mentioned about reducing the communication overheads
within the process. In [5], a Mixed Integer Linear Programming (MILP) tech-
nique is used to ensure a cost-efficient scheduling of an elastic process into a
hybrid cloud. The proposed model takes into consideration the data transfer in
order to reduce the overall deployment costs. Also in [10], the authors propose
a Linear program (LP) in order to determine for a configurable business process
the optimal process variant deployment into a cloud federation. The proposed
model takes into consideration the compute and the data transfer costs. How-
ever in [11], the authors claim that LP are not suitable to resolve the deployment
of large-scale applications (large number of components) across computational
infrastructures. In fact, the amount of time and resources required to resolve the
problem grow exponentially with the size of a given application. Thus, heuristics
are required to provide a faster good solution.

7 Conclusion

In this paper, we presented an adaptive cost-efficient approach to deploy SP to
cloud federation. We used agent-based systems to simulate SP during runtime.
Also we focused on using an extended version of PMFM partitioning algorithm to
allocate low cost resources and reduce the communication overhead (data flow)
between the agents (services). We compared the E-PMFM to its integral version
PMFM and we found that the first algorithm provides better results in terms
of both reduced data transfers and number of used VM instances within the
federation. Furthermore, we compared our proposed approach to a naive routine,
which does not consider the minimization of the communication overheads. Our
approach provided better results in terms of reduced costs. Also, the obtained
results proved that the initial used allocations have impacts on the final costs of
the deployment solution.

As a future work, we plan to improve our proposed algorithm in order to
provide effective deployment solutions efficient for services based on configurable
processes.
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Abstract. Cloud services registry is a cloud services datadase which
contains thousands of records of cloud consumers’ reviews and cloud ser-
vices, such as Platform as a Service (PaaS) and Infrastructure as a Service
(IaaS). The data set is harvested from a web portal called www.serchen.
com. Each record holds detail information about the service such as ser-
vice name, service description, categories, key features, service provider
link and review list. Each review contains reviewer name, review date
and review content. This work is an extension of our previous work Blue
Pages data set [6]. The data set is valuable for future research in cloud
service identification, discovery, comparison and selection.

Keywords: Cloud services data set · Service discovery ·Web harvesting

1 Introduction

With the modernization of IT technologies, cloud computing a critical compo-
nent for organizations digital business by delivering computing resources as a
service, such as Software as a Service (SaaS), Platform as a Service (PaaS) and
Infrastructure as a Service (IaaS). Cloud computing with on-demand services
brings many benefits to businesses by ensuring service availability and scala-
bility, saving cost, improving efficiency and productivity [11]. In recent years,
there has been an ongoing demand for businesses to adopt public cloud ser-
vices. A forecast conducted by Cisco predicts that both public and private cloud
markets will continue to grow between 2015 and 2020 [12]. However, the pub-
lic cloud is expected to grow stronger than the private cloud. Service discovery
and selection are challenging tasks for businesses as a result of the rapid growth
in cloud services market. Using search engines, such as Bing and Google, is a
traditional way to discover cloud services on the World Wide Web (WWW).
This method enables consumers to find cloud services-related information. How-
ever, the consumers will need to peruse the content of each website content and
compare service offerings manually to decide the most suitable cloud service for
their needs, such as Database tools. Their search results may return irrelevant
information, which makes the search effort more difficult.
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Another way to locate cloud services information is via web portals such as
GetApp (https://www.getapp.com/). web portals offer a significant number of
records of cloud service, but it is difficult to obtain up-to-date information when
data changes. In recent years, therefore, cloud service discovery has attracted
significant attention in the research community. Ontology-based cloud discovery
approaches have been proposed in most of researches in cloud service discov-
ery area. An ontology in semantic web technologies is often used to illustrate
information and relationships. Cloud services ontology is usually based on the
National Institution Standards and Technology (NIST) cloud computing stan-
dard and specifications [11]. For instance, a crawler engine is built to harvest
web portals using cloud ontology concepts [13].

In [3,4] the authors carried out a categorization for cloud services based on
cloud service ontology concepts. Other studies by [2,15] also categorized cloud
services using business ontology concepts to help businesses find the most suit-
able cloud business service.

To identify the most appropriate solutions for cloud service discovery and
selection, Alkalbani and Hussain [7] conducted a thorough review of current
cloud discovery approaches and proposed eight criteria for comparing the cur-
rent cloud discovery approaches. In general, a challenge for cloud service dis-
covery approaches is to provide a consistent public registry with the ability to
automatically identify and update service information in the registry [7,14].

A cloud services registry can offer a complete list of cloud services from
multiple resources to give an insight into service information and facilitate the
process of discovering and selecting cloud services with up-to-date information
in the market. To address this need, the aim of this work is to provide a com-
prehensive data set which contains real world SaaS, PaaS and IaaS cloud service
offerings. The data set is our future research extension to the Blue Pages data
set [6].

To achieve our objectives, we used the latest web scraping technologies to har-
vest useful cloud service data from a cloud service web portal. web scraping is a
well-known technique for harvesting data from the WWW by gathering web page
data. Serchen Marketplace, www.serchen.com [1] is an excellent source of cloud
services. This website contains thousands of records on cloud services in SaaS,
PaaS and IaaS categories. It also has a significant number of reviews from cus-
tomers about these services. In the developed harvesting tool, sample metadata
are collected by tool users to provide a thorough analysis of the selected website.
The collected sample metadata is analyzed by an algorithm to learn its structure
via HTML page format, which serves as an the indicator to locate exactly where
and how to harvest the information that the users expect. The metadata struc-
ture learned is the core for the harvesting process, in which thousands of web
pages are extracted from the structure using scripting programming techniques.
The data set holds all the useful services data obtained from the Internet portal.
Each record stores service information such as service name, service description,
categories, key features, service provider link and review list. Each review has
information about reviewer name, review date and review content. At this stage,

https://www.getapp.com/
www.serchen.com
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we only harvest one portal with a view to developing a tool with the capacity
to harvest future web portals. The data set contains more than 6000 cloud ser-
vices and 5000 customer reviews. We plan to provide a mechanism for updating
data to obtain up-to-date information from web portals. The rest of this paper
is structured as follows: Sect. 2 discusses some related works on crawling cloud
service data sets from the web. The results and analysis presented in Sect. 3.
The conclusion and further improvements will be presented in Sect. 4.

2 Related Work

There is very little research in the literature that focuses on providing cloud ser-
vice data sets. In [9] Han and Sim and [10] Kang and Sim, the authors designed
and developed a crawler engine to discover cloud services via the web and pro-
vided statistics and details on available cloud services in their local repository. In
practice, the authors introduced a cloud service ontology that supported the dis-
covery and collection of cloud services web links via general search engines such
as Google and Yahoo. The cloud ontology was also used to filter the collected
data set to remove invalid service web links. The final result showed that there
are around 5883 valid cloud services available on the web including 1552 cloud
services implemented using Service Oriented Computing (SOC). However, the
study does not provide a complete view of cloud services published on the web.
The reason is that the authors used only the most general and abstract ontology
concepts to search via general search engines for cloud services as IaaS, PaaS,
SaaS, storage, communication, etc., which might provide only a cross-section
of what is available on the web and therefore lead to inaccurate conclusions.
Furthermore, the collected data sets lack main service information such as ser-
vice provider name and service URL; also they include inadequate cloud services
information that does not have semantic meaning.

Gong and Sim [8] presented a method to deal with the lack of cloud services
information based on crawlers that are designed to collect information from
several web resources. The authors targeted the most popular services providers,
such as AWS, Rackspace, and Gogrid. A crawler is designed for each cloud
service provider which gathers only service specification and service price for
each service from the cloud provider’s website. The data is stored locally, and
a k-mean clustering algorithm performs is performed on them to detect the
similarities and differences between cloud services. One of the limitations of this
study is that it does relies only on popular service providers where it crawls
the world wide web for cloud services is another potential concern because it
provides a complete view of what cloud services are available through the web.
Another problem with this approach is that it does not take into account the
need to provide a publicly available clud market data set.

Another open source crawler engine providing a central repository for cloud
services in SaaS was proposed by Alkalbani et al. [5]. This approach used the
Nutch-Hadoop crawler to harvest cloud web portals and store data in SQL data-
base. However, the drawback of this data set is the lack of QoS information and
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Fig. 1. List of some cloud service reviews
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the fact that it only offers service name and URL [7]. To provide a more meaning-
ful data set, another research in this area focuses on developing a web scraping
tool to harvest SaaS offers. However, the data sets mentioned above contains
only service name and service URL.

To address the need identified above, we propose to develop a new web scrap-
ing tool in this paper that can efficiently harvest cloud services from the cloud
service marketplace to create a central cloud services registry. The new approach
seeks to take advantage of the flexibility of the data structure displayed on web
pages, enabling tool users to control the meaning, content and multi-level struc-
ture of the harvested data set. The tool also has the capacity for collecting data
from future cloud service web portals using the same methodology, providing the
registry with the potential to contain all the cloud services available on the web.

3 Results and Analysis

The primary objective of our work is to provide a cloud service data set to cloud
consumers, comprised of IaaS, PaaS and SaaS. The significant level of informa-
tion will enable users to use the dataset for multiple purposes; For instance,
based on the reviews of consumers of cloud services providers, an organization
can compare and decide the most suitable services for their functional needs. This
study has collected information about 6000 services and 5000 service providers
reviews from the Serchen Marketplace. The result shows that there are many
cloud services providers offering a huge amount of services for specific areas such
as dedicated hosting and web hosting. In contrast, there are fewer cloud services
offered in some areas. For example, the web hosting category has the highest
number of cloud services at 1500, where as there are zero cloud services offering
Anti-Money Laundering Software. The review data set (consumer’s comments)
in this study is a valuable resource for potential future consumers to choose
the service that meets their needs; it is also beneficial for service providers, to
evaluate their customer reviews compared with those of their competitors.

4 Conclusion and Future Work

In this paper, we propose a central registry which includes a data set of real cloud
services offerings from the web portal. To achieve our objective, we developed a
harvesting tool which harvests cloud services information from the web. The data
set holds thousands of cloud service records for SaaS, PaaS and IaaS categories,
including 6000 cloud services and 5000 customer reviews. The data set is of
benefit to cloud customers, service providers and the research community in the
areas of cloud service discovery and selection. In future work, we plan to harvest
more web portals and develop a comprehensive registry of cloud service listings.
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Abstract. In part due to the proliferation of GPS-equipped mobile
devices, massive svolumes of geo-tagged streaming text messages are
becoming available on social media. It is of great interest to discover
most frequent nearby terms from such tremendous stream data. In this
paper, we present novel indexing, updating, and query processing tech-
niques that are capable of discovering top-k locally popular nearby terms
over a sliding window. Specifically, given a query location and a set of
geo-tagged messages within a sliding window, we study the problem of
searching for the top-k terms by considering both the term frequency
and the proximities between the messages containing the term and the
query location. We develop a novel and efficient mechanism to solve the
problem, including a quad-tree based indexing structure, indexing update
technique, and a best-first based searching algorithm. An empirical study
is conducted to show that our proposed techniques are efficient and fit
for users’ requirements through varying a number of parameters.

Keywords: Top-k · Term · Location

1 Introduction

With the proliferation of social media, cloud storage, and location-based ser-
vices, many researches [11,26–28,30,35,37] in spatial fields are studied. And the
amount of messages containing both text and geographical information (e.g.,
geo-tagged tweets) are skyrocketing. Such messages, which can be modeled as
geo-textual data streams, often offer first-hand information for a variety of local
events of different types and scale, including breaking news stories in an area,
urban disasters, local business promotions, and trending opinions of public con-
cerns in a city.

Data streams from location-based social media bear the following natures: (1)
bursty nature - messages regarding a particular topic can be quickly buried deep
c© Springer International Publishing AG 2017
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in the stream if the user is not fast enough to discover it [17]; (2) local-intended
nature - users from different locations may post messages related to diverging
topics [46]. With thousands of messages being generated from location-based
social media each second, it is of great importance to maintain a summary of
what occupies minds of users.

To address the problem, existing proposal [31] aims at finding the top-k
locally popular terms in content within a user-specified spatio-temporal region.
However, in most cases it is difficult for a user to specify a rectangular region on
the spatial domain. Instead, a user may prefer a rank-ordered list of terms by
taking both term frequency and location proximity into consideration.

Based on the user requirements, we consider a new kind of top-k term query,
Location-based Top-k Term Query (LkTQ), that returns top-k locally popular
terms by taking into account both location proximity and term frequency for
geo-textual data over a sliding window.

Figure 1 provides a toy example of LkTQ. Let us consider 10 geo-tagged
tweets located on the map of China. The point with square label indicates the
query location. The points with circle labels are geo-textual messages. For each
geo-textual message, we present its textual information and corresponding dis-
tances to the query point. The results of the LkTQ are the k most locally popular
terms based on a location-aware frequency score, which are shown in Fig. 1b. The
score of a term is computed by a linear combination of the term frequency and
location proximities between the query and the messages containing the term.

(a) Messages and distances (b) Tag Cloud

Fig. 1. Example of Querying in China

A straightforward approach for answering an LkTQ is to evaluate all terms of
messages within the current sliding window. Specifically, for each of such terms
we compute the location-aware frequency score between the term and the query.
This approach, however, will be very expensive for a large number of geo-textual
messages. For efficiently processing an LkTQ, we need to address the following
challenges. First, it is computationally expensive to return the exact result of
LkTQ. Hence, we need seek approximate solutions with high accuracy. Second,
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the location-aware frequency score measures both term frequency and term loca-
tion proximity in a continuous fashion. Therefore, it is non-trivial to propose a
hybrid indexing structure and its corresponding algorithm that could effectively
prune the search space based on term frequency and location proximity simul-
taneously. Thrid, because of the sliding-window scenario of LkTQ, the indexing
mechanism must be able to handle geo-textual data streams with high arrival
rate.

Our contributions are summarized as follows:

1. We define a new problem of processing LkTQ that searches for the top-
k locally popular terms by taking into account both term frequencies and
location proximities from geo-textual dataset.

2. A hybrid quad-tree based indexing structure that has low storage and update
cost and a searching algorithm with effective pruning strategies are proposed
to enable the fast and accurate top-k term search. Specifically, since it is
impossible to store every messages in such a big streaming data, we aug-
ment each quad-tree node with a summary file for summarizing the term
frequencies. The non-leaf node maintains an upper bound error by storing
the merging summaries of its child nodes. Misra-Gries summary (MG sum-
mary) [21] and Space-Saving summary (SS summary) [19,20] are two simple
and popular summaries for frequency estimation and heavy hitters problems.
Due to the merge processing [1] of MG summaries is lightweight and has a
guarantee on the accuracy of frequency [31], and there are a lot of merging
manipulations in quad-tree nodes, we adopt the MG summary instead of the
SS summary.

The rest of this paper is organized as follows: In Sect. 2, preliminaries and
some related works are introduced. In Sect. 3, we provide our proposed solution
on the problem. An experimental analysis is presented in Sect. 4. A conclusion
is presented in Sect. 5.

2 Preliminaries and Related Work

2.1 Problem Definition

Let D be a 2D Euclidean space, W be a sliding window, S be a set of geo-textual
messages located within D and W . Each geo-textual message is denoted by
o = (pos, text), where pos is a point location in D, and text is text information.
An LkTQ q is represented by a tuple (loc, k) where loc indicates the query
location and k denotes the number of result terms. It returns k terms with the
highest location-aware frequency score of messages within W .

The location-aware frequency score of a term t in the sliding window W is
defined as a linear combination of the distance and the frequency of the term in
W :

FS(t) = α × freq(t)
|W | + (1 − α) × (1 − d(q,Wt)

ddiag × |Wt| ) (1)
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where freq(t) is the number of messages containing term t, |W | is the number
of messages in the sliding window W , d(q,Wt) is the sum of distance between
the query and the messages that contain t in window W , ddiag is the diagonal
length of the rectangular region R, |Wt| denotes the number of messages in W
that contain t, and α (0 ≤ α ≤ 1) is a parameter which balances the weight
between the term frequency and the location proximity.

2.2 Related Work on Top-k Spatial-Keyword Query

Location-based queries [10,33,34,39,42], similarity search [11–13,38,41] or opti-
mal path search [25,29,36] are hot issues in recent years. Top-k spatial-keyword
query (e.g., [4,8,14,22,40,43–45]) is a more comprehensive problem of previ-
ous works. It retrieves k most relevant geo-textual objects by considering both
location proximity (to query location) and textual similarity (to query key-
words). Hybrid indices are developed to store the location and text information
of objects, which use both location information and text information to prune
search space during the query time. Most of such indices combine spatial index
(e.g., R-tree, quad-tree) and the inverted file for storing location and text infor-
mation, respectively. However, these studies aim at retrieving top-k geo-textual
objects, which is different from the problem of retrieving top-k terms.

2.3 Frequent Item Counting

In stream data processing, aggregation is a widely studied problem. Existing
aggregation techniques are commonly categorized into counter-based techniques
and sketch-based techniques.

Counter-based techniques monitor all the items with a fixed number of coun-
ters, each message for an individual counter in a subset of S. When an item
in the monitored set comes, its counter is updated. If the item is not in the
monitored set and the counters are full, then some other actions will be taken
in different algorithms. For instance, Space-Saving algorithm can find any item
with the minimum counter value, replace the new item with it, and then increase
the counter by 1.

Another popular algorithm - MG summary is very simple to implement.
Given a parameter k, since an MG summary stores k − 1 (item, count) pairs,
there are three cases when dealing with a new coming item i in the stream.

1. if i has already maintained in the current counters, increase its counter value
by 1;

2. if i is not in the monitoring list and the number of counters does not reach
k, insert i into the summary and set its counter value to 1;

3. if i is not in the monitoring list and the summary has maintained k counters,
we decrement all the counter value of messages in the monitored set by 1 and
remove all the messages whose counter value is equal to 0.

Other notable counter-based algorithms include LossyCounting [18] and Fre-
quent [7,16].
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Sketch-based techniques monitor all the messages rather than a subset of S
using hashing techniques. Messages are hashed into the space of counters, and
the hashed-to counters will be updated for every hit of the corresponding item.
The CountSketch algorithm [3] solves the problem of finding approximate top
keywords with success probability (1−δ). The GroupTest algorithm [6] aims at
searching queries about hot items and achieves a constant probability of failure,
δ. And it is generally accurate. Count-Min Sketch [5] is also a representative
Sketch-based technique.

Sketch-based techniques have less accuracy and less guarantees on frequency
estimation than counter-based techniques due to hashing collision. Moreover,
they do not provide guarantee about relative order in the continuous stream.
Therefore, we adopt counter-based techniques in our work.

2.4 Related Systems

There are several recent systems using related techniques. Skovsgaard [31]
designs a framework supporting indexing, updating and query processing which
are capable of return the top-k terms in posts in a user-specified spatio-temporal
range. The called adaptive frequent item aggregator (AFIA) system is imple-
mented through multiple layers of grids to partition space into multiple gran-
ularities. In each grid cell, a precomputed summary is maintained. The system
also performs a checkpoint to prevent the situation where a counter enters the
top-k counters along with its possible error as a standalone system employing
spatial-temporal indexing.

BlogScope [2] is a system which collects news, mailing list, blogs, and so
on. It supports finding and tracking the objects, events or stories in real world,
monitoring most of the hot keywords as well as the temporal/spatial bursts. The
biggest drawback of BlogScope is that it cannot aggregate keywords according
to user-specified spatio-temporal region. Moreover, it has weak timeliness which
only support the search in a few minutes.

NewsStand [32] and TwitterStand [24] are two similar systems. NewsStand is
a news aggregator of spatio-textual data, collecting geographical contents from
RSS feeds into story clusters. Users are expected to retrieve and search some
stories related to the query keywords within the geographical region. The differ-
ence between NewsStand and TwitterStand is that TwitterStand uses Tweets
as data source instead of RSS feeds. They both adopt a spatio-textual search
engine, which supports spatio-temporal searching not long, on a small ProMED
dataset. However, both of the systems have a not high rate of updating.

3 Proposed Solution

The details of our algorithm are presented in this section for handling LkTQ.
We first introduce the data indexing model, which is used to store all the data
messages in a sliding windows (Sect. 3.1). Then, we show the process of the query
searching in Sect. 3.2.
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Fig. 2. The basic structure of a quad-tree.

3.1 Data Indexing Model

We use a quad-tree based indexing structure to store all the geo-textual messages
in a stream for faster indexing. The basic idea of the quad-tree is to divide the
underlying space into different levels of cells. Specifically, it recursively divides
the space into four congruent subspaces, until the tree reaches a certain depth
or stops on a certain condition. Quad-tree is widely used in image processing,
spatial data indexing, fast collision detection in 2D, sparse data, etc. The basic
structure in our algorithm is shown in Fig. 2. One thing to mention, the different
color of the nodes corresponds to the certain quadrant cells in the rectangle
of right side. And the information stored in leaf nodes are inverted files, while
non-leaf nodes stores merged summaries.

Quad-tree has a very simple structure, and when the geo-textual messages
distribution is relatively uniform, it has relatively high insertion and query effi-
ciency. The black points in the figure is the messages which locate in their
expected region. In our algorithm, we set M as the largest number of mes-
sages in a leaf node. In other words, if the number of messages stored in a node
is more than M , this node will become a non-leaf node and be split into four
leaf nodes with equal sizes.

3.2 Query Processing

Overview. According to our problem definition in Sect. 2.1, we proceed to
describe the framework we use to get top-k terms with the highest scores rapidly
and accurately in a specified situation adapting the social geo-tagged stream data
over a sliding window.

Index Updating over Sliding Window. Different from the region-based
term query [31], the location of LkTQ is a point instead of a specified spatial
region. We aim to find the locally most popular k terms in a comprehensive
consideration with location proximity and frequency. If the sliding window is
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not full, when a new message comes and is inserted to a leaf node of the quad-
tree, the summaries in this node will be updated. Then, its parent node will
update its merged summaries. The process will be done upward recursively until
the root node of quad-tree gets the newest merged summaries. If the sliding
window is full, when a message in the stream comes and is inserted, a message
with the earliest time stamp should be deleted. Then, the index updating process
is the same as the condition when the sliding window is not full.

Summary Merging. Each leaf node of quad-tree stores the summaries of all
the textual information of contained messages. The details of MG algorithm [21]
is shown in Algorithm 1. [1] has proved that MG summary and SS summary are
isomorphic and SS summary can be transferred by MG summary. Recall that,
for the reason that the merge processing of MG summaries is easy and efficient,
while there are a lot merging manipulations in quad-tree, we adopt the MG
summary instead of the SS summary. The process of merging MG summaries is
pretty simple. First, we combine two summaries by adding up the corresponding
counters. This step results in up to 2k counters. Then a prune operation is
manipulated: take the (k + 1)-th largest counter, and subtract its counter value
from all the counters. Finally, we remove all the non-positive counters. This is a
process with constant number of sorts and scans of summaries of size O(k).

Algorithm 1. Misra-Gries(counters k, stream T)

n ← 0;1

T ← ∅;2

foreach i do3

n ← n + 1;4

if i ∈ T then5

ci ← ci + 1;6

else if |T | < k − 1 then7

|T | ← |T | ∪ {i};8

ci ← 1;9

else10

for all j ∈ T do11

cj ← cj − 1;12

if cj = 0 then13

|T | ← |T |\{j}14

In this algorithm, both leaf nodes and non-leaf nodes store summaries of
the messages in it. In leaf nodes, summaries are computed using the process
stated in Algorithm 1, while in parent nodes, summaries come from the merging
processing of all its child node using the method we describe above.
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Computing the Term Score. Given a term, we have two steps to obtain its
score:

1. First, we need to compute the score in each node employing the summaries
stored in each node. Eq. (1) defines the formula to calculate the score. For
convenience, we divide the score calculation formula as the “Frequency part”
( freq|W | ) and the “Distance part” (1− d(q,Wt)

ddiag×|Wt| ). Essentially, the score is a linear
integration of the two parts. As the MG summaries estimate the frequency of
any item with error at most n/(k+1) (n is the number of all the messages), we
add the maximum error to freq to calculate the “Frequency part”. d(q,Wt)
is the sum of distance between the query and the messages that contains the
term t, here, we use the minimum distance between the query and the four
edges of the node which contains the term as an upper bound value of a
message.
Since a term may occur more than one time in a node, we need to consider
the redundant calculation of the same term in distance calculation. Then,
the “Distance part” involves the division part by the number of the messages
that contain the same term in the same node. Finally, we calculate the sum
of the two parts with a linear weight parameter α and normalize it into [0, 1].
Obviously, in this way, we get an upper bound score for each term in each
node.

2. After we get all the scores in each node for a term, the score of the term can
be integrated. It is computed by adding the score of several nodes to make the
score value as big as possible. The rule must be kept that the nodes involved
should cover the whole area of the given region (the quad-tree).

Best First Querying Algorithm. Pseudo code of the detailed algorithm
implementation is provided in Algorithm 2.

Algorithm 2. GetTopKTerms(QuadTree tree, Query query)

C ← a priority queue storing candidate words;1

Result ← the list storing the top k results;2

foreach i = C.poll() AND Result.size() < query.getK() do3

tree.traverse(root, node) :4

i.score′ ← score of i in one of node′s children;5

i.score′ ← getWordScore(tree, query, i, α);6

if i.score′ < i.score then7

replace(i.score, i.score′);8

until node is leaf and get the exact score : i.score exact;9

C.add(i);10

if C.poll().score == i.score exact then11

Result.add(i);12

Return Result;13
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α is a preference parameter to balance the location proximity and term fre-
quency. In Line 2, C is a priority queue that stores all the candidate terms. To
get the candidate terms, we extract the summaries in root node of the quad-tree.
However, if the candidates are stored in many nodes while the user specified k
is only a very small number, the redundant computing of a large number of
term scores will incur much additional time cost on calculating useless results.
So we come up with a pruning method to avoid unnecessary computations while
ensuring that we do not miss any candidate terms.

The pruning process is as follows: after we get the exact k from user, we
recompute the score of the k-th term, making the score of “Distance part” to 0
as a lower bound. Then, from the (k + 1)-th term in the root summary (since
the summaries are all sorted), we recompute their scores of “Distance part” as
full values as their upper bound. When i-th (i > k) term has an upper bound
score that is still smaller than the lower bound score of the k-th term, we believe
that all the terms after the i-th term have no possibilities to get onto the top of
the priority queue in the near future of k times of manipulation of Lines 4–13 in
Algorithm 2.

Lines 4–13 show the process to find the exact score of a term. For each
candidate which is popped from the top of the priority queue, we traverse the
whole tree from the root to leaf nodes. If we find a smaller score in a child node
than in the parent node, we replace the current score with the new smaller score
and insert the new score into the queue until we get a small enough score which
is equal to the top element in the priority queue. Then, this term with an exact
score will be added in our result list - see Lines 12–13.

4 Experiments and Analysis

We conduct experiments to evaluate the solution and compare with other feasi-
ble methods. All the experiments are conducted on a workstation with Intel(R)
Xeon(R) CPU E5-2643 0 @3.30 GHz and 64 GB main memory on a 64-bit Win-
dows operating system. And the whole framework is implemented in Java.

The dataset consists of tweets collected in the United States. It has 20,000,000
messages, each of which contains a timestamp, a list of terms, and the longitude
and latitude of the tweet (i.e., the geographical tag set by user). Notice that
the result of each set of experiments is averaged over 10 independent trails with
different query inputs.

4.1 Baselines

We use the following exact algorithm as the baseline for making comparison and
validation of our approach. The indexing structure of the baseline is also based
on the quad-tree. Specifically, in each leaf node of the quad-tree, we store the
exact frequency of each term. When a message arrives, we update the frequency
in corresponding node. To get the frequency information of a non-leaf node, we
traverse the quad-tree recursively until we reach the leaf node. This approach
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can return the exact result of an LkTQ. Therefore, it can be used as a measure
of querying accuracy in subsequent experiments.

4.2 Index Updating of Quad-Tree

First, we conduct an experiment that evaluates the performance when insert and
remove a message in the sliding window. Since we aim to find the top-k term
over a sliding window, when the sliding window is full, each time a new message
is generated, an old message should be deleted.

We find that the two manipulations in baseline and our approach scarcely
cost time as this is based on a well-constructed quad-tree. Therefore, we conduct
another experiment to find out the time cost of constructing a quad-tree with
all the term frequencies computed and index updating. Experiment results are
shown in Fig. 3.

Fig. 3. Time cost of updating index on varied size of data

Specifically, for baseline, constructing the quad-tree includes counting and
merging all the term frequencies while for our approach, the construction stage
includes computing all the MG summaries of all the nodes in the quad-tree.
As we can see, the time cost is much higher in our approach than in baseline.
However, we conduct more experiments to prove that, even in this situation, our
approach is much more efficient than the baseline.

4.3 Varying Message Capacity in Quad-Tree Leaf Node

Recall that when we construct a quad-tree to index all the messages, we have
a condition to determine when we split the node and generate new child nodes.
The condition is that when the number of messages in a node reaches M , then
the node becomes a parent node and should split. We conduct an experiment
to vary the maximum number of messages stored in a leaf node, so that we can
find out what is the best message capacity of leaf node with better performance.
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Other parameter settings are: the targeted k is 20, α = 0.7 and the number of
counters in MG summary is 500. Specially, the number of counters is set to 500
mainly for large data sets to reduce summary error.

(a) Time cost comparison (b) Time cost on varied message capacity

Fig. 4. Varying message capacity in quad-tree leaf node

Figure 4 shows the results. Figure 4a is the comparison results when the data
set size is 10,000. M is ranged from 100 to 2000. Our approach is significantly
faster than the baseline. It has a little fluctuation in varying M . The message
capacity of quad-tree leaf node has no big influence on the performance in base-
line. Once it fix M , the tree is fixed and the score is stable to be computed.
However, M actually influences the performance of our algorithm. In theory, the
bigger the M is, the smaller the depth of the quad-tree is. Because when comput-
ing score in each node, we use the nearest edge to the query in “Distance part”,
if the tree is deeper, then the distance will be smaller and the number of leaf
node is larger. As Fig. 4b shows, as M increases, time cost is higher. When M is
getting larger, the cost of splitting is larger. There is a little turning down when
M is around 300 and 500. In this range, it has almost the best performance.

4.4 Varying Targeted k

In this experiment, we vary the targeted k. The targeted k is actually specified
by users, and other fixed parameters are set as follows: α = 0.7, the maximum
number of messages in each leaf node M is 1,000, and the number of counters
in MG summary is 100. Although M around 300 to 500 has the most excellent
results, 1,000 is chose for controlling the quad-tree depth and for more accurate
results. Because, experiments are conducted to prove that, when M is close to
1,000, the results will be consistent when other parameters varied.

Figure 5 shows the results. The range of targeted k is set according to the
normal requirements of users. The performance of our algorithm is remarkably
better than the baseline, which counts one by one (Fig. 5a). The size of data set in
Fig. 5a is 10,000, however, baseline need approximately seven minutes to return
the results. The time cost of baseline is on a stable and inefficient level which is
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(a) Time cost comparison for baseline and our algo-
rithm

(b) Time cost on varied sizes of data (c) No. candidates after pruning

Fig. 5. Varying targeted k

around 400,000 ms. For more larger data set, baseline has an extremely slow run-
ning speed, for instance, dealing with 5,000 messages, it needs about 12 million
milliseconds and it costs nearly 60 million milliseconds to handle 100,000 mes-
sages, which is very inefficient. So we do not show the non-competitive results.

Actually, as expected, the time cost of our approach increases as the target-k
increases. It is not obvious to see for the great disparity of the time cost on tick
labels. Therefore, another further experiment has proved this shown in Fig. 5b.
Moreover, as the size of data set is getting larger, the tendency is more con-
spicuous. Specifically, to find out the origin of the fastness, we conduct another
experiment to validate the number of candidates after our pruning algorithm
according to k is truly close to k. The result is shown in Fig. 5c as proof.

4.5 Accuracy Versus Baseline

Accuracy is a vital factor which users concern. The accuracy experiment results
of our algorithm versus baseline are shown in Fig. 6. We measure the fraction
of the correct top-k returning from our algorithm for different sizes of data
sets. Since the baseline has such inefficient running speed, we choose relatively
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small data sets, which however, does not influence the high performance of our
algorithm. When targeted-k is set to a low value, our approach produces pretty
accurate results and can guarantee 80% correctness. As targeted-k becomes large,
the accuracy is a little decreasing. However, the lowest accuracy is above 0.39
even when targeted-k is 100 and enable satisfy most of users’ requirements.

Fig. 6. Accuracy on varied sizes of data

4.6 Varying Parameter α

α is a parameter which balances the weight of the score computing formula. Vary-
ing parameter α is to adjust the influence rate of distance and term frequency.
It depends on users to determine their preferences. Through experiments, it is
proved that the results of our algorithm are sensitive in a range of (0.9, 1.0). Cer-
tainly, when α is set to 0 or 1, then the results represent the unilateral influence
of distance or frequency. Specifically, the sensitive range of α is influenced by
the distribution of data sets. However, the experiments we conduct prove that
our algorithm can be sensitive to the results by varing α so that it can satisfy
the preferences of users.

5 Conclusion

We propose a new approach for supporting querying the top-k locally popular
and valuable terms in social stream data with a huge amount of geo-tagged
tweets. A comprehensive definition of term score considering both distance with
queries and the term frequencies is presented. Quad-tree is used for indexing and
extended to employ MG summaries to count term frequencies rapidly. Query
processing adopts a best-first algorithm to pick up candidate terms and obtain
exact term score for results. An empirical experiment is conducted to validate our
algorithm and offers performance and accuracy of top-k term querying in geo-
textual social data streams over a sliding window and the framework is capable
of returning results accurately and rapidly.
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Abstract. In the era of the Web of Things, a vast number of sensors
and data streams are accessible to client applications as Web resources.
Web Sensor Retrieval systems (WSR) help client applications to access
Web-enabled sensors needed for their operation dynamically in an ad-
hoc manner. Due to the diversity of sensors and query types, a functional
WSR instance must be adaptable to different usage and deployment sce-
narios to ensure its utility. In this paper, we focus on the systematic
reuse of components to enable adaptable WSR. In particular, we pro-
pose a modular architecture for WSR and develop a kernel to support
the development and composition of WSR modules. We demonstrate
our solution with a reference WSR instance deployed on a Raspberry
Pi 3. This instance provides five types of queries on eight types of sen-
sors deployed across two sensor platforms. We provide our kernel and
reference WSR instance as open-source under MIT license.

Keywords: Web of Things · Discovery · Search · Sensor · Architecture

1 Introduction

The Internet of Things (IoT) is the next exciting technology revolution since
the Internet, in which software systems can network with sensors and actuators
on global scale via the Internet to carry out their programming directly in the
real world [8]. The emerging Web of Things (WoT) [14] is an implementation
of IoT in which things in the real world are abstracted as Web resources and
accessed with HTTP protocol according to REST architecture style (Fig. 1). For
instance, in a WoT-based building management application, networked sensors
and actuators can be presented as JSON documents which are addressed with
URLs and accessed with HTTP GET requests. With WoT, the sensing and
actuating infrastructure deployed in a building can support many applications
that were not planned in the design time. Vice versa, a building management
application can be adapted to many buildings. While Web-enabling sensors and

c© Springer International Publishing AG 2017
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Web Resource (i.e., 
HTML, JSON, XML)

Abstract Access
(HTTP + REST)

Retrieval System

Query / Recommenda onSensors / Data Streams

Fig. 1. Sensors and data streams are accessible to client applications as Web resources
in the Web of Things. Web Sensor Retrieval systems discover and resolve queries on
these resources.

actuators incurs overheads in processing time and resources, simplicity of appli-
cation development due to the familiarity of the Web makes WoT a favorable
solution in most scenarios [5].

To adapt themselves to different sensing and actuating infrastructure with
minimal users’ intervention, software systems require the ability to retrieve
needed sensors and actuators from the Web. For instance, to list all empty
meeting rooms near a user, the building management system requires access
to passive infrared sensors that detect motion in meeting rooms to deduce their
availability. While sensors can be pre-configured, the building management sys-
tem is more flexible with the ability to detect and retrieve sensors in run-time.
We define Web Sensor Retrieval system (WSR) as a system providing the ability
to discover and resolve queries on Web-enabled sensors (i.e., Web Sensors). In a
smart building, instances of WSR can be deployed on each floor to manage its
sensors, or on a remote cloud service to manage all Web sensors in the building.
WSR instances can also be integrated into the building management systems to
interact with Web sensors in the vicinity of users.

Beside scalability in both direction, diversity of sensors and queries imposing
on them are major problems in the development of WSR. In a smart building,
different types of sensors such as temperature, humidity, luminance, power con-
sumption, noise and image are deployed. They have different forms of descrip-
tions and different quality metrics, such as refresh rate and power consumption.
They produce observations with different data types and formats. Even if they
produce observations with the same syntax, the real world feature that they
observe might be different. For instance, the temperature in a meeting room has
different meaning and behavior than the operational temperature of an HVAC
system. Queries on these sensors are also diverse. They vary from simple ID
look-up to combinations of textual description, spatial location and numeric
value of sensors [3] (e.g., finding all available parking spots that are less than
500 meters away from the campus). Queries can also be imposed on features
and characteristics of observation streams produced by sensors, such as finding
power consumption sensors that show abnormalities in the last 24 h. Each type
of sensor and sensor query requires different techniques to detect, index and
query. Despite this diversity, a functional WSR instance must be able to retrieve
any Web sensors needed by client applications.
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While the diversity challenge can be addressed by equipping WSR instances
with every available mechanisms and algorithms to work with any sensor and
query, this solution is not appropriate for WSR instances deployed in resource-
constrained scenarios (e.g., [18,19]). An alternative solution is enabling sys-
tematic reuse of existing research and development efforts to compose WSR
instances that are adaptable to different usage and deployment scenarios. For
instance, assume that WSR is organized into self-contained modules that encap-
sulate its activities (e.g., detecting, indexing, and scoring sensors), and assume
that related techniques and mechanisms in the literature have already been
encapsulated as modules. Then, a WSR instance that queries temperature-
humidity sensors (e.g., DHT22) on seasonal feature of their observations can
be composed from modules that detect, parse, index DHT22 sensors and resolve
queries on seasonal feature of time series. Extending the WSR instance to sup-
port other types of sensors and queries can be done by changing its modules.
This approach also increases the usage and external evaluation of research efforts
in WSR.

In this paper, we propose a kernel-based approach to facilitating the system-
atic reuse of research results in developing adaptable WSR. We have designed
and developed a WSR Kernel that defines modules, which encapsulate activi-
ties of WSR, and valid ways to compose them into functional WSR instances.
These definitions, in form of abstract classes, provide the foundation to develop
modules that can be integrated into other WSR instances that share the kernel.
Bootstrapping utilities for composing modules into WSR instances, according to
the configuration of developers, are also provided by the kernel. Our approach is
inspired by modern operating systems, in which all functionality and operations
are developed as plug-able components around a micro kernel. Our approach
allows WSR to be extended and adapted to different scenarios with modules
acquired via package management systems similarly to Ubuntu OS with APT
and Python with PIP.

Our major contributions are as the following:

– Defining the architecture of an adaptable and reusable Web Sensor Retrieval
system. This architecture presents modules comprising a functional WSR
instance. Each module encapsulates a specific activity in the discovery and
search processes of WSR.

– Designing and developing a kernel for WSR to facilitate systematic reuse
of modules and adaptation. This kernel provides abstract classes on which
modules are developed, and utilities to compose them into a WSR instance
without modifying their source code.

– Developing a reference WSR instance using our kernel-based approach. This
reference WSR instance is capable of resolving five types of queries on eight
types of sensors that deployed across multiple hosts. It can be deployed on
low-power computing devices such as Raspberry Pi.

– Providing the kernel and reference WSR instance as open source under MIT
license. These resources can be accessed at our repository1.

1 https://bitbucket.org/nguyen tran /wsr.

https://bitbucket.org/nguyen_tran__/wsr
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2 Related Works

Effective management of large-scale things over the Web relies on the discovery
and search capability provided by retrieval systems [14]. Most existing research
prototypes and industrial solutions are built specifically for a predefined scenario.
These systems can be organized into three groups based on the type of entity
being sought. The first group, commonly referred to as Discovery Service, con-
sists of systems that retrieve data records of physical objects which are scattered
across supply chains. Discovery Service is a component of the EPCglobal archi-
tecture [4]. BRIDGE project (funded by European Commission) investigated
Discovery Service [1], and a part of its results contribute to the IETF draft on
the Extensible Supply-Chain Discovery Service (ESDS) [12]. The second group
of retrieval systems works with actuation services. These systems provide seman-
tic models for things [2] and their functionality [7]. Based on these models, they
retrieve actuation services that are semantically relevant to users.

The third group retrieval systems works with Web sensors. Early research
prototypes, including MAX [19], Microsearch [15] and Snoogle [18], focus on
searching for sensor nodes based on their embedded textual content. They inves-
tigate the distribution of information retrieval techniques over a network of low-
power sensor nodes. As WoT and Web sensor emerge, more works focus on
querying sensors based on their observations at the query time. The key chal-
lenge of these projects is predicting sensors’ observations to avoid costly sensor
pull operations. It is solved with regression using SVM [20], fuzzy sets [17] and
patterns in observation streams [10]. Other works focus on integrating spatial
information (e.g., ThinkSeek [13], IoT-SVK [3]) and quality metrics [11] into sen-
sor queries. In general, each research prototype exceeds at a different aspects of
WSR. However, reusing and composing them into a more optimal WSR instance
are not supported.

Industrial solutions relevant to Web sensor search consist of open-source
Information Retrieval (IR) systems and databases. IR systems such as
Elasticsearch2, Apache Solr3, Xapian4 and Indri5 are efficient in processing large
corpora. However, they lack efficient processing for streams and spatial data,
which are crucial for Web sensors. Time series databases such as InfluxDB6

and Warp107 are more suitable. They provide efficient storage for observation
streams and query capability for their metadata. However, most stated systems
require hardware with strong computing capability, which prevents them from
being deployed at the edge of WoT. Moreover, substantial amount of develop-
ment effort is required to build WSR instances around these systems. This effort
might not be reusable.

2 https://www.elastic.co/.
3 http://lucene.apache.org/solr/.
4 https://xapian.org/.
5 https://www.lemurproject.org/indri/.
6 https://www.influxdata.com/.
7 http://www.warp10.io/.

https://www.elastic.co/
http://lucene.apache.org/solr/
https://xapian.org/
https://www.lemurproject.org/indri/
https://www.influxdata.com/
http://www.warp10.io/
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3 Background

In this section, we present an overview of WSR in term of its main tasks: dis-
covery and search.

3.1 Discovery

Discovery is the process of detecting sensors and, optionally, collecting them
into sensor collections (Fig. 2a). This process varies by its scope, trigger, and
collection activity. The scope of discovery process either extends across the globe
via the Internet (i.e., global scope) [10,13] or limits to the wireless communication
range of the device hosting the WSR instance (i.e., local scope) [18,19]. Global
discovery in WoT can be considered WoT crawling [13]. The discovery process
can be executed continuously as a background task, or triggered by a user’s
request. This feature affects the implementation of sensor collection activity.
Discovery processes implemented as background tasks tend to collect and store
the information of detected sensors. On the other hand, processes triggered by
users tend to return the detected sensor information to users without storing.

Fig. 2. Discovery and search activities of WSR.

For small sensing infrastructure, discovery process alone is sufficient. WoT
applications can filter the small list of detected resources by themselves. However,
larger sensing infrastructure and more complex queries, such as finding “power
consumption sensors on the forth floor of the campus building that recorded
irregularities in the last 24 h”, require more sophisticated query mechanisms.

3.2 Search

The Search process resolves queries on discovered sensors (Fig. 2b). Let s be a
sensor, and S be the collection of discovered sensors. For each sensor query q, a
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set of sensors rq ⊆ S that are relevant to the query exists. The task of search
process is constructing the result set r̃q ⊆ S that approximates the unknown rq.
This task is done by evaluating the relevance of each discovered sensor s against
the given query q with a relevance function f(s, q). If the relevance function
produces binary result, the result set comprises of sensors scored positive and
the process is considered “sensor selection” or “lookup” (Eq. 1). In case the
relevance function produces a real number, the result set contains sensors whose
score higher than a predefined threshold α (Eq. 2). This process is called “sensor
scoring”.

Selection: r̃q = {s ∈ S|f(s, q) = 1} where f(s, q) ∈ (0, 1) (1)

Scoring: r̃q = {s ∈ S|f(s, q) ≥ α} where f(s, q) ∈ � (2)

While the sensor search process shares the formalization with text informa-
tion retrieval, it is different in three ways. First, sensor search relies on rich
metadata and descriptive information that varies according to sensor’s context
(e.g., spatial location, interacting users). Second, content of sensors (observa-
tion streams) is unbounded in size and constantly changing. On the other hand,
content of text documents are commonly fixed. Finally, text content is small
and infrequent in sensors. Therefore, sensor search process relies on the sensor
models in addition to text descriptions.

Sensor Model: Sensor models define constituting components and metadata
of sensors, such as real-world features that they observe. This information deter-
mines types of query that a WSR instance can resolve. Notable sensor models in
the existing literature includes W3C’s Web Thing model [16] and OGC’s Sen-
sor Thing API model [9]. In our project, WSR is designed based on a subset
of the Sensor Thing API model. Each sensor (s) has an unbounded number of
datastreams (str), which store time-stamped observations (obs) (Eq. 3). Each
datastream observes a property of a real-world feature. Consider a tempera-
ture sensor deployed in a meeting room. Its datastream observes the “apparent
temperature” property of the “meeting room” feature. Each observation is a
time-stamped measurement of the feature’s property.

s = {str|str = {obs|obs is a time-stamped observation}} (3)

It should be noted that this sensor model is not restricted to real-world,
physical phenomenons such as temperature and humidity. It can model any
measurable properties and features, such as daily performance of a software
development team or daily revenue of a business.

4 Architecture of a Web Sensor Retrieval System

In this section, we propose a modular architecture for Web Sensor Retrieval sys-
tems. We develop our architecture from overlapping activities between existing
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Fig. 3. Architecture of an adaptable and reusable Web Sensor Retrieval system.

WSR prototypes. We model each activity as a module and define a valid combi-
nation of these modules into a WSR instance. The existence of common activities
between different types of WSR instances is the rationale of our approach. These
activities represent building blocks of WSR. By interchanging these blocks, we
can form different variations of WSR to adapt to any usage and deployment
scenarios. These building blocks facilitate the systematic reuse of research and
development efforts in building adaptable WSR.

Figure 3 presents modules comprising WSR. Detector and collector modules
encapsulate detection and collection activities of the discovery task. Each col-
lector possesses a chain of preprocessing modules to perform optional cleaning
and transformation on sensor data before inserting it into sensor collections via
DB managers. Indexer modules construct and maintain indexes of sensor col-
lections. They can either be invoked one time or continuously in response to
specific events. The search process is encapsulated into chains of scorer mod-
ules, which are linked in parallel or sequence. A scorer can be either a retriever
which generates search results, or a filter which only reduces the set of results
from other scorers. The user interface module passes queries from users to scorer
chains and displays the search results. It utilizes different forms of interaction,
from RESTful API to Web Socket to Augmented Reality (AR).

4.1 Reusable Processing Chain

A notable feature of our architecture is reusable processing chains, which model
the preprocessing of collected sensors and query scoring. Each processing chain
consists of a chain head and unbounded number of chain members. Each member
encapsulates an independent and reusable processing such as denoising, accumu-
lating data and scoring. Chain heads arrange the execution of members in either
sequence or parallel. They invoke the chain and perform the final processing
step. In a sequential chain, the head acts as the last member of the chain. In
a parallel chain, the head acts as an aggregator or results from chain members.
Figure 4 presents parallel and sequential arrangement of a processing chain with
two members. By organizing complex processing into independent modules, the
reusable processing chain model facilitates the systematic reuse of processing
mechanisms and algorithms across WSR instances.
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Fig. 4. Parallel and Sequential arrangement of user-defined processing.

4.2 Adaptability of the Modular Architecture

Majority of existing WSR prototypes can be mapped onto our modular WSR
architecture. WSR instances that have explicit discovery tasks, search tasks
and sensor collections, such as ThinkSeek [13], Dyser [10] and IoT-SVK [3],
have nearly 1:1 mapping onto our architecture. For instance, WoT crawlers in
ThinkSeek and Dyser are mapped into detectors and collectors. Three forms of
sensor scoring on textual description, spatial location and numerical values of
IoT-SVK [3] can be mapped into a parallel scorer chain consisting of three chain
members. WSR instances that operate without sensor collections (e.g., Disco-
WoT [6]) or on predefined sets of sensors (e.g., CASSARAM [11]), can be mapped
into a subset of our architecture that excludes detector and collector. For WSR
prototypes that distribute the processing over multiple sensor nodes (e.g., MAX
[19] and Snoogle [18]), each node can be mapped onto our architecture as a WSR
instance.

5 Kernel-Based Approach to Developing WSR

Our modular WSR architecture facilitates systematic reuse of existing efforts
in WSR instances via interchanging modules. However, it does not support the
development of reusable modules and sharing them between WSR instances. A
common solution to this problem is developing an open-source library of mech-
anisms used in each module, so that researchers can integrate them into their
own WSR instance. Drawbacks of this approach includes the lack of support for
composing modules into a WSR instance, and the bottleneck at the integration
of new mechanisms into the library.

We propose an alternative kernel-based approach, which is inspired by modern
operating systems, to develop, share and compose modules. In our approach, each
WSR instance is built around a WSR kernel that automates the composition of
modules into a functional system. The kernel also defines interface, attributes and
key tasks of modules, which are implemented by WSR developers. It simplifies
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Fig. 5. Kernel of a Web Sensor Retrieval system

the development of modules by separating system management logic from the
processing defined by users, such as scoring sensors and recognizing context from
observations. By providing the definitions and facilities to develop modules, the
kernel also improves their interoperability. An implementation of our kernel in
Python is available on our repository (see footnote 1).

The WSR kernel has three levels (Fig. 5). Level 0 contains abstract mod-
ules which provide the foundation to develop reusable WSR modules. Level
1 contains system utilities for composing modules into WSR instances. They
validate configuration scripts given by users, confirm the existence of required
modules, initialize threads to accommodate modules and setup the communi-
cation between them. Figure 7 presents the initialization process carried out by
the Lv.1 kernel. Level 2 provides basic utilities that modules might need, such
as HTTP client and server. This level is more prone to change than the lower
ones.

5.1 Abstract Modules

Figure 6 presents the hierarchy of abstract modules defined at the Lv.0 kernel.
All concrete modules utilized in WSR instances are developed from the leaves of
this hierarchy. The root AbsModule defines three sets of parameters that are used
in the initialization of all modules. System parameters contain shared memory
objects, queues and pipes for communicating with other modules. They are spec-
ified by the Lv.2 kernel in the bootstrapping process. Module parameters and
sub-modules are specified by WSR instance developers in configuration scripts.
These parameters are accessible to the user-defined processing methods.

Each abstract module contains concrete methods for performing system
management tasks and invoking abstract methods which contain user-defined
processing. For instance, in the AbsRunnableModule that represents a mod-
ule running on a separated thread, the loop() concrete method repetitively
invokes the abstract method proc() after every fixed number of milliseconds
specified in the configuration script. When developing a module based on
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Fig. 6. Class diagram of abstract modules defined in Lv.0 kernel. Only attributes and
methods of essential classes are presented.

AbsRunnableModule, developers only need to implement proc() method. The
underlying thread management and looping are managed by the LV.1 kernel and
the AbsRunnableModule.

5.2 Bootstrapping Process

Every WSR instance is defined by a configuration script. It lists modules com-
prising the instance, provides locations of their executables and declares their
parameters.

The bootstrapping process composes executables of modules into a functional
WSR instance. The process starts with validating the given configuration script
and the existence of listed modules. Figure 7 presents the bootstrapping process
of an ordinary WSR instance. During this process, each module performs its own
validation to ensure that all of its attributes are provided in the configuration
file. At the end of a successful bootstrap, a WSR instance is composed and
started.

6 Evaluation

Due to the lack of quantitative measurements to assess the ability of a archi-
tecture in supporting diverse sensor types and queries, we evaluate our solution



A Kernel-Based Approach to Developing Adaptable 325

Fig. 7. The bootstrapping process carried out by WSR kernel.

with a demonstration. In this demonstration, we assume the role of researchers
who are developing a complex WSR instance to support a personal building
management system. This WSR instance must interact with eight types of sen-
sors deployed across two sensor platforms. One of which belongs to the building,
the other belongs to the city. The instance must resolve five types sensor query:
(i) searching by ID, (ii) by metadata, (iii) by observed property, (iv) by fea-
ture of interest (e.g., spatial location) and (v) by current observation. It must
be deployed on a Raspberry Pi 3 (RPi3), which also acts as a Web gateway for
sensors in the building, and accessible by module devices (Fig. 9).

Two key requirements of our WSR instance are the adaptability to work with
new types of sensors and modify scoring mechanisms in the future. Our WSR
architecture and kernel address these demands. The effectiveness of our app-
roach is assessed via the degree that it meets our expectation as WSR instance
developers. To be specific, we expect to be able to focus on major tasks of WSR
(e.g., scoring a sensor) without having to consider the underlying mechanisms
of the system, such as how query are passed from the user interface and how
scorer threads are synchronized. In the next section, we present major modules
that we have developed and the support that the WSR kernel provides in each
one.

6.1 Reference WSR Instance

Major software and hardware components are presented in Fig. 9. To emulate
Web sensors of the building and the city, we replay sensor datasets from Intel
Lab8 and City Pulse project9 with a Web Sensor platform (WSP) that we devel-
oped. This platform models and presents each sensor as a Web resource according
to OGC Sensor Thing API standard. We deploy one instance of WSP on RPi3
to emulate the sensor platform of the building. The other one is deployed on a
workstation to emulate the sensor platform of the city. We utilize an off-the-shelf
REST client application, deployed on a tablet PC, to emulate a WSR client.

Constituting modules and their composition in the reference WSR instance is
presented in Fig. 8. Our WSR instance utilizes Mongo DB for storing, indexing
and querying Web sensors. The kernel provides AbsStorageManager class to
encapsulate sensor collections. We develop the MongoDBStorageManager module

8 http://db.csail.mit.edu/labdata/labdata.html.
9 http://ict-citypulse.eu/.

http://db.csail.mit.edu/labdata/labdata.html
http://ict-citypulse.eu/


326 N.K. Tran et al.

Fig. 8. UML class diagram of the reference WSR instance. “Queue” type associa-
tions indicate that instances of involving classes are connected with thread-safe queues.
Normal associations indicate connection via function-calls.

from this abstract class. Abstract methods for connecting to the database and
performing CRUD operations are implemented using PyMongo library10.

The discovery process is performed by three detectors, three collectors and
three preprocessor chains. The detector source module extracts URLs point-
ing to WSP instances from module parameters and puts them into the shared
memory object, provided by the kernel. Remaining detectors extract URLs of
sensors and datastreams with the assumption that sources are compliant to
OGC Sensor Thing API. Collectors are extended from AbsCollectorModule.
We implement the abstract method collect() to download the JSON docu-
ment at the detected URL with the REST client provided in LV.2 of the kernel.
The shared memory object is made available, thread-safe, to the collect()
method by the kernel without requiring inputs from the developer. Each collec-
tor module is connected to a preprocessing chain via a thread-safe queue. We
implement a chain member from AbsPreProcChain module to remove symbols
that violate the syntax of Mongo DB from collected JSON documents. The chain
head utilizes MongoDBStorageManager module to insert processed data to the
sensor collection.

The search process is implemented as a parallel chain of retriever scorers.
For scorers, we extend AbsRetrieverScorer module from the kernel and imple-
ment its retrieve(query, result) with the query capability of Mongo DB.
For scorer head, we extend AbsParaScorerHead and implements its aggregation
method. WSR kernel manages the passing of queries to retrieve() and return-
ing of result lists to aggregation method in the scorer head. The user interface is
implemented using AbsHTTPInterface. Figure 10 demonstrates the interaction
with our WSR instance from a REST client.

From these modules, we compose a WSR instance by declaring its com-
ponents in a JSON file and invoking the bootstrapping utility. This utility

10 https://api.mongodb.com/python/current/.

https://api.mongodb.com/python/current/
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Fig. 9. Deployment of our reference WSR instance.

Fig. 10. Screen shots from the REST client application, demonstrating a query for
sensors that observe apparent temperature and report in degree Celsius.

connects modules based on their name. For instance, modules collector [type]
and preprocessor [type] are connected via a queue if their types are identical.
Figure 8 presents the architecture of the reference WSR instance. Its source code
in Python is available on our repository (see footnote 1).

6.2 Discussion

The WSR kernel simplifies the development of WSR instances by hiding irrel-
evant system management tasks from developers to reduce the cognitive loads
and the amount of codes to develop. In the reference WSR instance, developers
only implement 36 methods (500 lines of codes) in the total 162 methods
(1655 lines) making up the system. In other word, developers using the WSR
kernel only need to work on 22% of their WSR instance. This figure will be even
lower if most modules are already available from other projects. Because of loose
coupling of modules and their independence from the composition process, the
resulting WSR instance is reusable and adaptable. It can be extended with addi-
tional modules. For instance, WoT crawlers [13] can be integrated as a source
detector module. Influx DB can be added to provide more efficient stream stor-
age. Its integration can be done similarly to the existing Mongo DB.
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7 Conclusion and Future Works

In the Web of Things, sensors and their observations are accessible as Web
resources. Web Sensor Retrieval systems provide software applications the ability
to discover and search for relevant Web sensors. They allow applications to
adapt to diverse and dynamic sensing infrastructure in WoT. Diversity of sensors,
observations and types of query are major challenges in developing WSR. Over-
provisioning is not an efficient solution and inapplicable in resource-constrained
WSR instances. In this paper, we address the diversity challenge by enabling
systematic reuse of research and development efforts to develop adaptable WSR
instances. We develop a WSR kernel that defines modules of WSR and provides
bootstrapping utilities to compose these modules into specific WSR instances.
We evaluate the feasibility of our solution with the reference WSR instance that
provides five types of queries on eight types of sensors from two different sensor
sources. We demonstrate that our kernel simplifies the development of modules
and allows them to be integrated without modifying the source code. The kernel
and reference WSR instance are available on our repository (see footnote 1).

Future improvements of our solution include simplifying the ability to share
modules online via package managers. We also consider standardizing query
interfaces of WSR instances. With standardized interface, WSR instances can be
federated to provide the needed computing capability and coverage for the Web
of Things. Supporting Web-enabled actuators is also a potential extension to the
WSR kernel. Finally, we consider integrating security and privacy protection into
modules and inter-module communications to support these critical requirements
from the architecture level.
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Abstract. Collaborative tagging systems, such as Flickr and Del.icio.us,
allow users to provide keyword labels, or tags, for various Internet
resources (e.g., photos, songs, and bookmarks). These tags, which provide
a rich source of information, have been used in important applications
such as resource searching, webpage clustering, etc. However, tags are
provided by casual users, and so their quality cannot be guaranteed. In
this paper, we examine a question: given a resource r and a set of user-
provided tags associated with r, can r be correctly described by the k
most frequent tags? To answer this question, we develop the metric top-k
sliding average similarity (top-k SAS) which measures the reliability of
k most frequent tags. One threshold is then set to estimate whether the
reliability is sufficient for retrieving the top-k tags. Our experiments on
real datasets show that the threshold-based evaluation on top-k SAS is
effective and efficient to determine whether the k most frequent tags can
be considered as high-quality top-k tags for r.

Experiments also indicate that setting an appropriate threshold is
challenging. The threshold-based strategy is sensitive to a little change of
the threshold. To solve this problem, we introduce a parameter-free evalu-
ation strategy that utilizes machine learning models to estimate whether
the k most frequent tags are qualified to be the top-k tags. Experiment
results demonstrate that the learning-based method achieves compara-
ble performance to the threshold-based method, while overcoming the
difficulty of setting a threshold.

1 Introduction

Collaborative tagging systems, such as Flickr, Delicious.com, Last.fm, and Bib-
sonomy, enable web resources (e.g., songs, photos, video clips, and bookmarks)
to be annotated and shared among Internet users. Users, or taggers, can pro-
vide text labels or tags to describe the resources that they have uploaded or
viewed. Typically, a set of selected tags, which provide a succinct summary of
the associated resource, are displayed to users. These tags form a rich source of
information for various novel applications, including webpage ranking [1], social
interest discovery [8] and resource recommendation [14].

In this paper, we investigate the top-k tag problem: Given an integer k, a
resource r, and a set of tags about r, which are the k most representative tags?
If these tags are selected well, they can provide good description about the
resource r, which could benefit the performance of the tag-based applications
c© Springer International Publishing AG 2017
A. Bouguettaya et al. (Eds.): WISE 2017, Part I, LNCS 10569, pp. 330–346, 2017.
DOI: 10.1007/978-3-319-68783-4 23
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mentioned above. Here, k can be freely set according to the requirement of
specific application. For example, Last.FM usually only displays 5 tags, while
Del.icio.us shows more tags.

Our work study the use of frequency to find the top-k tags. The frequency
of a tag reflects users’ consensus on describing a resource, such as how common,
popular, or descriptive a tag is among taggers [13,18]. Figure 1 shows all the 37
distinct tags of the URL “Google hottrends” (http://www.google.com/trends/
hottrends), sorted in descending order of frequencies, on a dataset obtained
from Delicious.com (This dataset, provided by the authors of [17], contains the
URLs and their tags in the whole year of 2007). Observe that the keywords with
the five highest frequencies (i.e., “google”, “search”, “trends”, “statistics”, and
“internet”) constitute appropriate descriptions about this URL. This implies
that frequency is a good indicator to select the top-k tags.

Sometimes, however, frequency cannot be used to return top-k tags reliably.
In Fig. 1, supposing that k is large (e.g., 30), not all the keywords with the 30
highest frequencies make sense. Notice that only the first 17 tags appear twice
or more times; the remaining 20 tags have been provided only once. Any 13 of
these 20 tags could qualify to be one of the top-30 labels. However, some of
the tags, such as “firefox: toolbar”, appear to be a bad choice. Indeed, noisy,
misspelled, and ambiguous tags are commonly found in collaborative tagging
systems [6,10,16]. As we can see in this example, using frequency inappropriately
may allow low-quality tags to be included in the top-k tags.

To address the above paradox of utilizing tag frequency, we propose to eval-
uate whether these k tags with the highest frequencies can be qualified as the
top-k tags of a resource, instead of directly returning the k most frequent tags.
We first design a metric, top-k sliding average similarity (top-k SAS), to quan-
tify the reliability of the k-most-frequent tags. A high top-k SAS implies that
the k tags with the highest occurrence frequencies form a good description of r.
Then a threshold is set to determine whether the reliability is sufficient or not.
Only if top-k SAS score passes the threshold, the k-most-frequent tags can be
considered as the top-k tags of the resource.

Fig. 1. Tag frequency distribution.

Evaluation 

Fig. 2. Reliable retrieval of top-k tags.

http://www.google.com/trends/hottrends
http://www.google.com/trends/hottrends


332 Y. Xu et al.

Figure 2 interprets the process of top-k tags retrieval. Similar to existing
collaborative tagging systems, this application allows web user to retrieve the
top-k tags of a resource r he is interested in (step 1). Instead of directly returning
the current k-most frequent tags, the system first tests how much the tag fre-
quency distribution of r is reliable to be used. If top-k SAS passes the threshold
and returns “yes”, then the k-most-frequent tags of r are returned to the user
(Step 2). Otherwise, the system will conduct cleaning on existing data (Step 3),
then re-test whether the k-most-frequent tags can be returned. The process con-
tinues until the evaluation result is satisfied. A possible way of cleaning is to hire
a group of users with high quality to annotate the resources. In this paper, we
mainly focus on the evaluation part and leave the cleaning strategies in future
discussion.

Comprehensive experiments (Sect. 3.3) on real datasets demonstrate that the
evaluation is both reliable and efficient in retrieving the top-k tags of a resource.
However, we find the performance is quite sensitive to the threshold. A little
change of the threshold has huge effect on the result. And for different appli-
cations (e.g., Del.icio.us and Last.FM), there is hardly a universal threshold.
Thus, setting an appropriate threshold becomes a challenge of the threshold-
based evaluation method. This motivates us to explore another strategy that
can automatically do the evaluation. Finally, we model the problem as a binary
classification problem and apply machine learning methods to solve it.

In summary, we make the following contributions in this paper. (1) We pro-
pose the metric, top-k Sliding Average Similarity (top-k SAS), that measures
the reliability of retrieving the k most frequent tags of a resource as top-k tags.
(2) We introduce a threshold-based approach to estimate whether the top-k
SAS is satisfactory or not. Experiment results on real datasets show that, under
appropriate threshold, threshold-based top-k SAS is both effective and efficient.
It achieves satisfactory accuracy while saving considerable tagging cost. It is
also faster (5 times faster when k = 5) to compute than existing metric. (3) To
address the challenge of setting threshold, we propose a learning-based evalua-
tion strategy to evaluate whether the k-most-frequent tags are reliable or not.
Experiments show that learning-based method can get comparable performance
as threshold-based method while overcoming the difficulty of setting threshold.

The rest of the paper is as follows. Section 2 discusses the related work. We
then present the top-k SAS measure and threshold-based evaluation method in
Sect. 3. The details of learning-based method is introduced in Sect. 4. Section 5
concludes.

2 Related Works

Let us now review the related work in collaborative tagging and existing mea-
sures for evaluating the quality of tags.

Collaborative Tagging. Collaborative tagging has emerged as a novel way
to organize web resources for searching, filtering, navigation and sharing. User-
generated tags arouse a lot of research interest and various applications as well.
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In [1], Bao et al. optimize page ranking using collaborative tags. They observe
that collaborative annotations provide good description of corresponding web-
pages, then propose algorithms that incorporate tagging information into page
ranking. Ramage et al. use tag data to improve web page clustering [12]. Li et
al. [8] study social network in collaborative tagging system (i.e. del.icio.us) and
utilize the patterns of frequent co-occurrences of tags to capture topics of users’
interest. Eirini Giannakidou et al. [3] combine tag data, social knowledge and
content-based information to improve resource clustering.

However, since users can freely assign tags to resources, the quality of social
tags is hard to control. In [16], Robert Wetzker. et al. investigate the tagging
dynamics of Del.icio.us system, and point out that social bookmarking systems
are vulnerable to various forms of spam. There are problems related to synonym,
polysemy and misspelling errors as well [10], which affect the utility of social
tags. Lipczak et al. [9] propose to recommend appropriate tags based on resource
content and user profile. Another concern of collaborative tagging systems comes
from the large amount of “under-tagged” resources that receive very few posts.
Yang et al. [17] observe that there are in Del.icou.us dataset of 2007, over 10
million URLs were tagged just once, while only a few URLs were tagged more
than 10, 000 times. Those resources cannot be reliably used, thus could affect
the quality of many tag-based applications mentioned above. In this paper, we
also observe the problem that when a resource receives not enough posts, its top
frequent tags may not be reliable to be returned as the top-k tags. And in order
to check the reliability of frequent tags, in this paper, we propose two evaluation
methods, one threshold-based approach and the other learning-based approach,
that are both effective and efficient.

Stability of Collaborative Tagging. Our work is inspired by previous
research on the stabilization of tag frequency. In [4,5], the authors observe that
if a resource receives more posts, the frequencies of its tags become more stable,
and the tag distribution appears as a long-tail curve. There are several works
that study the tag stabilization phenomenon in collaborative tagging systems.
In [2,7,11], the authors try to generate the tag distribution and use power law
model to fit it. Yang et al. [17] proposed the concept of tag stability to measure
the quality of a resource’s tags. They studied the relative frequency distributions
(rfd) of tags per resource, and further develop a metric, Moving Average (MA)
score, to measure the tagging stability by calculating the average cosine simi-
larity of adjacent rfds. Wagner et al. [13] studied the limitations and potentials
of three other state-of-the-art methods for measuring semantic stability of tag
distributions: Stable Tag Proportions [4], Stable Tag Distributions [5] and Power
Law Fits [2], then proposed a Rank-based Semantic Stability Method based on
Rank Biased Overlap [15] similarity measure.

After studying all existing works, we find most of them can be summarized
in an uniform formula which we calls “SAS” (sliding average similarity). Instead
of directly adopting SAS, in our work, we propose a top-k SAS to measure the
stability of the frequencies of k most frequent tags. The details of SAS and top-k
SAS are discussed in Sect. 3.1.
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3 Top-k SAS and Evaluation

In this section, we present the details of top-k SAS and how it is utilized to reli-
ably return the top-k tags of a resource through threshold-based evaluation app-
roach. Comprehensive experiments are conducted to evaluate the performance
of top-k SAS together with threshold-based evaluation strategy.

3.1 Design of Top-k SAS

Let us first explain the intuition behind top-k SAS. We use the term “post” to
denote a tagger’s action of uploading a set of text labels to the collaborative
system. Figure 3 shows the (relative) frequency values of five most frequent tags,
over the number of posts collected for resource “Google hottrends” during a
period of one year. We can see that the more posts are made, the less is the
fluctuation of frequency values. In this experiment, after about 61 posts, the
frequencies of these five tags become “stable”. Intuitively, after taggers give
posts for a sufficient number of times, the statistics (in this case, frequency)
reflect the popularity and importance of tags among taggers. Furthermore, if the
frequencies of these five tags are observed to be consistently higher than those
of other tags, then these tags can be regarded as “high-quality” top-k tags.
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Fig. 4. Interpretation of top-k SAS

Based on above observation, we develop the top-k SAS which measures how
“stable” the k-most-frequent tags are. The formal definition of top-k SAS is
inspired by state-of-the-art research on tagging stability. For example, Halpin
et at. [5] adopted KL-divergence to measure the stability of tag distributions.
Yang et al. [17] proposed a metric, Moving Average (MA) score, to measure
the tagging stability by calculating the average cosine similarity of adjacent
relative frequency distributions. Most of the existing methods can be presented
in an uniform formula which we call Sliding Average Similarity (SAS), denoted
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by g(n, ω, d, s). Given a resource r, the formulation of SAS is summarized as
follows.

g(r, n, ω, d) =
1

ω − d

ω−d−1∑

j=0

s(F (n − j − d), F (n − j)), (1)

where F (n) is the tag frequency distribution when a resource receives n posts.
g(n, ω, t, s) is assessing tagging stability by calculating the average similarity of
(ω − d) pairs of consecutive tag distributions (F (n − j − d), F (n − j)). d is the
step size between two consecutive tag distributions. s is the similarity metric
used in stability assessment. ω is the window size for taking the average value
of similarity between pairs of consecutive tag distributions.

In this paper, we develop top-k SAS instead of directly adopting SAS because
our aim is to check the stable status of the k most frequent tags rather than the
whole bunch of tags. Obviously, SAS is a more strict measurement (i.e. when k
frequent tags become stable, the whole set of tags are not guaranteed to become
stable), thus requiring more tagging effort to stabilize the whole set of tags. The
advantage of top-k SAS over SAS can be found in experiment results in Sect. 3.3.

Let us now present top-k SAS. Let Fk(m) be a k-size vector that describes
the frequencies of top-k tags after the m-th post is received. The top-k SAS is
defined as

g(r, k, n, ω, d) =
1

ω − d

ω−d−1∑

j=0

s(Fk(n − j − d), Fk(n − j)), (2)

where

Fk(m) = (f(v1, n), . . . , f(vk, n)),m = n − (ω − 1), . . . , n (3)
vi = Vk(n)[i], i = 1, . . . , k (4)

Figure 4 illustrates the idea of top-k SAS, where k = 5 and d = 1. We
compare the similarity between the pair of Fk(m − 1) and Fk(m) values (for
m ∈ [n−w +2, n]), over a window ω. Notice that if a resource receives less than
ω posts, g will be set to 0, which means the resource with few posts is really not
stable. To determine Fk(m), we first set the k-most-frequent tags after receiving
n posts, Vk(n), as the domain. In this example, Vk(n) are {A,B,C,D,E}. Then
each Fk(m) is composed of the relative frequencies of Vk(n) on receiving m
posts. If one tag vi doesn’t appear at m-th post, its relative frequency will be
set to 0.

3.2 Threshold-Based Evaluation on Top-k SAS

The above section presents the formal definition of top-k SAS to measure the
stability of the k-most-frequent tags of a resource. Given a top-k SAS score,
another important problem is to determine whether the score is satisfactory so
that k-most-frequent tags can be returned as the top-k tags. Or else, more posts
are still required. Most of the existing works only analyze tagging stabilization
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qualitatively [2,7,11], few present how to compute the stability in a quantitative
way [13,17], but seldom study how to check whether a resource becomes stable
based on the stability score.

To address the problem, we propose a threshold-based strategy in which a
threshold t is set as stability standard. This is inspired by Yang. et al. [17].
In their work, when users keep on assigning posts to a resource, a point is
set as stable point once SAS score passes a threshold 0.9999. The idea is quite
straightforward and easy to implement. Top-k SAS increases with more and more
posts received. Once Top-k SAS achieves the threshold, the k most frequent tags
are assessed to be stable so that they can be returned as the top-k tags of the
resource.

3.3 Experiments

Dataset. We select two datasets to perform experiment. One is Del.icio.us,
provided by the authors of [17]. The dataset recorded the tag sequences of 5,000
selected URLs throughout the year 2007, with an average of 112 posts each
URL. The 5,000 URLs are selected from all the URLs of Del.icio.us bookmarks
in 2007. The selection criteria is that the frequencies of all their associated tags
achieved stability at the end of 2007, where achieving stability means SAS passes
a threshold 0.9999 [17] with ω set as 20. The other dataset Last.FM is publicly
available from HetRec 2011 workshop (http://ir.ii.uam.es/hetrec2011/datasets.
html), which contains 186,480 bookmarks from August 1, 2005 to May 9, 2011.
This dataset initially contains many under-tagged resources, thus, we select a
set of stable resources as done for Del.icio.us dataset. The only difference is the
threshold of criteria. We use 0.999 as selection threshold instead because 0.9999
is extremely high for Last.FM dataset. Among the whole 4024 resources, only
12 resources whose SAS passes 0.9999 and the sample is too small to be used.
Finally, we use 0.999 for Last.FM dataset and 159 resources are selected.

Hardware. We implemented our experiments in Python, and tested them in
OS X 10.9.4 with a 2.6 GHz Intel Core i5 processor and 8 GB of RAM.

Evaluation Metric. To evaluate the effectiveness of top-k SAS, we compare
two stability scoring measures: (1) top-k SAS, proposed in this paper, and (2)
SAS, as introduced in Eq. 1. Note that SAS is essentially a special case of top-k
SAS where frequency information is assessed on all tags instead of k highest
frequent ones. When conducting comparison between top-k SAS and SAS, we
use threshold-based method to determine the stable status of a resource.

We will compare top-k SAS and SAS from two main aspects. During the
tagging process of a resource r, there will be one point at which top-k SAS tells
it stable, and the other stable point determined by SAS. First, we will compare
the quality of the k highest frequent tags at these two points. Let Gk(r) be the
true top-k tags of resource r. Suppose that it takes r to call for m posts to

http://ir.ii.uam.es/hetrec2011/datasets.html
http://ir.ii.uam.es/hetrec2011/datasets.html
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achieve the top-k stability threshold t, then we use Sk(r,m) to denote its set of
the k most frequent tags from these m posts. Then the accuracy of Sk(r,m), is:

accuracy@k =
|Sk(r,m)

⋂
Gk(r)|

k
(5)

We use the above equation to measure the quality of the k most frequent tags
extracted from resource r. In our experiments, since the frequencies of tags for
each resource r achieve stability by the end of 2007, we treat the k most frequent
tags of r obtained at the final post of 2007 as Gk. We also compare the number
of posts, #posts, needed to achieve the stability threshold by top-k SAS and
SAS respectively.

In the default setting, for both top-k SAS and SAS, we set the window size ω
to 10, step size d to 1, and similarity metric s as cosine similarity. In Del.icio.us
dataset, we set the default stability threshold t to 0.9999, and 0.999 for Last.FM
dataset. We will show the effect of w, t, d, s on these measures in the following
Section.

Results

Effect of Posts. Let us first examine the impact of the number of posts on the
“stable portion” of resources (i.e., the fraction of the resources whose top-k SAS
scores has exceed t.) Here we set k = 10, and the conclusion is similar for other
k. Figure 5 shows the result of Del.icio.us dataset (t = 0.9999). As we can see
in Fig. 5(a), when the average number of posts for a resource is 90 or more,
more than 70% of resources are highly stable to 0.9999. Figure 5(b) shows a
comparison between accuracy and top-10 SAS over different number of posts.
We can see that after 90 posts, the accuracy is also very high. As discussed
before, in many collaborative tagging systems, posts can be given by taggers
in a voluntary manner. This means that for these 70% of resources, no further
action is necessary, and their 10-most-frequent tags can be returned to users as
top-10 tags right away. For the remaining 30% of resources, they can be further
processed by workers (e.g., in the crowdsourcing-enabled system illustrated in
Fig. 2). Thus, top-k SAS can be used to help to prune away a large number of
resources from being crowdsourced to workers, potentially saving tremendous
crowdsourcing costs.
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The similar result can be found in Last.FM dataset, as shown in Fig. 6(c)
and (d). When the average number of posts for a resource is 40, nearly 60% of
resources can achieve the stability threshold 0.999.

Effect of k. Now we examine the effect of k on accuracy@k (Eq. 5) and the
number of posts needed to reach threshold t for both datasets. Figure 7 shows
the result of Del.icio.us dataset. Figure 7(a) shows that with k increasing,
accuracy@k slightly decreases, which is reasonable because it might be more
difficult for two larger sets to have similar proportion of common tags than
smaller sets. Over different values of k, top-k SAS yields an accuracy of 0.9 or
more which is a sufficiently high quality. In Fig. 7(b), we see that the number of
posts required to reach t increases with k.
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Table 1 presents the comparison between top-k SAS and SAS on accuracy@k
and #posts. Accuracy with top-k SAS is just slightly lower than SAS. However,
as shown in Table 2, the number of posts required for smaller values of k is much
less than if SAS is used. For example, top-5 SAS needs only 63 posts, which is
37% less than that of SAS. The reason is that SAS requires all of tags to achieve
stable, which calls for more posts. In return, a larger accuracy can be obtained.
This indicates that top-k SAS is able to return accurate top-k tags with a lower
tagging effort, compared with SAS.

Figure 8 shows the effect of k on Last.FM dataset. We can observe similar
results as Del.icio.us dataset. The accuracy@k decrease when k is larger, and it
takes more posts in average for a resource to achieve stability when k increases.
Tables 3 and 4 show the comparison between top-k SAS and SAS. The result is
consistent to the observation of Del.icio.us dataset.

Table 1. Accuracy@k, top-k SAS vs. SAS, Del.icio.us (t = 0.9999)

Accuracy@5 Accuracy@10 Accuracy@20 Accuracy@30

Top-k SAS 0.94 0.93 0.90 0.89

SAS 0.98 0.96 0.94 0.93
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Table 2. #posts, top-k SAS vs. SAS, Del.icio.us (t = 0.9999)

Top-5 SAS Top-10 SAS Top-20 SAS Top-30 SAS SAS

#posts 63 76 84 88 99

Table 3. Accuracy@k, top-k SAS vs. SAS, Last.FM (t = 0.999)

Accuracy@5 Accuracy@10 Accuracy@20 Accuracy@30

Top-k SAS 0.86 0.79 0.72 0.71

SAS 0.92 0.84 0.75 0.73

Table 4. #posts, top-k SAS vs. SAS, Last.FM, (t = 0.999)

Top-5 SAS Top-10 SAS Top-20 SAS Top-30 SAS SAS

#posts 34 40 44 47 50

Effect of Threshold t. We also study the impact of threshold t on top-k stability
on Del.icio.us and Last.FM dataset. As what have explained in Sect. 3.3, the
threshold standard 0.9999 is so high that almost all of the resources in the
original Last.FM dataset can’t be used for experiments. Thus, we use 0.999, a
strict standard for Last.FM, to select the data for experiment usage. To study
the effect of threshold, for each dataset, we set 3 different thresholds for each
dataset. For example, thresholds for Del.icio.us are 0.9999, 0.999, and 0.99. And
for Last.FM dataset, the thresholds are set to 0.999, 0.99 and 0.9.

Figure 9 shows the result of Del.icio.us. A lower t will require less posts
to achieve stability, but as a result, the accuracy decrease. For example, when
t is set to 0.999, an average number of 40 posts can make most of the 5000
resources get stable. Well, the accuray will sacriface and decrease to 0.8. We see
that when t is lowered to 0.99, the number of posts is significantly reduced, but
accuracy is lowered to 0.7 which is barely satisfactory. Thus, the top-k stability
is quite sensitive to the use of t; a slight decrease of t causes the accuracy to
degrade. Figure 10 represents the similar result on Last.FM dataset. The result
also implies that setting threshold should be very careful especially for different
applications because the data characteristics may vary.
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The above result invokes an interesting question: how to set a proper thresh-
old that can make good balance between accuracy and #posts? It seems that
there is hardly an universal instruction to threshold setting. For example,
t = 0.99 works fine for Del.icio.us dataset. The accuracy passes 0.7 with lower
than 20 posts in average. While, for Last.FM dataset, t = 0.99 is not that satis-
factory. This inspires us to come up with a general practice. In next section, we
will introduce the details of a parameter-free method, learning-based evaluation.

Effect of Window Size ω. We next examine the effect of window size ω (Eq. 2)
on top-k stability. Due to page limitation, we only show the result on Del.icio.us
dataset. We use k = 10 here, but the observations are similar for other values
of k. Figure 11 shows that in general, when ω increases, accuracy grows slightly,
as the average similarity computation for top-k SAS becomes more accurate.
This comes at a higher price with a larger number of posts. The value of ω of 6
is a good balance between accuracy and number of posts. Observe that top-10
SAS comes close to SAS in terms of accuracy, but saves a significant portion
(about 25%) of posts needed to detect top-k stability. This is consistent with
our results in Fig. 7.

 0.6

 0.7

 0.8

 0.9

 1

 2  4  6  8  10

A
cc

ur
ac

y@
10

Windows Size

 0

 20

 40

 60

 80

 100

 2  4  6  8  10

#p
os

ts

Windows Size

(SAS,t=0.9999) (top-10 SAS,t=0.9999)

Fig. 11. Effect of ω on Del.ici.ous

0

1X10-3

2X10-3

3X10-3

4X10-3

 2  4  6  8  10

R
un

ni
ng

 T
im

e 
(m

s)

Windows Size (w)

top-5 SAS
top-10 SAS
top-20 SAS
top-30 SAS

SAS

Fig. 12. Efficiency comparison

Effect of s and d. We have done experiments to evaluate the effect of similarity
metric and step size. However, due to the page limitation, we could not display
the details of effect of s and d, but summarize the conclusion here.

For s, we implement Kendall’s Tau which is usually used to assess similarity
between two ranked lists. Comparing with cosine similarity, the absolute value of
Kendall’s Tau is smaller. The core difference between Kendall’s Tau and cosine
similarity is that the former considers the rank of each item while the latter
considers the specific value. Over all 5000 resources, the average top-k SAS by
cosine similarity is 0.99995, while for Kendall’s tau 0.9893. When top-k SAS with
cosine similarity passes the threshold and tells that the top-k tags become stable,
top-k SAS by Kendall’s Tau judges it not stable and requires more posts to
achieve stability. This implies that the stability standard for different similarity
metrics should be different.

We also vary the step size d to see its effect. We find that when step size
increases, top-k SAS decreases. This makes sense because two tag distributions
far apart have more difference than two adjacent ones. A larger step size improves
accuracy in the cost of more posts, as the effect of window size ω.
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Efficiency. Finally, we examine the efficiency of top-k SAS measures. Figure 12
shows that top-k SAS is quick to compute. For example, top-5 SAS can be
computed in 3 × 10−4 ms on average. The window size ω has little effect on
the performance. When k increases, more time is needed, because similarity
computation for k-dimensional vector pairs is more costly. SAS is the slowest; it
takes 10 times longer than top-5 SAS and 3 times than top-30 SAS to finish.

Summary. The experiment results show that top-k SAS outperforms SAS. First,
top-k SAS is more reliable than SAS. It requires fewer posts to determine that the
k-most-frequent tags are good representatives of top-k tags. This is important
to a “crowdsourcing-enabled” tag retrieval system (Fig. 2), since fewer workers
need to be invoked, thereby saving the cost. Moreover, top-k SAS is much faster
than SAS to compute.

4 Learning-Based Stability Evaluation

The experiment results in Sect. 3 demonstrate that threshold-based top-k SAS
achieves good results. However, a big challenge is that the performance is so
sensitive to threshold that it’s hard to set a proper threshold. There is not a
one-for-all threshold for different domains of applications.

To solve the problem, in this section, we introduce a learning-based method
that can automatically evaluate the stable status instead of manually setting
threshold for every application. The goal is to evaluate whether the k most fre-
quent tags become stable or not, which can be modeled as a binary classification
problem. Figure 13 interprets the idea of learning-based method. First, we pre-
process the original resources and their post sequences to get the labeled dataset.
Then we use the labeled dataset to train a classifier using common classification
models (i.e. Logistic Regression, Support Vector Machine). Now when a new
sample comes, the classifier can directly evaluate whether the k most frequent
tags of the resource are stable or not. Experiments are conducted to demonstrate
its performance and the comparison between threshold-based and learning-based
methods.

Fig. 13. Learning-based stability
evaluation

Fig. 14. Labeled data preparation
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4.1 Dataset Preparation and Representation

The tagging process of a resource r forms a post sequence. Each time the resource
receives a new post, we can capture its meta information such as the current
number of posts r receive, the tag frequency distribution, the accuracy@k score
(defined in Sect. 3.3), etc. The meta information will be utilized to prepare the
dataset for learning. For example, given a resource r with totally n posts, we
take the meta information after receiving each post as a sample. The sample will
be labeled as yes if its accuracy@k passes 0.8, and no if accuracy@k is lower
than 0.8. In the experiment, we use accuracy@10 because 10 tags is a general
setting in collaborative tagging websites to describe a resource. And 0.8 means
8 out of 10 tags are the real top-10 tags, which indicates the k most frequent
tags are already of high quality to be returned as the top-k tags.

Figure 14 illustrates how we prepare the labeled data. After processing the
5000 URLs of Del.icio.us dataset, we got 562,048 samples with label “stable” or
“unstable”. For the 159 resources on Last.FM, we finished with 15,360 samples.

For both datasets, we split up the data into 80% training and 20% testing.
Here stratified sampling (https://en.wikipedia.org/wiki/Stratified sampling),
instead of random sampling, is used because there are more stable samples than
unstable ones in the labeled dataset.

4.2 Simple Feature Extraction and Selection

In the above representation of records, resourceID, #posts, relative frequency
distribution (rfd) are three original features of each sample, and stable status
is what we want to predict. Before exploiting specific models for prediction, we
conduct simple feature extraction and selection to remove non-useful features
and extract new features from functions of the original features.

Among the original features, resourceID itself has no relation with stable
status and will be removed. Then we transform rfd sequence to top-k SAS score
using top-k SAS measure. #posts remains as one feature because it has relation
with the target. For example, when #posts is larger, the sample is more likely
to become stable. But when #posts is small, the sample appears unstable. The
following is the representation of processed samples. In our example, we use top-
10 SAS as the feature which aligns with accuracy@10 in labeling the dataset.

#posts top-k SAS Stable status

1 0.9534 0

2 0.9728 0

· ·
m 0.9999 1

1 0.9433 0

· ·

https://en.wikipedia.org/wiki/Stratified_sampling
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Table 5. Performance on Del.icio.us

Precision Recall F1 AUC

Logistic regression 0.92 0.98 0.95 0.79

Random forest 0.93 0.95 0.94 0.81

Table 6. Performance on Last.FM

Precision Recall F1 AUC

Logistic regression 0.86 0.90 0.82 0.80

Random forest 0.84 0.86 0.85 0.78

4.3 Learning and Evaluation

Our goal is, given the meta information of each sample, to predict whether its k
most frequent tags are stable to be returned as top-k tags. This can be considered
as a typical binary classification problem.

There are models that can perform binary classification, such as Logistic
Regression, Supporting Vector Machine (SVM), Random Forest, Deep Learn-
ing, etc. Each model has its own advantage. Random forest is especially pow-
erful when the number of features is large. Deep learning is a good choice for
large dataset, but it takes a long time for training. SVM runs slow when train-
ing on large volume of data. In our problem, since the features are simple and
dataset is large, we choose Logistic Regression and Random Forest to perform
the classification.

Considering there are more stable samples than unstable ones, the overall
classification accuracy may not be an appropriate measure of performance. If
an unstable sample is classified to be stable (False Positive), the accuracy will
sacrifice. If a stable sample is classified to be unstable (False Negative), it will
require more tagging cost. Thus, we use various metrics for evaluation from
different perspectives, such as precision, recall, F1 score (https://en.wikipedia.
org/wiki/Precision and recall) and AUC.

4.4 Results

Here we present the results on the samples from Del.icio.us and Last.FM
datasets. Table 5 shows the performance of Logistic Regression and Random For-
est on Del.icio.us dataset. We can find that F1 achieves 0.95 which indicates a
good overall classification result. In Logistic Regression method, the recall value
is high to 0.98, well, precision is slightly lower. This implies that the model
intends to predict a sample to be stable when it is still unstable. Comparing
with Logistic Regression, Random forest performs a little bit better on precision
but slightly worse on recall. Table 6 shows the result of Last.FM dataset. The
performance is slightly worse, which is reasonable due to the relatively small
dataset for learning.

We also evaluate the average accuracy@10 and the number of posts needed
to achieve stable status over the whole dataset. For each resource, we use its
post sequence to simulate the tagging process. Once it is classified to be sta-
ble by the classifier, we record the #posts and accuracy@10 for each resource.
Tables 7 and 8 show the statistics. For Del.icio.us dataset we use Random For-
est classifier, with an average 14 posts, resource will be classified to be stable,
and the accuracy@10 reaches around 0.75. It is slightly lower than accuracy@10

https://en.wikipedia.org/wiki/Precision_and_recall
https://en.wikipedia.org/wiki/Precision_and_recall
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of 0.8 which we use to label a resource stable. It is reasonable because some
resources get lower accuracy because they are misinterpreted as stable. While,
for all the right predictions, we record the minimal number of posts with which
the accuracy@10 can just achieve the passing-line accuracy 0.8. Thus, the over-
all accuracy@10 is lower than 0.8. The similar result can be found in Last.FM
dataset.

Table 7 also shows the comparison between threshold-based and learning-
based method on Del.icio.us dataset. We can see that although the result of
learning-based method is not as good as the result when large threshold is set,
it is comparable to that when t = 0.99. The accuracy@10 from learning-based
method is higher than that when t = 0.99 with the same number of posts. The
similar results can be found on Last.FM dataset in Table 8. The accuracy@10
from learning-based method is slightly lower than t = 0.999, but helps save 7
posts. And the accuracy is better than other two threshold settings. The results
once again indicates that the performance of threshold-based method is quite
sensitive to the threshold setting. Different applications require different thresh-
old setting strategies. While the learning-based method shows its advantage in
automatically determining the stable status regardless of various application
domains.

Table 7. Comparison between threshold-based method and learning-based method,
Del.icio.us

t = 0.9999 t = 0.999 t = 0.99 Learning-based method

accuracy@10 0.93 0.83 0.72 0.74

#posts 76 30 14 14

Table 8. Comparison between threshold-based method and learning-based method,
Last.FM

t = 0.999 t = 0.99 t = 0.9 Learning-based method

accuracy@10 0.79 0.63 0.53 0.75

#posts 40 17 10 33

4.5 Summary

In this section, we present the results of learning-based method to evaluate the
stable status of tag distributions. Results show that the learning-based classifica-
tion works well in predicting the stable status given the meta tagging information
of a resource. Learning-based method can effectively address the challenge of set-
ting threshold for top-k SAS. Currently, we only utilize two simple features for
learning the stable status. In the future, we will explore more on the data char-
acteristics of collaborative tagging and make more effort on feature engineering
to improve prediction accuracy.



Reliable Retrieval of Top-k Tags 345

5 Conclusion

In this thesis, we raise a question concerning the quality of keywords (top-k tags)
of resources in collaborative tagging systems. We investigate a simple but repre-
sentative meta information, tag frequency, and propose a metric, top-k Sliding
Average Similarity (SAS), to measure the reliability of the k-most-frequent tags
being retrieved as the real top-k tags. The empirical study on two real datasets
show that top-k SAS provides a more accurate and efficient metric for the top-k
tags retrieval problem than existing stability measurement.

Another important problem we investigate into is how to evaluate whether
the stability is to a satisfactory extent so that the k most frequent tags can
be returned as the top-k tags. Two methods are introduced to solve the prob-
lem. One is threshold-based inspired by existing work [17]. The other one is a
parameter-free method based on machine learning classification model. Com-
prehensive experiments are conducted on both methods. The threshold-based
method performs well if only proper threshold can be set. The learning-based
method delivers comparable result to threshold-based one while overcoming the
difficulty of setting threshold.
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Abstract. Individuals with Autism Spectrum Disorder (ASD) have
been shown to prefer communication at a socio-spatial distance. So while
rarely found in the real world, autism communities are popular in Web-
based forums, convenient for people with ASD to seek and share health
related information. Reddit is one such avenue for people of common
interest to connect, forming communities of specific interest, namely sub-
reddits. This work aims to estimate support scores provided by a popular
subreddit interested in ASD – www.reddit.com/r/aspergers. The scores
were measured in both the quantities and qualities of the conversations in
the forum, including conversational involvement, emotional, and infor-
mational support. The support scores of the subreddit Aspergers was
compared with that of an average subreddit derived from entire Reddit,
represented by two big corpora of approximately 200 million Reddit posts
and 1.66 billion Reddit comments. The ASD subreddit was found to be
a supportive community, having far higher support scores than did the
average subreddit. Apache Spark, an advanced cluster computing frame-
work, is employed to speed up processing of the large corpora. Scalable
machine learning techniques implemented in Spark help discriminate the
content made in Aspergers versus other subreddits and automatically
discover linguistic predictors of ASD within minutes, providing timely
reports.

Keywords: Big data · Apache Spark · Large-scale distributed comput-
ing · Support scores · Autism communities

1 Introduction

Individuals who are affected by Autism Spectrum Disorder (ASD) often have
social interaction and communication difficulties [1]. Web-based forums open a
new support avenue where people affected by ASD could find their voice in online
environments with the safety of social and spatial distances. In this research,
Reddit is used as one such avenue, hosting more than 300,000 subreddits, each of
which is home to people of common interest to join and discuss their own stories.

c© Springer International Publishing AG 2017
A. Bouguettaya et al. (Eds.): WISE 2017, Part I, LNCS 10569, pp. 347–355, 2017.
DOI: 10.1007/978-3-319-68783-4 24
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Then the term “online autism communities” is defined as subreddits that involve
users affected by or interested in ASD, related to or providing supports for people
with ASD. Online autism communities have been recently studied, such as in
examining the topics the users are interested in and the way they express their
arguments in terms of language styles; however, to date, little is known about
support scores that characterize these discussions. Also, a comparison with other
communities on the platform was not conducted, which probably shows how
supportive the community is in relation with others in the online forum setting.

This study aims to estimate several aspects of support, including engaging,
emotional, and informational support in an online community interested in ASD,
namely www.reddit.com/r/aspergers – “For safe and helpful conversation with
people who have Aspergers or live with someone who does. We also welcome
people with other autism spectrum conditions.” This work will then investigate
into the differences in the support scores between the subreddit with the whole
Reddit. Apache Spark [9], an advanced framework in cluster computing, will be
employed to process the big corpora.

A key contribution of this work is to introduce coarse-grained measures of
support for online communities. Another contribution is in the demonstration on
the efficiency of advanced cluster computing in extracting support features and
discriminating the content made in Aspergers versus those made in other sudred-
dits. The implication includes the automatic discovery of linguistic predictors of
target online communities, supporting timely decision-making.

The current paper is organized as follows. Section 2 outlines the proposed
methods, data, and experimental set-up. The difference in support scores
between subreddit Aspergers and entire Reddit is described in Sect. 3. This
section also reports the performance of an Apache Spark cluster in both extract-
ing support features and classifying content made in Aspergers versus other
subreddits. Section 4 concludes the paper.

2 Method

2.1 Data

Subreddit Aspergers. In this paper Reddit data was chosen since it allows
people to create or join communities of common interest.

While searching for Reddit communities interested in autism, two popular
subreddits were shown: r/autism1 and r/aspergers 2. The focus of r/autism is
on news or articles related to ASD. On the other hand, r/aspergers is the venue
mainly for discussions on their own stories among people who have aspergers
or live with someone having ASD. As the main objective of the work is to
estimate the supportiveness the members would perceive through sharing their
own stories, r/aspergers is chosen into the study.

1 https://www.reddit.com/r/autism/.
2 https://www.reddit.com/r/aspergers/.

www.reddit.com/r/aspergers
https://www.reddit.com/r/autism/
https://www.reddit.com/r/aspergers/


Estimating Support Scores of Autism Communities 349

We used PRAW, a Python Reddit API wrapper to crawl posts and comments
from the subreddit.3 We crawled 19,517 posts and 310,401 comments, made by
18,816 members (redditors) of Aspergers from March 2010 to March 2017.

Entire Reddit. Aspergers will be analyzed in relation with other subreddits.
To represent the entire Reddit, two large corpora were downloaded: 196,531,736
Reddit posts (251 GB, time-stamped from 24 January 2006 to 31 August 2015)4

and 1,659,361,605 Reddit comments (908 GB, time-stamped from 15 October
2007 to 31 May 2015)5.

2.2 Support Scores

Response Activities. The activities of commenting reflect the degree of par-
ticipation of members in the forum, including the percent of posts receiving at
least a comment; the average number of comments per post; and how quick a
reply by other members firstly occurs after posting. These quantities could be
considered as coarse proxies of support. These numbers for Aspergers will be
compared with that of entire Reddit, derived using the big corpora.

Emotional Support. To roughly estimate emotional support of the forum,
the affective information expressed in post and comment content should be
measured. For the affective aspect, we used ANEW lexicon [2,5] to extract the
sentiment conveyed in the content. Words in this lexicon are rated in terms of
valence, arousal, and dominance. The valence of words is on a scale of one, very
unpleasant, to nine, very pleasant. The arousal is measured in the same scale,
one for least active and nine for most active. The dominance also ranges from
one, submissive, to nine, dominant.

LIWC Features. To learn the linguistic features of the content made in Red-
dit, we examined the proportions of words in 68 psycho-linguistic categories as
defined in the LIWC package [7], such as linguistic, social, affective, cognitive,
perceptual, biological, relativity, personal concerns and spoken. These outputs
of the package could be inferred into support scores. For instance, the usage of
first-person singulars (e.g., I, me, mine), a type of function word, was used as
the marker of self-disclosure (informational support) in health support forums.

2.3 Difference Between Aspergers and Entire Reddit

To examine how Aspergers differs from other subreddits, same support features
for both Aspergers and entire Reddit will be pulled out. In particular, firstly, sup-
port scores a subreddit may provide will be roughly estimated through response
activities. Secondly, affective scores and language features for the posts and com-
ments will be extracted. These characteristics of Aspergers will be compared with
that of an average subreddit, derived from the two big corpora.
3 https://praw.readthedocs.org/en/stable/, retrieved March 2017.
4 http://bit.ly/1MvQobz, downloaded 1 October 2015.
5 http://bit.ly/1RmhQdJ, downloaded 1 October 2015.

https://praw.readthedocs.org/en/stable/
http://bit.ly/1MvQobz
http://bit.ly/1RmhQdJ
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2.4 Computing Environment

The cluster used in the experiments consists of eight worker nodes. Each node
features a dual eight-core (32 vcores) Intel R© Xeon R© E5-2670@2.60 GHz proces-
sors, 128 gigabytes of main memory, and CentOS 7.2 operating system. Apache
Spark [9] is chosen as the cluster computing platform for the experiments. We
will examine the computing framework in both (1) extracting the support fea-
tures and (2) discriminating posts and comments made in Aspergers versus other
subreddits, providing predictors of the community. For the first task, the sup-
port features for Aspergers and the entire Reddit will be extracted using Apache
Spark. The performance of extracting the features by a single machine and by
a Spark cluster of eight worker nodes was compared. Running time was used
as the measure of performance. For the second task, several machine learning
algorithms implemented in Spark will be used to classify the content made in
Aspergers versus others.

3 Experimental Results

3.1 Support Scores

Response Activities. The raw measures of support via commenting behavior
for Aspergers and entire Reddit (indeed the corpora of approximately 200 million
posts and 1.66 billion Reddit comments) were extracted, shown in Table 1. In all
the measures, Aspergers is more supportive than an ‘average’ subreddit.

In particular, firstly, on average each post in Aspergers receives 16 replies,
which is twice of the number for entire Reddit, showing a much higher level of
conversational involvement by members of the subreddit. Secondly, only 2.4 %
of Aspergers posts receive no comment, whereas more than 40 % of Reddit posts
have no response. Finally, it takes only 3.3 h for a post in Aspergers to be firstly
commented by other Redditors, while, for an average Reddit post, this figure is
12.4 h, somehow reflecting higher support in Aspergers community, in compari-
son with an average subreddit.

Table 1. Response activities within Aspergers, in comparison with entire Reddit.

Aspergers Reddit

Number of posts 19,517 196,531,736

Number of comments 310,401 1,659,361,605

Average number of comments per post 16 8

Number of posts receiving comments 19,041 114,814,771

Response ratio 97.6% 58.4%

Response time (in hours) 3.3± 37.0 12.4± 152.9
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(a) The mean of sentiment scores for posts. (b) The mean of sentiment scores for com-
ments.

Fig. 1. The mean of sentiment scores for posts made in Aspergers and in entire Reddit.

Emotional Support. We examine the difference in sentiment scores and lan-
guage styles between subreddit Aspergers and entire Reddit.

Figure 1 shows the mean of sentiment scores for posts and comments made in
subreddit Aspergers and in entire Reddit. It is observed that the mean valence
of the community was higher than that of an average subreddit. So, on average,
more pleasant words were used in Aspergers than in an average subreddit. It
could be because for Aspergers, especially in early stages of the diagnosis, words
with quite high valence, such as hope (valence: 7.05) or hopeful (valence: 7.10),
were used more than average. Then when passing years dealing with the disorder,
they would feel proud (valence: 8.03) or grateful (valence: 7.37).

On the other hand, the arousal score of Aspergers is lower than that of an
average subreddit. This probably implies that members of Aspergers tend to
use more low active words in their posts and comments than does an average
redditor.

Likewise, the dominance score of Aspergers is lower. It is likely that most
members of the community tend to use more submissive and less dominant
words in their posts and comments.

Psycho-Linguistics. Psycho-linguistic features for Reddit posts and comments
were extracted using LIWC package [7]. Then the relative difference in the use
of a feature between Aspergers and an ‘average’ subreddit is determined as

diff =
meanAspergers − meanReddit

(meanAspergers + meanReddit)/2
∗ 100 (1)

where meanAspergers and meanReddit are the average of the feature for posts or
comments made in subreddit Aspergers and in entire Reddit, respectively. If diff
> 0, the feature is used more in Aspergers than in an average Reddit, and vice
versa.

In Posting. Out of 68 LIWC features, 36 features have the relative differences
of more than 30%, computed following Eq. 1.

The most different feature is the number of words (word count) used in a
post, at 130% difference. Message length was considered as the proxy for the
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amount of communication [8]. Higher word count was found to be a signal of
better communication and better group performance [8].

First-person singulars are also among the preference of members of Aspergers
subreddit, in comparison with an average subreddit, with 77.8% difference. This
shows a high level of self-disclosure in the forum, similar to mental health related
subreddits [3], providing a high level of informational support to Aspergers’s
members. The higher degree of self-disclosure in Aspergers is also confirmed by
the higher use of social (for all of its sub-categories family, friends, and humans)
and cognitive (all of its sub-categories but inhibition) words [3].

It is apparent to observe that anxiety words (e.g., worried, nervous, anxious)
were used much more by Aspergers than by an average subreddit in posting,
with 96.2% gap. Indeed the link between autism and anxiety has been found in
literature, and thus anxiety related topics are expected to be discussed either by
the sufferers or by the carers within Aspergers subreddit. Accordingly, words on
health were used more by Aspergers, with 60.3%. This could be considered parts
of informational support.

On the other hand, the lower in the use of inhibition words (e.g., block, con-
strain, stop) would attract comments with higher degree of emotional, instru-
mental, information and prescriptive advice [3].

In Commenting. About half of the LIWC features have the relative differences
of more than 20%, computed following Eq. (1).

Similar to posting behavior, more words were used to reply to a post in
Aspergers, likely more time was spent on commenting, showing a high level of
conversational engagement by members of the community. In particular, the
average length of comments (in number of words) made in Aspergers is 66.0
(±89.5), more than twice that of an average subreddit (28.6± 49.7).

The degree of self-disclose, a type of informational support, is also found to
be highly used in commenting within the autism community. It is evidenced by
higher values, than an average subreddit, of first-person singulars, social, and
cognitive words in the comments. Higher use of health words also contribute to
the level of informational support provided by the community.

On the other hand, comments made by Aspergers members have lesser swear
words (e.g., d ∗ mn, p ∗ ss, f ∗ ck), with the gap of 98.5% compared with the
averaged subreddit. This is likely to make the community peaceful to join as
well as to positively contribute to the emotional support the community might
provide.

3.2 Performance of Cluster Computing

Feature Extraction. The time needed for extracting the affective scores for the
Spark cluster of eight nodes is 18 h and 45 min and for a single node of the cluster
is 39 days, 2 h, and 12 min, which is 50 times slower. Similarly, it took the Spark
cluster only 3 h and 21 min to complete extracting LIWC features and took the
single node 18 days, 20 h, and 34 min, which is 134 times slower. Apart from
collecting the resources of joining nodes in the cluster, one possible reason for the
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better performance by the cluster is that Spark supports parallel operations [9].
This type of operations is commonly used in independently extracting features
for each data point of the large corpora.

Classifications. While the feature extraction job is simple to be scaled up by
Spark, as it can be conducted independently for each data point, though not
straightforward, the cluster framework is also utilized to implement parallel and
scalable machine learning algorithms. We will examine this capacity through
learning linguistic predictors of autism communities, probably providing tools
to identity online communities of interest. The linguistic features are already
extracted from Sect. 3.1 and will be used as the initial predictors in the classi-
fications of posts and comments made in Aspergers versus those made in other
subreddits.

To create a balanced dataset for the classification, the same number of posts
and comments were sampled from the whole Reddit corpora, excluding those
made by Aspergers subreddit. This results in two balanced datasets: approxi-
mately 40,000 posts and 600,000 comments, which are the inputs to Aspergers
versus others classifications. The classifiers consist of popular built-in ones imple-
mented in Spark MLlib: logistic regressions with stochastic gradient descent
(SparkLR-SGD) and limited-memory BFGS (SparkLR-LBFGS); Naive Bayes;
SVM; decision tree; and random forest [4]. Outside of the MLlib, we also used
Spark OLR algorithm (One-pass Logistic Regression), which is recently proposed
and claimed to be state of the art in both predictive performance and the execu-
tion time [6]. F-measure is used as the predictive performance and the execution
time is also reported.

Figure 2 shows the result of the classifications. For predictive performance,
LIWC features could gain more than 80% F-measure in post classifications and
more than 70% F-measure in comment classifications. The F-measure is compa-
rable for all the classifiers, except Spark Naive Bayes’s, which is far worse than
others.

For execution time, OLR is the fastest in comment prediction and the second
fastest in post prediction. OLR is five times faster than the slowest (SparkLR-

(a) Post classification as Aspergers versus oth-
ers with LIWC as the predictors.

(b) Comment classification as Aspergers ver-
sus others with LIWC as the predictors.

Fig. 2. Performance of the Spark cluster in the classifications by different classifiers.
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LBFGS) in the comment classification (24 s versus 123 s). The key difference
helping OLR to run fast is to parallelize the computation of sufficient statistics
in Spark [6].

From the coefficients of a logistic regression model learned in the post clas-
sification, top positive predictors of Aspergers include word count, first person
singular, and cogmech (cognitive processes). This is in line with the difference
found in Sect. 2.2, and can be interpreted in terms of the support scores. These
features were also found as top positive predictors of Aspergers in the com-
ment classification. In this comment prediction, affective processes (e.g., happy,
grateful) is also a strong positive predictor of Aspergers, implying a high emo-
tional support in the community. The implication from this experiment is that
the predictors of target online communities of our interest are discovered within
minutes, likely providing timely responses.

4 Conclusion

This study investigated support scores of an online community interested in
autism in comparison with other online communities. An advanced computing
framework was used to process the big corpora. The community Aspergers was
found to be a supportive community, having much better support scores than did
an average subreddit. Indeed, the conversational involvement, emotional support,
and self-disclose scores of the community are higher than that of an average
subreddit, showing an encouraging atmosphere within the group, inspiring the
fellows to stick with conversations. The results of this study suggest that data
mining of online communities has the potential to detect meaningful patterns
for understanding the representations of ASD conditions online. The work also
demonstrates the efficiency of an advanced computing framework in dealing with
big data, supporting timely decision-making.
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Abstract. Route planning aims at designing a sightseeing itinerary
route for a tourist that includes the popular attractions and fits the
tourist’s demands. Most existing route planning strategies only focus on
a particular travel route planning scenario but cannot be directly applied
to other route planning scenarios. For example, previous next-point rec-
ommendation models are usually inapplicable to the must-visiting prob-
lem, although both problems are common and closely related in travel
route planning. In addition, user preferences, POI properties and his-
torical route data are important auxiliary information to help build a
more accurate planning model, but such information are largely ignored
by previous studies due to the challenge of lacking an effective way to
integrate them. In this paper, we propose a flexible deep route planning
model DTRP to effectively incorporate the available tourism data and
fit different demands of tourists. Specifically, DTRP includes two stages.
In the model learning stage, we introduce a novel multi-input and multi-
output deep model to integrate the rich information mentioned above
for learning the probability distribution of next POIs to visit; and in
the route generation stage, we introduce the beam search strategy to
flexibly generate different candidate routes for different traveling scenar-
ios and demands. We extensively evaluate our framework through three
travel scenarios (next-point prediction, general route planning and must-
visiting planning) on four real datasets. Experimental results demon-
strate both the flexibility and the superior performance of DTRP in
travel route planning.

Keywords: Travel route planning · Location recommendation ·
Trajectory mining

1 Introduction

Tourists traveling to a new place often face the problem of “travel route plan-
ning”, which aims to design a sightseeing itinerary route that should cover the
c© Springer International Publishing AG 2017
A. Bouguettaya et al. (Eds.): WISE 2017, Part I, LNCS 10569, pp. 359–375, 2017.
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most interesting visitor attractions and fit the various travel demands of tourists
[5]. Travel route planning is an important while time-consuming travel prepara-
tion activity before the tourists visit a new city for the first time [24]. A desirable
route planning strategy not only can help tourists better enjoy their trips, but
also contribute to free them from the time-consuming and trivial preparation
works.

Existing route planning works can be roughly categorized into three cat-
egories. The first category of works utilize the relative geographical distances
among the Point of Interests (POIs) to locate the shortest possible tour paths,
which is also known as the “Traveling Salesman Problem” [3,5,17]. The sec-
ond category treats the route planning as an recommendation problem, which
aims to generate the candidate routes based on the historical travel route data
of the visitors [1,27–30]. The last type of related literatures are kind of hybrid
methods, which usually propose an optimization model to incorporate both POI
properties and historical route data [4,11,13,19].

Although a bunch of related works studied the travel route planning problem,
there are two major limitations for the existing methods. First, previous works
only focus on a specific travel route planning scenario. According to the data
analysis, we summarize three common route planning scenarios as shown in
Table 1. Existing models are mostly designed for one scenario. For example, [1,5]
try to solve the “General Planning” problem while [6,12,15] focus on the “Next-
Point Recommendation” problem. It is difficult to directly apply these models to
other scenarios. Hence, a more general and flexible route planning model which
can be suited to different scenarios is needed. Secondly, there can be various types
of data available coming from different sources, including user preferences, POI
properties, and historical route data of other users, and these data can be helpful
to design an desirable traveling route for a new user. However, previous single
data source based models are not effective to incorporate the muti-sourced data.
Besides, user preferences, POI properties and historical route data potentially
encode different types of information. Traditional shallow methods, such as topic
model [9] and hidden markov model [2], cannot effectively capture the highly
non-linear complex correlations among them either [26].

In this paper, we aim to propose a general and flexible deep route planning
model which can effectively incorporate user preferences, POI properties, and
historical route data while fit various demands of tourists. This task is difficult
to address due to the following challenges. Firstly, there are different kinds of
constraints including travel time, cost, and must-visit POI constraint in the
above mentioned scenarios, which ought to influence the generation process of
traveling routes. It is non-trivial to propose a general and flexible model which
can satisfy these constraints. Secondly, although combining user preferences, POI
properties and historical route data into the route planning process is expected
to achieve better performance, it is not obvious how best to do this under a
unified framework.

To address the above challenges, we propose a general and flexible Deep
Travel Route Planning model (DTRP). We formulate this task as a sequence
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Table 1. Three typical route planning scenarios.

Scenario Description

General Planning For a tourist who comes to a new city for tour,
he/she needs an appropriate route which includes the
hot places and with as little as possible detours. Also
the traveling time budget is limited

Next-Point Recommendation For a tourist who has visited several POIs already,
he/she needs to be recommended which place to visit
next, considering the tourist preferences, POI
popularities and time limitation

Must-Visiting Planning There are several POIs that a tourist wants to visit
very much. Thus a travel route plan covering these
must-visiting POIs is needed in this case. Tourists
need a route which includes all these POIs and has
the least detours

generation task which is suitable to be addressed by deep models. DTRP includes
two major stages: model learning stage and route generation stage. In the model
learning stage, we try to learn the probability of next POIs given the user pref-
erences and previous POIs in a route. In the route generation stage, based on
the learned probability distribution, we introduce the beam search strategy to
flexibly integrate different constraints into the route generation process to ensure
the generalization of the proposed framework. For each type of the above men-
tioned route planning problems, we design an appropriate generation strategy
considering user preferences and demands.

To summarize, we make the following contributions:

– We introduce a novel multi-input and multi-output deep learning model to
learn the probability distribution of next visiting POIs given the previous ones
in a travel route. The proposed model can effectively utilize the multi-sourced
tourism data.

– Based on the learned probability distributions, we further introduce beam
search algorithm to generate candidate routes for each proposed scenario, in
which the various types of user demands can be flexibly integrated.

– We extensively evaluate our approach on four dataset. Experimental results
show the superior performance of DTRP over state-of-the-art methods.

The rest of this paper is organized as follows. Section 2 summarizes the related
works. Section 3 formally defines the problem of route planning. Section 4 intro-
duces the proposed framework DTRP in details. Section 5 presents the experi-
mental results. Finally we conclude this work in Sect. 6.

2 Related Work

Route planning has attracted a lot of research interests recently, and existing
related works can be roughly categorized into three categories. The first category
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of related works are the variants of the “Traveling Salesman Problem” (TSP),
which tries to locate the shortest path connecting a given set of geographical
points. Beirigo and Santos [3] proposes a parallel Iterated Local Search (ILS)
heuristic to search for promising candidate routes in a realistic travel network.
Brilhante et al. [5] proposes to generate the budgeted trajectory by composing
the popular itineraries with a specific instance of the Traveling Salesman Prob-
lem, aiming to find the shortest path crossing the popular itineraries. Matai
et al. [17] utilizes TSP greedy heuristic method which greedily constructs the
solution by always selecting the trajectory with the closest POI.

The second category of related works consider the route planning task as
an recommendation problem, which aim to generate candidate routes based on
visitor’s historical route data. Zheng and Xie [29] recommends the top-m popular
travel sequences in the given region utilizing the HITS-based inference model.
Zheng et al. [30] investigates the traffic flow among different regions of attractions
by exploiting Markov chain model and analyzes tourists’ travel pattern of a tour
destination for recommendation.

The third category of related works usually propose an optimization prob-
lem to incorporate both POI properties and historical route data, which are
kind of hybrid works. Rodŕıguez et al. [19] recommends each user a trajectory
best suited to their needs by using an interactive multi-criteria technique and
a mathematical model. Lim [13] utilizes a variant of Orienteering Problem to
maximize the overall profit of the recommended trajectory with a mandatory
POI category based on user interest as additional constraint. Kurashima et al.
[11] incorporates user preference and present location information into the proba-
bilistic behavior model by combining topic models and Markov models. Brilhante
et al. [4] models the task of planning personalized touristic tours as an instance of
the Generalized Maximum Coverage problem, maximizing a measure of interest
for the tourist given her preferences and visiting time budget.

The major limitation of related works is that they cannot effectively incor-
porate historical routes, user preferences and POI properties under an unified
framework. In addition, existing works are mostly designed for a specific tour
scenario and it is difficult to directly apply these models to a new tour scenario
with different travel demands.

3 Problem Definition

In this section, we will first introduce several key terminologies, and then formally
define the studied problem of travel route planning.

3.1 Key Terminologies

POI Property Vector: Given the set of POIs P = {p1, . . . , p|P|}, where each
element pi represents a specific POI, we define the property vector of POI pi as:
vpi

∈ R
1×m, where m is the dimension of property vector. Vector vpi

preserves
property information of POI pi, such as category, popularity, latitude/longitude
coordinates and stay time.
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User Preference Vector: Given the POI category set C and a tourist ui in the
tourist set U , we define the user preference vector vui

∈ R
1×|C| as the normalized

interests of ui on different POI categories. Elements in vui
represent the interests

distribution of ui calculated by the number of previous visiting times to different
POI categories.

Historical Travel Routes: Historical travel route set T contains travel routes
shared by other tourists who have visited the city before. A historical travel
route is defined as Tu = ((p1), . . . , (pk)), which is an ordered sequence of k POIs
visited by tourist u.

3.2 Problem Definition

Based on the above definitions, we formally define the studied problem as follows.

Definition 1. (Travel Route Planning): Given the POI set P, historic travel
route set T and the corresponding tourist set U , we aim to generate a personalized
travel route for each user. Specifically, we firstly try to learn the probabilities
of visiting the next POI given the previous POIs and the tourist preferences:
P (pt|ui, pt−1, pt−2, · · · ),∀pt ∈ P. Then based on the learned probability, we try
to generate a desirable candidate route for a new user considering his travel
preferences and demands.

4 DTRP: Deep Traveling Route Planning Framework

In this section, we will present the details of the proposed DTRP model. We will
first briefly introduce the framework of DTRP, and then we will elaborate the
details of the deep model utilized in the modelc learning stage. Finally in the
route generation stage, we will introduce the beam search based route generation
strategy, which can be applied in different travel scenarios.

4.1 Framework

Figure 1 shows the framework of DTRP. Given a city for travel, we first crawl
the travel routes shared by other tourists, and collect the corresponding POI

Fig. 1. Framework of DTRP.
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properties and user preferences (left part of Fig. 1). In the model learning stage,
the historical routes are transformed into a set of sequence patterns as the input
of our model. Next we introduce a multi-input and multi-output deep model
to learn the probability of visiting the next POI given the input pattern (the
middle part of Fig. 1). In this stage, we utilize a LSTM model to encode the POI
property vectors, user preference vector and route sequence information into a
low-dimensional sequence representation vector, and then a MLP model is uti-
lized to predict the probabilities of visiting the next POIs by incorporating the
generated sequence vector and user preference vector. Finally in the route gen-
eration stage (the right part of Fig. 1), based on the learned probability model
from the previous stage, we utilize the beam search strategy to generate the
candidate routes by incorporating the constraints in different scenarios. Based
on the preferences of a target user, we take the candidate POIs with the highest
probability as the first POI to visit in the future route. Considering user prefer-
ences and the generated POIs in the temporal routes, we iteratively insert POIs
with high probability for the next place to visit into the temporal routes. The
pruning method is flexible as it can be utilized to form the generated routes
satisfying different constraints in different scenarios.

4.2 Model Learning Stage

In this subsection we present the deep learning model which is designed to learn
the probability of visiting the next POI given previous ones in a travel route.
We aim to propose a data-driven model to mine knowledge from the historical
routes to help plan future travel routes for new users.

Given a user and his historical routes, firstly we transform each input route
into a set of POI patterns and their next POIs. As shown in Table 2, given a
travel route, the user and the first several POIs are merged as an input pattern,
and the next visited POI is treated as the future POI for prediction.

Based on the input pattern x = {u, p1, p2, . . . , pn}, we utilize a deep learning
model to learn the probability of next POI to visit: {P (pi|x),∀pi ∈ P}. As shown

Table 2. Generation of patterns.

(a) Example of the input route

Trajectory {p1, p4, p9, p3}
User u10

(b) Patterns extracted from above data

Pattern Next POI

u10 p1

u10, p1 p4

u10, p1, p4 p9

u10, p1, p4, p9 p3
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Fig. 2. Architecture of the probability learning model.

in Fig. 2, the proposed model is a multi-input and multi-output model which is
convenient for the manipulation of the interwined data streams. The main input
is the generated patterns, and the auxiliary input is the user preference vector.
We utilize the LSTM (Long Short Term Memory) model [20] to encode the input
pattern and the corresponding POI properties into a distributed vector. LSTM
can process input sequences of arbitrary length [18]. Comparing to the normal
RNN (Recurrent Neural Network) models, LSTM can learn long-term dependen-
cies by introducing a memory cell to preserve the state of long time before [8].
The main output contains the final probability distribution on the POIs for next
position considering the user preferences. The auxiliary output predicts the prob-
ability of POIs for the next position only based on the sequence representation
vector. With the auxiliary output part, label information is utilized earlier in
the model, which is a good regularization mechanism for deep models. Besides,
the auxiliary output part also ensures the LSTM layer to be trained smoothly.
We design a loss function for each output and linearly combine them as the final
loss function.

Next we will introduce the details of each layer in the model:

– Main Input: The generated pattern x = {u, p1, p2, . . . , pn} with the length
n + 1 is the main input. Note that the length of the input pattern can be
arbitrary.

– Embedding Layer: This layer projects each POI pi in the input pattern to
its property vector vpi

∈ R
1×m. User u in the pattern is embedded into his

preference vector vu ∈ R
1×|C|, in which C is the set of POI categories. LSTM

model requires the embedding vectors of components in the input sequence
the same size. Hence we adopt the padding strategy [23] to insert zeros to the
shorter embedding vectors, After the padding process, the components in the
input pattern are projected into the maximum(m, |C|)-dimensional vectors.
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Here we assume m > |C|, hence the shape of embedding vectors outputted by
this layer is R

1×m.
– LSTM Layer: The LSTM layer encodes the input pattern into a

d-dimensional representation vector through the recursive of a transition func-
tion on a recurrent state ht. For the t−th POI pt, the input of LSTM layer is
the representation vector vpt

∈ R
1×m, and the output is the recurrent state

ht ∈ R
1×d. The recurrent state ht is a non-linear transformation of input vec-

tor and its previous recurrent state ht−1. LSTM unit utilizes an input gate it,
an forget gate ft and an output gate ot to control the information transferred.
The specific parameterization of LSTM is defined by the following equations:

it = σ(W (i)vpt
+ U (i)ht−1) + b(i)

ft = σ(W (f)vpt
+ U (f)ht−1) + b(f)

ot = σ(W (o)vpt
+ U (o)ht−1) + b(o)

ut = tanh(W (u)vpt
+ U (u)ht−1) + b(u)

ct = it ⊗ ut + ft ⊗ c(t−1)

ht = ot ⊗ tanh(ct)

where σ(·) is a sigmoid function, ⊗ is element-wise multiplication and tanh(·)
is a hyperbolic tangent function. W (i), W (f), W (o), W (u) ∈ R

d×m, U (i), U (f),
U (o), U (u) ∈ R

d×d, b(i), b(f), b(o), b(u) ∈ R
d×1 are the parameters.

– Mean Pooling and Dropout Layer: Following recent works [16], we utilize
the mean pooling layer to generate pattern representation vector h ∈ R

1×d

by averaging the recurrent state ht outputted in every time t: h = 1
n

n∑

t=1
h(t).

After the mean pooling process, we introduce the dropout layer [25] to avoid
overfitting through its regularization effect. While copying the input to the
output, the dropout layer sets some entries selected randomly to zero with a
probability of 0.5 in our experiment.

– Merge Layer: This layer has two input vectors: the sequence representa-
tion vector h ∈ R

1×d from the dropout layer and the user preference vector
vu ∈ R

1×|C|. Merge layer concatenates these two input vectors as a single
output vector.

– Main MLP: The main MLP part is a two-layer feed-forward neural network
model, which takes the representation vector rmerge ∈ R

1×(d+|C|) as input.
The output vector y′ ∈ R

1×|P| contains the conditional probability over all
POIs given the input pattern and the user preferences. The formulation of
this layer is:

O = W2(tanh(b1 + W1omerge)) + b2

where b1 ∈ R
l×1, b2 ∈ R

|P|×1, W1 ∈ R
l×(d+|C|), W2 ∈ R

|P|×l are parameters
to be learned, and l is the dimension of hidden layer. Then we introduce the
softmax function as the activation function of output layer:

y′
i = P (pi|x) =

eOi

∑|P|
k=1 eOk
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– Aux MLP Layer: The aux MLP part is also a two-layer feed-forward neural
network taking the pattern representation vector h ∈ R

1×d as input, and the
output vector is y′′ ∈ R

1×|P|. The formulation of this layer is:

O′ = W
′
2(tanh(b

′
1 + W

′
1h)) + b

′
2

y′′
i =

eO′
i

∑|P|
k=1 eO′

k

where b′
1 ∈ R

l′×1, b′
2 ∈ R

|P|×1, W ′
1 ∈ R

l′×d, W ′
2 ∈ R

|P|×l′ are parameters to
be learned, and l′ is the dimension of the hidden layer.

To the input pair of pattern x and its next point pj , we introduce the cate-
gorical cross-entropy function as the loss function:

L = −
∑|P|

k=1
(yk · log(y′

k) + λ · yk · log(y
′′
k ))

yk =
{

1, k = j
0, k �= j

in which λ is the weight of the auxiliary loss. We utilize the SGD (stochastic
gradient descent) algorithm to minimize the loss L.

After the model learning process, we can obtain a learned model which is able
to predict the probability of POIs for the next position given an input pattern.
The prediction results are preserved in the main output vector. This stage forms
up a powerful basis to generate desirable candidate routes.

4.3 Route Generation Stage

In this subsection, we present route generation strategies designed for each route
planning scenario shown in Table 1. We first describe the POI prediction process
for the “Next-Point Recommendation” problem; then we introduce beam search
method to generate candidate routes for “General Planning” problem; finally
the generation approach for “Must-Visiting Planning” problem is presented.

For the “Next-Point Recommendation” problem, the learned probability of
visiting next POI from Sect. 4.2 can be directly utilized to recommend the next
POIs. As shown in Algorithm 1, the inputs of the algorithm include a POI pattern
and the user preference vector. If the input pattern only contains the target user
as {ui}, this task is still meaningful because it recommends the first POI purely
relying on the user preferences. The output of Algorithm1 is the main output
vector y′ which contains the probabilities of visiting the next POI. According to
the output vector, top-K POIs with the highest probabilities as well as fitting
the visit time limitation, are selected as the final recommendations.

“General Planning” problem is different from “Next-Point Recommenda-
tion”, as it requires a complete route rather than a single POI as the out-
put. In order to solve the route generation problem, we introduce the greedy
beam search procedure with pruning techniques to find top-K candidates [22].
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Algorithm 1. Next -Point Prediction Algorithm
Input:

main input : an input pattern x : {ui, p1, p2, · · · , pt} ;1

aux input : user preference vector vui ;2

Output:
main output: POI probability vector y′ ∈ R

1×|P|
3

model = Load model() // load the learned probability model from model4

learning stage ;
inputs = [main input, aux input] ;5

y′ = model.predict(inputs) ;6

return y′
7

Algorithm 2 presents the details of route generation method for the “General
Planning” problem.

The inputs of the general planning algorithm include target user preference
vector vui

, travel time budget d, acceptable time range ε, and beam size n.
The output is a set of generated candidate routes along with their probabilities.
Given a generated candidate route Tn, function pn returns the probability scores
calculated by the learned probability model, and function tTn

returns the entire
travel time cost for this route.

After the initialization of the candidate route set A and the temporal route
set T , we insert the initial temporal route (ui) into T . In each iteration from
line 9 to 29 in Algorithm 2, for each old temporal route To in T , we utilize the
learned model from Sect. 4.2 to estimate the probabilities of its next POIs as
shown in line 12. For each POI in top-n highest probability set Snextpois, we
append it into To to form a new temporal route Tn. Then the probability score
and time cost of the new route Tn are calculated in line 15 and 16. We utilize a
pruning technique to incorporate user’s constraints into the generation process.
If the time cost exceeds the budget, the new route Tn is discarded. If its time
cost satisfies the budget, Tn is considered as an appropriate candidate route
and is appended into set A. If the time cost is lower than the upper limit, we
insert the new route Tn into T to further process it. After the update procedure,
in line 27 we remove the old route To from T . This iteration will be repeated
until there are no routes in T . Finally A contains all the candidate routes which
satisfy the user’s constraints with the top-k highest visiting probabilities. Finally
the candidate routes with the highest probabilities in A are selected as the final
results.

The solution of “Must-Visiting Planning” problem is similar to Algo-
rithm2 with two major modifications. Assume the must-visit POI set Pmust =
{p1, p2, · · · } contains all the POIs that must be visited. Firstly for line 12 in
Algorithm 2, besides the n POIs with the highest probabilities, we also insert
all POIs in Pmust into the set Snextpois to guarantee the generated candidates
contain the entire possible space. Secondly in the pruning step, if To has included
a POI pi in Pmust, pi will not be appended into To to form the new route Tn,
which is helpful to avoid repetitive computation.
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Algorithm 2. General Planning Algorithm
Input:

User preference vector vui ;1

Travel time budget d;2

Acceptable time range ε;3

Beam size n;4

Output:
Candidate route set A ;5

Set the A = Φ ;6

Set the temporal route set T = Φ ;7

Insert initial route {ui} into T ;8

repeat9

for To ∈ T do10

y′ = Next Prediction(To, vui) ;11

Snextpois ← get the top-n POIs from y′ ;12

for poi in Snextpois do13

Tn = To.append(poi) ;14

p(Tn) = p(To) × y′
poi ;15

t(Tn) = t(To) + t(poi) + travel time ;16

if t(Tn) > d + ε then17

continue ;18

end19

if d − ε ≤ t(Tn) ≤ d + ε then20

insert Tn into A ;21

end22

if t(Tn) < d + ε then23

insert Tn into T ;24

end25

end26

remove To from T27

end28

until T = Φ;29

return A30

5 Experiments

In this section we evaluate the performance of the proposed model. We first
introduce the datasets and baseline methods used in this paper. Then for the
three mentioned travel scenarios, we thoroughly evaluate the proposed model on
four datasets. Finally we analyze the quantitative experimental results.

5.1 Experiment Setup

Datasets. The dataset used in this paper is the Flickr User-POI Visits
Dataset published in [14]1, which extract geo-tagged photos of eight cities from
1 https://sites.google.com/site/limkwanhui/datacode#ijcai15.

https://sites.google.com/site/limkwanhui/datacode#ijcai15
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YFCC100M dataset [21]. Based on the geo-tagged photos, we map the photos
to the specific POIs location, and thus comprises a set of users and their vis-
its to various POIs. We group the consecutively visited POIs whose visit time
differences are less than 8 h as travel routes [21]. In our experiment, we use the
tourism data of four cities: Toronto, Vienna, Edinburgh and Glasow. Table 3
shows the details of these datasets.

Table 3. Description of the dataset

City POI photos Users POIs Travel sequences Categories

Toronto 39,419 1,395 29 6,057 6

Vienna 34,515 1,155 28 3,193 8

Edinburgh 33,944 1,454 28 5,028 6

Glas 11,434 601 27 2,227 7

In the datasets, each route is correlated with a specific user and contains a set
of ordered POIs. Each POI is represented as its property vector including its ID,
category (e.g. shopping, culture, religious and park), geographical coordinates,
traveling cost time and popularity. Each user is represented as his preference
vector, which is estimated from the categories of POIs he has visited.

Baseline Methods. We compare the proposed DTRP model with the following
four baseline methods:

– Multinomial Model: Multinomial model [13] predicts the next POI based
on its popularity score of each POI, which can be calculated by using the
multinomial probability distribution over POIs. This model only considers
the POI popularity but ignores the user’s current location and preferences.

– Order-1 Markov Model: Markov model [7] predicts the next POI based
on the user’s current location. Given the current POI, the most often visited
POI is recommended. This model considers user’s current location but ignores
user’s interests.

– Topic Model: Topic model [10] predicts the next POI based on the user’s
preferences, which is calculated by the LDA model. This model considers the
user’s interest but ignores the user’s current location and previous POIs.

– RNN: Comparing with proposed multi-input and multi-output model, this
model only has single input (main input) and single output (main output) [15].

Parameter Setup. In DTRP model, the output dim of LSTM and MLP are
both set to 64, the main MLP and the aux MLP are both two-layer feed-forward
neural network, the dropout rate is set to 0.2, and the weight of the auxiliary
loss λ = 0.2. The size of greedy beam search is set to n = 3, and the acceptable
time range is set to ε = 0.5 h.
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5.2 Next-Point Recommendation

For the “Next-Point Recommendation” problem, we try to predict the next POI
given the user and previous POIs (pattern) in a route. 80% of the travel routes
are randomly selected as the training data, and the rest are considered as the
test data. We select the following metrics to evaluate the performance of different
methods:

– Accuracy@k: Accuracy@k measures whether the next actual POI is
included in the top k recommended POIs. Assume R(T ) is the top k recom-
mended POIs of the input pattern T , v is the actual POI, and N is the number

of test data, accuracy@k is defined as: accuracy@k = 1
N

N∑

T=1

|v ∩ R(T )|.

– MAP: Mean average precision (MAP) [15] is the standard evaluation metric
for ranking tasks, which can evaluate the quality of the whole ranked lists.
Let I(T ) be where the actual next POI appears in the ranked list of the input

pattern T , MAP is defined as: MAP = 1
N

N∑

T=1

1
I(T ) .

Table 4. Next-point recommendation performance on four datasets.

Toronto Vienna

Algorithm Accu@1 Accu@3 MAP Algorithm Accu@1 Accu@3 MAP

Multinomial model 0.1086 0.2582 0.2615 Multinomial model 0.1518 0.2598 0.2784

Topic model 0.1094 0.2680 0.2623 Topic model 0.1545 0.2895 0.2793

Markov model 0.1436 0.3152 0.2981 Markov model 0.1742 0.3447 0.3325

RNN 0.3139 0.6270 0.5105 RNN 0.2996 0.5838 0.4875

DTRP 0.3657 0.65 0.5411 DTRP 0.3333 0.6075 0.5128

Edinburgh Glasow

Algorithm Accu@1 Accu@3 MAP Algorithm Accu@1 Accu@3 MAP

Multinomial model 0.1206 0.2727 0.2715 Multinomial model 0.0927 0.2735 0.2642

Topic model 0.1296 0.2859 0.2889 Topic model 0.1039 0.2935 0.2751

Markov model 0.1647 0.3436 0.3186 Markov model 0.1158 0.3236 0.2933

RNN 0.2916 0.5853 0.4686 RNN 0.3440 0.6366 0.5132

DTRP 0.3314 0.6055 0.5090 DTRP 0.3705 0.6501 0.5483

Table 4 shows the results of different prediction methods. We can clearly
see that the deep models (RNN and DTRP) consistently outperforms other
shallow models, which proves the strong feature learning capacity of deep models.
By introducing the auxiliary learning part, DTRP outperforms RNN by 4% in
Edinburgh and 3% in other datasets, which proves the effectiveness of the multi-
input and multi-output deep model. Overall, one can see that the proposed
DTRP model can effectively incorporate user preferences, POI properties and
historical routes.
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5.3 General Planning

In the “General Planning” task, we aim to generate a complete route as the final
result. Based on the proposed next-point recommendation methods, we utilize
the beam search strategy shown in Sect. 4.3 to generate next POI one by one to
form the final route. To evaluate the quality of the generated routes, we choose
the following metrics:

– Route Interest: The route interest of the generated route T to a user u is
defined as: Intu(T ) =

∑

p∈T

Intu(p), in which Intu(p) = n(u,{p.cat})
n(u) denotes the

user’s preference on the category of POI p. n(u) represents the total number
of the POIs visited by the users.

– Route Popularity: The popularity of a single POI is defined as the number
of times it has been visited by the tourists, and the route popularity is defined
as the summation of the popularities of the contained POIs.

– Edit Distance (ED): The edit distance is an evaluation metric to measure
the minimum number of edit operations from one sequence to another. We
apply ED to measure the difference between generated candidate route and
the actual route.

Table 5 shows the evaluation results. From the results, we can see that the
proposed DTRP model beats the best shallow baselines by about 20% in the
route interest by incorporating the user preference and POI properties. Besides,
DTRP outperforms RNN by 4% on the metric of edit distance. The experimental
results show that the proposed model can better satisfy the user’s preferences
and generate the high quality routes with the lowest edit distance.

Table 5. General route planning performance on four datasets.

Toronto Vienna

Algorithm Interest Popularity ED Algorithm Interest Popularity ED

Multinomial model 0.2508 0.1281 1.1852 Multinomial model 0.4671 0.1371 1.4109

Topic model 0.2557 0.0814 1.0771 Topic model 0.4865 0.0931 1.1951

Markov model 0.2658 0.0829 1.0232 Markov model 0.4922 0.1078 1.1820

RNN 0.4416 0.0874 0.6670 RNN 0.6936 0.1001 1.1176

DTRP 0.4729 0.0902 0.6294 DTRP 0.7187 0.1089 1.0841

Edinburgh Glasow

Algorithm Interest Popularity ED Algorithm Interest Popularity ED

Multinomial model 0.3354 0.1322 1.4077 Multinomial model 0.2728 0.1229 1.3323

Topic model 0.3931 0.1007 1.3827 Topic model 0.2968 0.0931 1.1136

Markov model 0.3914 0.1130 1.2909 Markov model 0.3013 0.1092 0.9864

RNN 0.6008 0.1073 1.1297 RNN 0.4705 0.0896 0.7230

DTRP 0.6230 0.1168 1.0885 DTRP 0.4926 0.0989 0.6999
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5.4 Must-Visiting Planning

In this task users can specify several POIs that must visit, which add extra
constraints to the route generation process. The must visited POIs are randomly
picked from the actual routes. Here we utilize tour precision, recall and F1-score
as the evaluation metrics:

– Route Precision: Route precision denotes the proportion of POIs in the
generated route that are also in the actual route, which is defined as
P (T ) = |Pg∩Pr|

|Pg| .
– Route Recall: Route recall denotes the proportion of POIs in the actual Pr

that are also in the generated route Pg, which is defined as R(T ) = |Pg∩Pr|
|Pr| .

– Route F1-score: Route F1-score denotes the harmonic mean of the precision
and recall of the generated route T , defined as F1 = 2×P (T )×R(T )

P (T )+R(T ) .

Table 6. Must-visiting route planning performance on four datasets.

Toronto Vienna

Algorithm Precision Recall F1 score Algorithm Precision Recall F1 score

Multinomial model 0.4496 0.5124 0.4727 Multinomial model 0.4316 0.4522 0.4361

Topic model 0.4898 0.5716 0.5213 Topic model 0.4854 0.5501 0.5095

Markov model 0.5444 0.6229 0.5748 Markov model 0.5183 0.5445 0.5251

RNN 0.5905 0.6947 0.6385 RNN 0.6077 0.6896 0.6460

DTRP 0.6261 0.7114 0.6590 DTRP 0.6359 0.7034 0.6621

Edinburgh Glasow

Algorithm Precision Recall F1 score Algorithm Precision Recall F1 score

Multinomial model 0.4097 0.4737 0.4344 Multinomial model 0.4903 0.5312 0.5063

Topic model 0.4871 0.5537 0.5128 Topic model 0.5026 0.5855 0.5359

Markov model 0.4968 0.5277 0.5062 Markov model 0.5352 0.5785 0.5501

RNN 0.5763 0.6606 0.6156 RNN 0.6743 0.7518 0.7109

DTRP 0.6000 0.6894 0.6342 DTRP 0.6947 0.7793 0.7283

Table 6 shows the results. One can see that our model consistently outper-
forms other methods on the precision and recall. F1-score is a balanced repre-
sentation of both precision and recall measurements, and higher precision and
recall will result in a higher F1-score. The F1-score of DTRP beats best baseline
by 3%, which reveals the effectiveness of DTRP in the “Must-visiting Planning”
task.

6 Conclusion

This paper proposes a flexible deep route planning framework DTRP to incor-
porate available tourism data and fit the tourist’s demands. We formulate this
task as a sequence prediction problem, which aims to learn the probability of
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visiting the next POIs given the user preferences and previously visited POIs
in a route. In the model learning stage we propose a novel deep learning model
to learn the probability distribution of the next POIs for visiting. In the route
generation stage we introduce beam search strategy to generate the travel route
based on the learned probability model. Experimental results on three popular
scenarios over four datasets demonstrate the effectiveness of DTRP.

Acknowledgment. This work was supported by the National Natural Science Foun-
dation of China (Grand Nos. U1636211, 61672081, 61602237, 61370126), National High
Technology Research and Development Program of China (No. 2015AA016004), fund
of the State Key Laboratory of Software Development Environment (No. SKLSDE-
2017ZX-19), and the Director’s Project Fund of Key Laboratory of Trustworthy
Distributed Computing and Service (BUPT), Ministry of Education (Grant No.
2017KF03).

References

1. Arase, Y., Xie, X., Hara, T., Nishio, S.: Mining people’s trips from large scale
geo-tagged photos. In: International Conference on Multimedea 2010, pp. 133–142
(2010)

2. Ashbrook, D., Starner, T.: Using GPS to learn significant locations and predict
movement across multiple users. Pers. Ubiquit. Comput. 7(5), 275–286 (2003)

3. Beirigo, B.A., Santos, A.G.D.: A parallel heuristic for the travel planning problem.
In: International Conference on ISDA, pp. 283–288 (2016)

4. Brilhante, I., Macedo, J.A., Nardini, F.M., Perego, R., Renso, C.: Where shall we
go today?: planning touristic tours with tripbuilder. In: CIKM (2013)

5. Brilhante, I.R., Macedo, J.A., Nardini, F.M., Perego, R., Renso, C.: On planning
sightseeing tours with trip builder. Inf. Process. Manag. 51(2), 1–15 (2015)

6. Chen, M., Yu, X., Liu, Y.: Mining Moving Patterns for Predicting Next Location.
Elsevier Science Ltd., Amsterdam (2015)

7. Gao, H., Tang, J., Liu, H.: Exploring social-historical ties on location-based social
networks. In: AAAI (2012)

8. Graves, A.: Generating sequences with recurrent neural networks. arXiv preprint
arXiv:1308.0850 (2014)

9. Iwata, T., Watanabe, S., Yamada, T., Ueda, N.: Topic tracking model for analyzing
consumer purchase behavior. In: IJCAI, pp. 1427–1432 (2009)

10. Kurashima, T., Iwata, T., Irie, G., Fujimura, K.: Travel route recommendation
using geotags in photo sharing sites. In: CIKM, pp. 579–588 (2010)

11. Kurashima, T., Iwata, T., Irie, G., Fujimura, K.: Travel route recommendation
using geotagged photos. Knowl. Inf. Syst. 37(1), 37–60 (2013)

12. Lian, D., Xie, X., Zheng, V.W., Yuan, N.J., Zhang, F., Chen, E.: CEPR: a collab-
orative exploration and periodically returning model for location prediction. ACM
Trans. Intell. Syst. Technol. 6(1), 1–27 (2015)

13. Lim, K.H.: Recommending tours and places-of-interest based on user interests from
geo-tagged photos. In: SIGMOD PhD Symposium, pp. 33–38 (2015)

14. Lim, K.H., Chan, J., Leckie, C., Karunasekera, S.: Personalized tour recommen-
dation based on user interests and points of interest visit durations. In: IJCAI
(2015)

http://arxiv.org/abs/1308.0850


DTRP: A Flexible Deep Framework for Travel Route Planning 375

15. Liu, Q., Wu, S., Wang, L., Tan, T.: Predicting the next location: a recurrent model
with spatial and temporal contexts. In: AAAI, pp. 194–200 (2016)

16. Liu, Y., Sun, C., Lin, L., Wang, X.: Learning natural language inference using
bidirectional LSTM model and inner-attention. arXiv preprint arXiv:1605.09090
(2016)

17. Matai, R., Singh, S., Mittal, M.L.: Traveling salesman problem: an overview of
applications, formulations, and solution approaches. Comput. In: Traveling Sales-
man Problem, Theory and Applications, vol. 12 (2010)

18. Mikolov, T., Karafit, M., Burget, L., Cernocky, J., Khudanpur, S.: Recurrent neural
network based language model. In: Interspeech, pp. 1045–1048 (2010)

19. Rodr�lguez, B., Molina, J., Prez, F., Caballero, R.: Interactive design of personalised
tourism routes. Tour. Manag. 33(4), 926–940 (2012)

20. Sundermeyer, M., Schlter, R., Ney, H.: LSTM neural networks for language mod-
eling. In: Interspeech, pp. 601–608 (2012)

21. Thomee, B., Shamma, D.A., Friedland, G., Elizalde, B.: The new data and new
challenges in multimedia research. Commun. ACM 59(2), 64–73 (2015)

22. Tillmann, C., Ney, H.: Word reordering and a dynamic programming beam search
algorithm for statistical machine translation. Comput. Linguist. 29(1), 97–133
(2006)

23. Vanhoucke, V., Mao, M.Z.: Improving the speed of neural networks on CPUs. In:
Deep Learning and Unsupervised Feature Learning Workshop NIPS (2011)

24. Vansteenwegen, P., Souffriau, W., Berghe, G.V., Oudheusden, D.V.: The city trip
planner: an expert system for tourists. Expert Syst. Appl. 38(6), 6540–6546 (2011)

25. Wager, S., Fithian, W., Wang, S., Liang, P.: Altitude training: strong bounds for
single-layer dropout. Adv. Neural Inf. Process. Syst. 1, 100–108 (2014)

26. Wang, D., Cui, P., Zhu, W.: Structural deep network embedding. In: KDD, pp.
1225–1234 (2016)

27. Wang, S., He, L., Stenneth, L., Yu, P.S., Li, Z.: Citywide traffic congestion estima-
tion with social media. In: SIGSPATIAL/GIS, pp. 1–10 (2015)

28. Wang, S., He, L., Stenneth, L., Yu, P.S., Li, Z., Huang, Z.: Estimating urban traffic
congestions with multi-sourced data. In: IEEE International Conference on Mobile
Data Management, pp. 82–91 (2016)

29. Zheng, Y., Xie, X.: Learning travel recommendations from user-generated GPS
traces. ACM Trans. Intell. Syst. Technol. 2(1), 2 (2011)

30. Zheng, Y.T., Zha, Z.J., Chua, T.S.: Mining travel patterns from geotagged photos.
ACM Trans. Intell. Syst. Technol. 3(3), 1–18 (2012)

http://arxiv.org/abs/1605.09090


Taxi Route Recommendation Based on Urban
Traffic Coulomb’s Law

Zheng Lyu1(B), Yongxuan Lai1(B), Kuan-Ching Li1,2, Fan Yang3,
Minghong Liao1, and Xing Gao1

1 School of Software, Xiamen University, Xiamen, China
xmdxlz@stu.xmu.edu.cn, {laiyx,liao,gaoxing}@xmu.edu.cn

2 Department of Computer Science and Information Engineering,
Providence University, Taichung, Taiwan

kuancli@pu.edu.tw
3 Department of Automation, Xiamen University, Xiamen, China

yang@xmu.edu.cn

Abstract. With the advances and availability of networking and data
processing technologies, the number of researches supporting taxi as a
mean of transportation and further optimization of their route selection
is increasing and broadly discussed. For the taxis, when they are cruising
on the street the drivers looking for passengers, most drivers rely on their
experience and intuition for the guideline to optimize their cruise routes
and increase profit. This approach, however, is not efficient and usually
increases the traffic load in urban cities. A solution is highly required to
match and recommend appropriate cruising routes to taxis so that aim-
less cruising would be avoided and the drivers income would be increased.
In this paper, we propose a route recommendation algorithm based on
the Urban Traffic Coulomb’s Law to model the relationship between the
taxis and passengers in urban traffic scenarios. Different from existing
route recommendation methods, the relationship among taxis and pas-
sengers are fully taken into account in the proposed algorithm, e.g. the
attractiveness between taxis and passengers and the repulsion among
taxis. It collects useful information from historical trajectories, and cal-
culates the traffic attraction for cruising taxis, based on which optimal
road segments are recommended to drivers to pick up desired passen-
gers. Extensive experiments are conducted on the road network based
on massive real-world trajectories to verify the effectiveness, and evalua-
tions demonstrate that the proposed method outperforms among existing
methods and can increase the drivers’ income by more than 8%.
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1 Introduction

Taxis are playing an important role in daily lives of urban citizens. Different
from other public transportation like buses or subways, taxis do not follow fixed
routes periodically. Drivers have to plan their own routes right after passengers
are dropped off [19], and their incomes are largely determined by the selec-
tion of these routes. Nevertheless, it is not easy for a driver to schedule and
select the best route to maximize his/her earning. If they select a route that
has no/fewer passengers, they would waste their time and petrol, which also
decreases the profit of taxi drivers and increases traffic load in urban cities.
Thus, a solution to help taxi drivers select better and more effective cruising
routes is highly required. It would mutually benefit both drivers and passengers,
as well as improve the efficiency of urban transportation systems.

Fortunately, with the advancement of smart devices and networking tech-
nologies, the Location-Based Services (LBS) are widely used in our daily lives
[3,9,15]. Most taxis are equipped with GPS localizer, and geographic positions
are reported to the operating company periodically, e.g. 1–3 times per minute
[17], the occupancy as well as other information of each taxi are also recorded.
Having these datasets, it is possible to create new recommendation strategies to
help drivers select their cruising routings and pick up more passengers [6,19,21].
In the passenger-pickup scenario, taxis hunt for passengers and passengers wait
for taxis, and drivers have to compete with each other to pick up more passen-
gers. With this respect, there are similarities between the traffic network and
the electrostatic field in physics. Stated in Coulomb’s law [5], there are posi-
tive and negative charges in electrostatic field, as like charges repel and unlike
charges attract. Similarly, the concept of Urban Traffic Coulomb’s law is devel-
oped, where urban traffic network is viewed as a big electrostatic field and taxis
and passengers as the positive and negative charges. A taxi ‘repels’ another taxi
as they are competing to find passengers, and a passenger ‘attracts’ a taxi as
they are looking for each other. Some analogous models have been applied to
other areas, such as the application “the electrostatic model” in the trip distri-
bution [10].

As we can note, there are two aspects in the Urban Traffic Coulomb’s law :
the former is the attractiveness between taxis and passengers, and the latter is
the repulsion among taxis. Most existing researches matched to the first aspect,
road segments with more passengers and hotspots are recommended as cruising
routes [4,6,7,12,16,19,21]. Yet they failed to consider the second aspect, i.e.,
the conflict and competition among vacant taxis, which would lead to ineffec-
tiveness of the route recommendation strategy. In this study, we propose a taxi
cruising route recommendation algorithm, which takes into account both aspects
of the Urban Traffic Coulomb’s law for the algorithm design. The proposed algo-
rithm collects useful information from historical trajectories, and calculates the
traffic attraction for cruising taxis, based on which optimal road segments are
recommended to drivers to pick up desired passengers. Extensive simulations
conducted based on a real trajectory dataset verified the effectiveness of the
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proposed method, and results show that it can improve taxis’ income by more
than 8% when compared with the ground truth and other methods.

The major contributions of this work are as follows:

– The concept of Urban Traffic Coulomb’s law is proposed to model the rela-
tionship between taxis and passengers in urban cities. Taxis are viewed as
positive charges and passengers as negative charges. Formulas that calculate
the traffic charges and traffic forces are also given within this concept.

– A cruising route recommendation method is proposed for taxi drivers based
on Urban Traffic Coulomb’s law. It first collects useful information from tra-
jectories, then calculates the attractiveness from the regions around, based
on which taxis are routed to optimal road segments to pick up desired pas-
sengers. The proposed algorithm considers both the attractiveness between
taxis and passengers and the competitions among both taxis and passengers.

– Extensive experiments were conducted on large number of real-world his-
torical GPS trajectories to verify the effectiveness of the proposed method.
Experimental results showed that the proposed scheme can effectively increase
the income of taxi drivers compared to other methods.

The remaining of this paper is organized as follows. First, related discussions
are presented in Sect. 2, whilst preliminaries and introduction of Urban Traffic
Coulomb’s law are depicted in Sect. 3. Next, Sect. 4 presents the detailed descrip-
tion of the proposed algorithm, followed by experiments studies and analysis
delivered in Sect. 5. Finally, Sect. 6 concludes the paper and presents some future
directions.

2 Related Work

Recently, the traditional pattern of taxis picking up passengers has changed
with the emergence of some taxi service platforms, such as Didi Taxi and Uber.
Taxis can pick up passengers with the guide of these platforms when there is
a need, while they still need to plan their own cruising routes when there is
not. Therefore, it is necessary to make an efficient recommendation for taxis.
Researches on recommendation system of taxis using GPS trajectories could be
mainly divided into two categories: macroscopic and microscopic recommender
systems.

2.1 Macroscopic Recommender Systems

In macroscopic recommender systems, only the driving directions are provided to
taxi drivers, rather than the complete driving routes. For example, an improved
ARIMA method to forecast the spatial-temporal variation of passengers in a
hotspot is proposed in [8] to help taxi drivers find new passengers. Li et al.
[7] study the passenger-finding strategies (hunting/waiting) of taxi drivers in
Hangzhou. In this work, L1-Norm SVM is used to select features for classifying
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the passenger-finding strategies in terms of performance. In [6], Hsueh et al.
recommend the next cruising location through a model combined with waiting
time, distance and some other factors. Similarly, Powell et al. [11] propose an
approach to suggest most profitable (grid-based) locations for taxi drivers by
constructing a Spatio-Temporal Profitability map (STP), on which, the nearby
regions of the driver are scored according to the potential profit calculated by
the historical data.

2.2 Microscopic Recommender Systems

Compared with macroscopic recommender systems, the microscopic one provide
taxi drivers with actual driving routes. A recommendation system for both taxi
drivers and passengers is proposed in [18]. For taxi drivers, the system recom-
mends a good parking place with shorter waiting time and longer distance for
the next trip. Another work presented in [4] scores each road segment and thus
obtains a cruising route with the highest score using a heuristic algorithm called
MSCR. In [12], pick-up points from large-scale real-world GPS dataset using a
clustering algorithm and a Markov Decision Process (MDP) model is proposed
to provide the strategy for taxis.

The proposed approach is categorized in the microscopic one, which is more
flexible and reliable on recommending the next driving road segment. Compared
to the methods mentioned above, the strengths are mainly embodied in the
following aspects. First, existing researches are mainly focused on the pick-up
points or the live trips, which neglect the competition among vacant taxis. Thus
these methods tend to recommend places with potential passengers but strong
competitions, such as airport and train station, which not only may not be able
to increase the profit, but also lead to the unbalanced deployment of taxis. In
the proposed approach, we take the density of vacant taxis into consideration
and reasonably recommend a place with larger chance rather than more passen-
gers. Second, most previous methods are focused solely on historical trajectories,
while the proposed approach combines the historical trajectories and real-time
trajectories together for the recommendation, which would improve the precision
of recommendation results.

3 Preliminary

3.1 Problem Statement

Road network can be built in many ways [2,13,14]. In this research, the road
network is characterized by a set of intersections and road segments (e.g.
extracted from OpenStreetMap [1]), represented by a graph G = (I, S), where
I = I1, I2, ..., In and S = S1, S2, ..., Sm, standing for a finite set of n intersec-
tions and m road segments. A road segment Si contains five properties, the
identification Si.id, the direction Si.dir, the length Si.length, the starting inter-
section Si.s, and the ending intersection Si.e. Similarly, a road intersection Ii is
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associated with three properties, the identification Ii.id, the longitude Ii.lon
and the latitude Ii.lat. A route is a directed sequence of L road segments,
Wi = S1, S2, ..., SL, where Wi.s = S1.s,Wi.e = SL.e and Sj .e = Sj+1.s for
1 ≤ j < L which means that consecutive road sections contained in a route
should share an intersection.

In fact, a taxi driver only makes decisions when he/she arrives at an inter-
section. Given a road network G = (I, S), a position trajectories T , an operation
trajectories O, the recommendation approach is to find the optimal route W for
taxis. Specifically, providing the best road segment to taxi drivers as soon as
he/she reaches an intersection.

3.2 Coulomb’s Law

Coulomb’s law is one of the most important laws in electrostatics to quantify
the force between two electrostatic charges. It states that the magnitude of
the electrostatic force between two point charges is directly proportional to the
scalar multiplication of the magnitudes of charges and inversely proportional to
the square of the distance between them; the direction of the force is along the
straight line that join them. In short, Coulomb’s law could be simply formulated
as Eq. (1):

F = k × q1 × q2
r2

(1)

where k is the Coulomb’s constant, q1 and q2 are the signed magnitudes of the
charges, the scalar r is the distance between the charges and F is the electric
force between q1 and q2.

3.3 Urban Traffic Coulomb’s Law

Urban traffic network can be considered as a special category of “electric field”
by isomorphing passengers and taxis as charges with different signs. Suppose the
urban traffic network is divided into several regions with “electric charge”s, the
cruise route of each taxi is affected by the “electric charge” from surrounding
regions. It is clear that the idea of Coulomb’s Law could be utilized in this
situation, denominating as Urban Traffic Coulomb’s Law (UTCL), being defined
as follows:

Definition 1. Traffic Charge: A traffic charge c of region r is mainly com-
posed of the taxis and passengers in r, corresponding to the “electric charges” in
r in “Coulomb’s Law”. Traffic charge describes the ability on attracting taxis of
a region, which is positive in most cases.

Here we give an abstract concept and the formal definition used in this paper
is given in Sect. 4.2.
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Definition 2. Traffic Force: Traffic force describes the direction and magni-
tude of the attractiveness on taxis from a region, corresponding to the “electric
force” in “Coulomb’s Law”. Specifically, the traffic force

−→
F from region r2 to the

taxi in region r1 can be stated as a mathematical expression:

−−−−−−−→
F (r1, r2, t) = k × Cr2t

R2
r1r2

×
−−→r1r2
|r1r2| (2)

where t is the current time slot, k is a constant to balance the result, Cr2t is the
traffic charge of r2 in t, Rr1r2 is the distance between the r1 and r2,

−−→r1r2
|r1r2| stands

for the direction from r1 to r2.

4 Routes Recommendation Using UTCL

Figure 1 gives an overview of the proposed approach, which mainly consists of
three components: metadata collection and calculation, real-time update, and
online recommendation. The on-board devises on taxies collect both spatial and
temporal metadata, send them to server. Then the historical traffic charges are
calculated based on the historical trajectories. During the process of online route
recommendation, the real-time traffic charges are first calculated based on the
real-time trajectories, and the traffic forces are calculated as soon as an empty
taxi reaches an intersection, using the historical traffic charges along with the
real-time traffic charges. The road segment nearest to the direction of the traffic
force would be recommended to the driver at that intersection. The process will
repeat until the taxi picks up a passenger.

Temporal 
processing

History 
trajectories Online RecommendationOffline Mining

Metadata 
collection

Real-time update

Spatial 
processing

Real-time 
trajectories 

Driving routes
recommendation

Traffic forces
combination

Real-time
traffic charges

Historical
traffic charges

Road Network

Final
Traffic charges

Fig. 1. System overview
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4.1 Spatio-Temporal Processing and Metadata Collection

Metadata collection means to collect and extract useful statistic information
from trajectories, such as the density of passengers and taxis in a given area. Con-
sidering the influence of spatio-temporal context, two types of work need to be
done before metadata collection, i.e., spatial processing and temporal processing.

Spatial processing is the first step, which means to divide a map into a few
smaller regions with comparable areas, and then a grid-based method process-
ing is conducted [11]. For example, the map is divided by 0.001◦ of longitude
and 0.001◦ of latitude in the experiment, where each unit is viewed as a region.
Temporal processing is another important step before metadata collection. Intu-
itively, the distribution of traffic is changing throughout the time, e.g., the num-
ber of passengers waiting for taxis in the daytime is much larger than that
during midnight. Therefore, metadata collection should based on a pre-defined
time division. The influence of these factors will be presented in Sect. 5.3.

Once spatial processing and temporal processing are completed, metadata
on each region and each time slot can be collected from trajectories. Several
metadata used in the proposed method are listed below (Table 1):

Table 1. Notations.

Notation Description

Ptr The passenger density in region r at time slot t

Pt The average passenger density in all non-zero regions at time slot t

Mtr The average money of one trip in region r at time slot t

Vtr The density of vacant taxis in region r at time slot t

Atr The density of all taxis in region r at time slot t

Str The average speed of all cars (taxis) in region r at time slot t

4.2 Traffic Charge Storage

The traffic charge in region r at time slot t, i.e. Crt, defined by Eq. (3) as follows:

Ctr =
Ptr

Pt
× (2 − Vtr

Atr
) × (1 +

Str

Smax
) × (1 +

Mtr

Mmax
) (3)

The traffic charge is composed of four parts. Ptr

Pt
is about the passengers and

Vtr

Atr
about the taxis, reflecting a positive influence on passengers, as well as a

negative influence on vacant taxis. For the third part, a better traffic condition
( Str

Smax
) means less time consumption and longer trips in a fixed time leads to

more income. Last, a region with higher revenue per trip ( Mtr

Mmax
) is preferred.

For the last three parts, we use ‘2 minus’ to guarantee the value are within the
range between 1 and 2, thereby preventing undue influence of the aspects. From
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Eq. (3), we can find a region with higher traffic charge is considered to have more
potential passengers, less rival taxis, better traffic condition and higher revenue
per trip.

As stated at Sect. 4.1, the traffic condition changes with time, thus a bet-
ter taxi route recommendation should be consider both the historical regu-
larity and real-time change of traffic. UTCL calculates the historical traffic
charges (extracted from the historical trajectories) and real-time traffic charges
(extracted from the real-time trajectories) respectively and then mix them up to
the final traffic charges. The definition of final traffic charges, represented as Cf ,
is shown as:

Cf = w × Ch (ts) + (1 − w) × Cr (f) (4)

where w stands for weight of historical traffic charge, Ch stands for the historical
traffic charge, ts stands for the corresponding time slot division, 1 − w stands
for weight of real-time traffic charge, Cr stands for the real-time traffic charge
and f stands for the corresponding update frequency. The optimum weights are
partly determined by the ratio between ts and f and may change in different
circumstance.

4.3 Combination of Traffic Forces

The concept of traffic force from one region to another is already given in Defini-
tion 2. A taxi is affected by traffic forces from all regions in urban traffic network,
while some regions far away have little effect. Therefore, there makes little sense
to model the entire regions. To solve this problem, we define a sub-region around
the taxi’s current location, e.g., 1 square kilometers, which contains a few but
not all regions [11]. We use the concept of Attraction to represent the vectorial
sum of all these traffic forces in a sub-region. Thus, according to Eq. (2), the
definition of Attraction is given as follows.

Definition 3. Attraction: Attraction is the aggregated result of traffic forces,
including both directions and forces. Attraction on taxi i in region r1 from sub-
region M during time slot t could be derived by the formula below:

−−−−−→
A (r1, t) =

M∑

rm

k × Crmt

Rr1rm
2 ×

−−→r1rm
|r1rm| (5)

where rm stands for the regions in sub-region M and other variables are the same
as those in Eq. (2). Attraction can be 0, which just means the choice of different
directions makes no difference.

4.4 Route Recommendation

As a vacant taxi cruises on the street, the taxi driver can only take actions at the
intersections [20]. Therefore, for a recommendation system, the recommended
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(a) At time t1 (b) At time t2

Fig. 2. An illustration of route recommendation. I1, I2, I3, I4 and I5 stand for five
intersections. S1, S2, S3 stand for three road segments. R1, R2, R3, R4 stand for four
regions.

results should be given at the same time, exactly the way the proposed method
works. Additional details about the recommendation algorithm are presented
using the examples shown in Fig. 2.

Imagine a vacant taxi driver arrives at I1 at time slot t1. At this moment, he
can select to drive along S1 or S2. The proposed algorithm will judge these two
choices and recommend him the better one. First, the proposed algorithm will
acquire the traffic charges from the database and further calculate the attraction.
After comparing the direction of the attraction with the direction of

−−→
I1I2 and−−→

I1I3, the proposed algorithm will choose the road segment nearest to the direc-
tion as the recommended road segment. Hereby, the force of attraction, which
stands for the attraction degree, would not be used in the proposed method.
Suppose S1 is the next recommended road segment and the driver arrives at I3
at time slot t2. The same procedure presented above will be performed again but
with different time slot and region. As shown in Fig. 2, S3 is the recommended
one this time. The above steps will be under processing until the driver picks up
the next passenger and a new recommendation process will start as soon as the
passenger leaves the taxi. The concrete formula is given in Eq. (6):

Srec = arg min
Sj∈S|S.si=Iid

θ(Sj .dir,D) (6)

where Iid stands for the intersection the taxi locates, Sj stands for the road
segment started with Iid, D stands for the direction of traffic force and θ(Sj .dir,D)

stands for the angle between the road segment Sj and the traffic force D.
The recommendation procedure is personalized since each driver is located

at a different location. From a macro perspective, this mechanism can prevent
sending the same information to multiple drivers, which may result in local-
ized competition and a non-equilibrium state. The recommendation procedure
is shown in Algorithm 1.
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As a taxi drops off his most recent passenger, the algorithm will first acquire
his current location, including region and intersection (lines 3–4). Then we use
the historical traffic charge and real-time traffic charge to calculate the final
traffic charge (line 5). Next, attraction will be calculated given the position and
time according to Eq. (5) (line 6). Finally, the recommended road segment will
be obtained using the method proposed in Sect. 4.4 and provided to the driver
(lines 7–8). This process will stop when he picks up the next passenger (line 2).

Algorithm 1. Online recommendation using UTCL
Input:

nt, the number of time slots;
nr, the number of regions;
M , the size of subregion;
ch[nt][nr], the array of historical traffic charge;
cr[nt][nr], the array of real-time traffic charge;
w, the weight of historical traffic charge(1−w, the weight of real-time traffic charge)
lonc, current longitude;
latc, current latitude;
Tc, current time;
isOccupied, the taxi’s current status, initialized to 0;

Output:
W , recommended route;

1: W ← ∅
2: while (isOccupied = 1) do
3: region ← getRegion(lonc, latc);
4: intersection ← getIntersection(lonc, latc);
5: cf [nt][nr] ← getCharge(ch, cr, w);
6: attraction ← getAttraction(region, Tc, cf ,M);
7: rs ← getRecommendSegment(attraction, intersection);
8: W ← W + {rs};
9: if (a passenger has been picked up by the taxi) then

10: isOccupied ← 1;
11: else
12: send W to the driver;
13: end if
14: end while

4.5 Complexity Analysis

As shown in Eq. (4), the historical traffic charges and the real-time traffic charges
together make up the final traffic charges, which is updated in a certain fre-
quency. The computational complexity can be expressed as O(T +R)1, composed
of the metadata collection of the real-time trajectories and the calculation of the
final traffic charge for each region.

1 T is the amount of real-time trajectories, R is the number of regions.
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The computation on attraction and routes recommendation are real-time.
The computational complexity of this process is O(M)2. The proposed approach
is practical and can be also be deployed on smart mobile phones.

5 Experimental Analysis

5.1 Environment Setup and Simulation

The proposed method is evaluated using the taxi trajectory data of Xiamen
(China) during July 2014, containing about 5,000 taxis. Besides, an associated
taxi operation dataset is also used. Totally, there are over 220 million GPS
position records and 8 million taxi live trips. The dataset is split up by two, from
July 1st to July 21st being the training set and the remaining is considered as
test set. The region is limited to [118.066E,118.197E] × [24.424N ,24.561N ] and
partitioned into 131×137 grids with equal intervals. The sub-region is set to 0.02◦

of longitude and 0.02◦ of latitude. During data cleaning processing, the GPS
records outside and those containing contradictory in time are removed from the
dataset. To evaluate the proposed method, we use the maps available provided
by OpenStreetMap to build a road network. Totally, 52479 road segments and
49773 intersections are stored in PostgreSQL. After building a road network, it
is important to locate GPS trajectories into corresponding ways, which is also
called map matching. We will leave this issue to the extension of this paper due
to limited space. Besides, time slot and the update frequency of traffic charges
are both set to 1 h. wh is set to 0.8 and 0.2 for wr.

To verify the effectiveness of the proposed method, we selected 50 most active
taxis from 8 a.m. to 12 p.m in the test set, 5 taxis each day. We simulate the
moving paths of virtual taxi drivers from the starting locations of these 50 drivers
in the road network and count their income according to the real passengers that
appeared in the test set.

5.2 Evaluation

The probability distribution function of the ground truth (the real income from
the test set) and the simulation results using the proposed method are shown
in Fig. 3. It is obvious that taxis with UTCL have a bigger probability to make
higher revenue(60–80 per hour), while taxis with the ground truth are more
likely to make lower revenue (20–50 per hour) compared to UTCL. As overall,
the taxis following the routes recommended by the proposed method have a
better earning ability than those following their own routes, which demonstrate
the effectiveness of the proposed method.

The experimental results of some similar methods are also presented in Fig. 4
for comparison. The first one is the modified ‘HITS’ model [22], which recom-
mends taxi drivers to the regions with highest profit without taking into consid-
eration other factors. The next one is the method proposed in [11], called ‘STP’
2 M is the number of regions in the sub-region.
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Fig. 3. Comparison of taxis’ earn-
ing ability between UTCL and the
ground.

Fig. 4. Comparison of average earning abil-
ity of taxis on UTCL, STP, HITS and ran-
domized method.

for convenience, which utilize a formula to calculate the profitability scores in
an STP map and recommends the region with the highest scores. The original
‘STP’ belongs to the macroscopic recommendation that only recommends the
driving direction. We improve the original ‘STP’ to the road-segment level and
make a contrast with UTCL. Besides, we also utilize a randomized method, that
randomly selects a road segment when meeting an intersection. As shown in
Fig. 4, the average revenue from the randomized method is 712.4, smaller than
that with the ground truth(i.e. 822.7), indicating the effect of drivers’ expe-
rience. The effectiveness of using a passenger-finding strategy is shown when
compared with the results without a passenger-finding strategy. The average
revenue earned by the taxi with UTCL is within top 10% of all taxis, performs
best among these three methods. Specifically, compared to STP and HITS, the
revenue of taxis has been increased by more than 8% when using UTCL, which
indicate higher competitiveness of UTCL method.

5.3 Impact Factor Analysis

Partition Granularity. Partition granularities determine the spatial accuracy
on recommendation. From Fig. 5, we could note the differences on different parti-
tion granularities. Simulation results from a smaller granularity like PG = 0.001
(each region is partitioned into 0.001◦ of longitude and 0.001◦ of latitude. So does
the “PG = 0.005” and “PG = 0.01”.) are more likely to reach a high revenue(i.e.
1000–1300), while results with larger granularity tend to get a low revenue (i.e. 0–
800), e.g., 45% for PG = 0.01 and 30% for PG = 0.05. This is mainly due to larger
granularity may lead to fewer regions and rougher calculations, thus resulting
in ambiguous recommendation. In simulation experiments performed, PG = 0.01
signifies to divide Xiamen into 14 × 14 grids with an area of nearly 1 km2. It is
hard to make a targeted recommendation in such a big area. Nevertheless, a
proper partition granularity should not be too small either, which may lead to
few trajectory data on each grid and thus affect the recommendation.
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Fig. 5. Simulation results on different
partition granularity.

Fig. 6. Simulation results on different
time slots.

Time Slots. Time slot determines the temporal accuracy of recommendation.
The differences on different time slots are shown in Fig. 6. From Fig. 6, we can
note that the ratio of high revenue taxi drivers (i.e. 1000–1300) from TS = 2 (time
slot is set for 1 h. So does the “TS = 1” and “TS = 4”.) is about the same as that
from TS = 1, while the ratio of high revenue taxi drivers from TS = 4 is much
lower. This is reasonable since more specific time may capture more accurate
traffic change and thus make a better recommendation. The distribution of traffic
may not change too much during 2 h, but surely a huge change will happen during
4 h. This illustrates that a better time division can improve the recommendation.

Analysis of Traffic Condition. Figure 7 shows the differences with or without
the factor of traffic condition. Compared to UTCL without traffic condition, the
distribution from UTCL is more concentrated in higher revenue. As we can
observe, there are almost 55% taxi drivers making more than 900 from the
simulation with traffic condition, whilst only 45% drivers can make that much
from the simulation without traffic condition. The situation is straightforward,
since a better traffic condition means a bigger chance to pick up more passengers.
Simulation results demonstrate that it is useful to take traffic condition into
consideration.

Fig. 7. Simulation results on using or
without using traffic condition.

Fig. 8. Simulation results on differ-
ent ratio between historical trajectories
and real-time trajectories.
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Analysis of the Ratio Between Historical and Real-Time Trajectories.
As shown in Fig. 8, the recommendation effect would not achieve the best when
using historical trajectories (w = 1) or real-time trajectories (w = 0) alone. In
this experiment, given the condition that 1 h for the time slot and the update
frequency of traffic charges, the best outcome is achieved when w is set to 0.8.
Since the final traffic charges are composed of the historical traffic charges and
the real-time traffic charges, one appropriate ratio between them can reflect the
distribution of traffic more accurately, thus make a better recommendation.

6 Conclusion and Future Works

In this paper, we proposed a new framework of recommending cruising routes
based on Urban Traffic Coulomb’s Law where taxis and passengers are viewed
as different types of charges. Traffic charges and attractions are calculated for
each region at different time slots according to Urban Traffic Coulomb’s law,
then the cruising routes for drivers are computed by comparing the differences
between attractions and the headings of adjacent road segments. Different from
other methods, the relationship among taxis and passengers are fully taken into
account in the proposed algorithm. Besides, the real-time trajectories are also
used for recommendation while previous methods are focused on the historical
trajectories alone. Experimental results show that the proposed method can
effectively provide taxi drivers with better routes. Compared to other methods,
drivers with this proposed method outperforms by more than 8%.

At this work, we divide the urban area into grids with the same size for the
ease of traffic charge calculation and recommendation. Yet the traffic charges at
road-segment levels could be considered for our future work. Also, at this paper
we only consider the income of taxis drivers for the recommendation, and the
waiting time and preferences of passengers are not fully considered. We would
import these factors in our future work. We are optimistic that further study
on the Urban Traffic Coulomb’s law is promising. It would increase the drivers’
income and the overall traffic efficiency in urban areas.
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Abstract. In this paper, we study the problem of order-sensitive activ-
ity trajectory search. Given a query containing a set of time-order target
locations, the problem is to find the most suitable trajectory from the
trajectory database such that the resulting trajectory can achieve the
minimum distance from the query. We formulate the problem using two
different order-sensitive distance functions: the sum-up objective func-
tion, and the maximum objective function. For the sum-up objective
function, we propose a dynamic programming (DP) algorithm with time
complexity O(mn2) where m is the length of the trajectory and n is the
number of query locations. To improve the efficiency, we also propose an
improved DP algorithm. For the maximum objective function, we pro-
pose exact and approximation algorithms to tackle it. The approximation
algorithm achieves a near-optimal performance ratio, and it improves the
time complexity from O(mn2) to O(n log(d/ε)) in comparison with the
DP algorithm. Extensive experimental studies over both synthetic and
real-world datasets demonstrate the efficiency and effectiveness of our
approaches.

1 Introduction

With the rapid development of wireless communication and positioning technol-
ogy, a large amount of data recording the location of moving objects, known
as trajectories, are widely generated and managed in numerous application
domains. This inspires tremendous efforts made on analyzing large scale tra-
jectory data from a variety of aspects in the last few years. Representative work
includes designing effective trajectory indexing structures [2,12], efficient trajec-
tory matching [14–16,21], and mining patterns from trajectories [7,8], to name
a few. There are also a variety of applications based on trajectory data, such as
locating potential friends through motion trajectories in everyday life [9], route
planning [10], motion recognition through data collected by sensors attached to
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the human body [19], and climate change prediction [13] and so on. The move-
ment of objects has a certain pattern, such as people in the workday is usually
along the same path to get off work, and in the holiday may go shopping or
watching movies. Therefore, through the people’s trajectory, interesting behav-
ior habits can be dug out and provided personalized help for improving their
lives.

In the different applications of the trajectory data, a very important and
fundamental operation is the trajectory similarity search. For instance, imaging
such a scenario, the user wants to start from the A location, passing by the
locations B, C, D, and finally reach the E point, how to find a short and rea-
sonable route. Our idea does not to re-plan a totally new route, but selects an
existing taxi trajectory in the city to find out the most reasonable path. One
reasonable solution is to select such most reasonable route among the database
containing the records of existing city taxi trajectory. Compared to re-planning
a new trajectory, the choice of an existing path has several advantages. First of
all, it satisfies the requirement of a relatively short distance. Second, since most
taxi drivers are familiar with the route of the city, the path will avoid traffic
route more easily, or take some shortcuts to shorten the travel time. Finally, we
do not need to consider the issue of path reachability between locations A and
E, because the trajectory database stores the real routes that have been actually
passed.

In this paper, we studied the problem of order-sensitive activity trajectory
search, that is, given a trajectory database T and a query q consisted of several
two-dimensional locations, our goal is to find the shortest trajectories from T
w.r.t. the query q. To measure the distance between two trajectories, we propose
two distance functions to calculate the order-sensitive distances. The first one
function is based on the sum-up order-sensitive distance, and the second one is
based on the maximum order-sensitive distance. We formulate two problems of
order-sensitive activity trajectory search based on the sum-up distance function
and the maximum distance function respectively, denoted by SumOATS-problem
and MaxOATS-problem. To these aims, we develop several efficient algorithms to
find the exact and approximate answers.

Both the SumOATS-problem and MaxOATS-problem are to find the optimal
solution, which captures the characteristics of the optimal sub-structure. Thus,
we propose dynamic programming (DP) algorithms to solve these two problems.
By searching for a point within the range determined by traversing the candidate
trajectory, we can calculate the shortest distance and get the optimal solution
of the current state, and then use the current state to calculate the next state
until the final result. The time complexity of the DP algorithms are O(mn2),
where m denotes the length of the trajectory, and n = |q| is the number of query
locations in q. Clearly, such DP algorithms are very costly.

To speed up the algorithm efficiency, we propose several well-designed strate-
gies to improve the basic DP algorithms. For the SumOATS-problem, we pro-
pose an improved DP algorithm called OptDPSum by marking known results
and avoiding a lot of computation. For the MaxOATS-problem, we propose an
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approximation algorithm based on the carefully-designed binary search tech-
nique. The time complexity of the approximation algorithm is O(n log(d/ε))
where ε ≥ 0 is a given parameter to control approximation ratio. Moreover,
in order to improve the accuracy achieved by the approximation algorithm, we
propose a practically efficient algorithm that can compute the exact answer by
iteratively invoking the approximation algorithm.

We conduct extensive experiments over real-world datasets. The results show
that our algorithms using the improvement strategies achieve at least three
orders of magnitude faster than the basic DP algorithms. The main contributions
of this paper are summarized as follows.

– We investigate the problem of order-sensitive activity trajectory search, and
study it with different problem formulations using two distance functions
SumOATS-problem and MaxOATS-problem respectively.

– We propose a basic DP algorithm to solve the SumOATS-problem. To improve
the efficiency, we also proposed an improved DP algorithm to significantly
avoid unnecessary computations.

– We propose a near-optimal approximate algorithm named ApproxDis that
takes O(n log(d/ε)) time complexity to tackle the MaxOATS-problem.

– We also propose an exact algorithm ExactDis to compute the MaxOATS-
problem. Unlike the basic DP algorithm, both the ApproxDis and ExactDis
algorithms are based on a new parametric search technique.

– We conduct extensive experiments on real-world and synthetic datasets to
evaluate the proposed algorithms, and the results confirm our theoretical
contributions.

The rest of the paper is organized as follows. Section 2 reviews the related
work. We formulate our problems in Sect. 3. In Sect. 4, we propose the exact
DP algorithms to solve SumOATS-problem. In Sect. 5, we propose the exact and
approximation algorithms to tackle MaxOATS-problem. We report the experi-
mental results in Sect. 6. Finally, we conclude this work in Sect. 7.

2 Related Work

Our work is closely related to the similarity search problem for trajectory data.
The key of the similarity search problem is to define the distance function.
In the literature, there are a number of distance metric that have been pro-
posed. Notable examples are listed below. The basic way to measure the distance
between two trajectories is the Euclidean distance [1] over locations of the tra-
jectory. However, this metric only consider the geometrical distance between the
trajectories, and it does not take the particular features of the trajectory into
account. Another notable distance metric is the Dynamic Time Warping (DTW)
distance [20] which applies dynamic programming for aligning two trajectories
in such a way that their overall distance is minimized. Several other notable
distance metrics include longest common subsequence [18], edit distance with
real penalty (ERP) [3], edit distance on real sequences (EDR) [4], and enhanced
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techniques for evaluating the similarity of time series are also studied in [11,17].
All the above mentioned distance metrics do not consider the time order con-
straint. In the literature, there exist many algorithms to compute these distance
functions efficiently [5,6].

To capture the time order constraint, Chen et al. [5] proposed a distance
metric. In their work, the trajectory similarity query problem is formulated as
the k-best connected trajectory (k-BCT) query Q which is represented by a set
of locations Q = {q1, q2, . . . , qm}. The distance between the query location qi and
a trajectory R = {p1, p2, . . . , pl} is the minimum Euclidean distance between qi
and pj . They also propose a DP algorithm to compute their distance metric. Note
that in their distance metric, two different query locations may match the same
trajectory location, thus it may not be suitable for many real-world applications.
In our distance metrics, we do not allow the query locations to match a repeated
trajectory point.

3 Problem Statement

In this section, we will define the notion of trajectory query used in this paper,
followed by two different distance metrics for trajectory search.

A trajectory is a sequence of two-dimensional spatial points indexed by the
time moments, denoted by T = s1s2 . . . sn where si (1 ≤ i ≤ n representing the
time index) is a location represented by a two-dimensional spatial point. The
length of a trajectory T is n. A trajectory T ′ = sc1 . . . sck where 1 ≤ c1 < c2 <
· · · < ck ≤ n is called a sub-trajectory of T , i.e., T ′ ⊆ T . We can easily extend
the notation of trajectory to multiple-dimensional points.

An activity trajectory search query is a sequence of two-dimensional spatial
points ordered by its activity priority, denoted by q = {t1, t2, · · · , tm}.

Given a trajectory T , the sub-trajectory of T starting from i-th point to j-th
point is denoted by T [i, j] = si, · · · , sj where 1 ≤ i ≤ j ≤ n. Given an activity
trajectory search query q = {t1, t2, · · · , tm} and a point tk ∈ q, we define the
minimum distance between the point tk and the sub-trajectory T [i, j] of T as

d(T [i, j], tk) = min
i�h�j

{d(sh, tk)}, (1)

where d(si, tj) denotes the Euclidean distance between the locations si and tj .
Based on the above distance function, we define the order-sensitive distance

between a query q and a trajectory T based on two different functions of sum-
up distance and maximum distance, which are respectively denoted by sum-up
order-sensitive distance and maximum order-sensitive distance as follows.

Definition 1 (Sum-up order-sensitive distance).

SumDis(T, q) =
m∑

j=1

d(T [li, li+1], tj), (2)

where 1 ≤ l1 ≤ . . . ≤ lm ≤ lm+1 ≤ n.
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Definition 2 (Maximum order-sensitive distance).

MaxDis(T, q) = max
1�j�m

d(T [li, li+1], tj), (3)

where 1 ≤ l1 ≤ . . . ≤ lm ≤ lm+1 ≤ n.

Problem Formulation. Given a query q and a trajectory T , the Order-sensitive
Activity Trajectory Search (OATS) problem is to find a set of points in tra-
jectory T such that the order-sensitive distance between T and q achieves the
minimum. There exist two different functions of order-sensitive distance. On one
hand, the problem formulation adopts the sum-up order-sensitive distance func-
tion, denoted by SumOATS-problem, i.e., computing SumDis(T, q). On the other
hand, the problem formulation adopts the maximum order-sensitive distance
function can be similarly formulated as solving objective function MaxDis(T, q),
called MaxOATS-problem.

In the following sections, we will propose several algorithms to address above
two problems. Specifically, we respectively consider the problems using the func-
tions of sum-up order-sensitive distance in Sect. 4 and maximum order-sensitive
distance in Sect. 5.

4 Algorithms for the SumOATS-Problem

In this section, we propose DP algorithms for exactly solving SumOATS-problem.
We first develop a DP method based on the state transition equation varied
by separated segments. To further improve the algorithm efficiency, we revise
the state transition equation and design another DP algorithm by avoiding the
unnecessary computation.

4.1 The Dynamic Programming (DP) Algorithm

First of all, to analyze the definition of SumOATS-problem, we know that the
SumOATS-problem is to divide the candidate trajectory T into m segments (m
is the number of the midpoints of the query), then takes the Minimum distance
of points in the candidate trajectory segment to the corresponding candidate
trajectory points, and finally sums up the minimum distance. Thus, our key
problem is how to determine the location of each sub-point, and then calculate
the shortest distance within each segment, and then sum up the results.

We can think of it as a multi-stage decision problem, and divide the process
into several interrelated phases. At each stage of it, we need to make a decision,
that is, to select the segmentation points so that the results of each stage is
optimal, and the whole process to achieve optimal results. Of course, the decision-
making at all stages of the selection is not arbitrarily determined, it depends on
the current state, and it also affects the future development.

The most important step in the DP algorithm is to determine the state
transition equation. Assuming that we now compute the m-th point of the query
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Algorithm 1. DPSum(T , q)
1: for i = 1 to n do
2: rec[i][1] ← d(T [1, i], t1);
3: for k = 1 to m do
4: for i = k to n do
5: dmax ← 0; dmin ← ∞;
6: for j = k to i − 1 do
7: dmax ← rec[j][k − 1] + d(T [j + 1, i], tk);
8: if dmax < dmin then
9: dmin ← dmax;

10: rec[i][k] ← dmin;
11: return rec[n][m];

(the query q is preceded by m − 1 points, at least one point is assigned to each
point), then the m-point of the query q corresponds to the starting point of the
segment on the candidate trajectory T from the m− 1th point to the last point.
We calculate the shortest distance d from the m − 1th point to the last point in
the query q, and then add the shortest distance d to the value of the previous
state. The state transition equation of the dynamic programming algorithm is
as follows:

ds(j, k) =
j−1

min
i=k

{ds(i, k − 1) + d(T [i + 1, j], tk)}. (4)

The detailed description of our algorithm is shown in Algorithm1. Steps 1–2
initialize the value, rec[n][m] represents the SumDis distance from the current
candidate trajectory T of length n to the target trajectory q of length m. From
the definition of the SumDis function, if q has only one point t, then the SumDis
distance is the shortest distance of all the points in the T . Next, the SumDis
distance in the case of n ∗ m is calculated by two-layer cycle, in the last layer
of the cycle through the state transition equation to calculate the current state
of the SumDis distance. That is, the sum of the previous state and the shortest
distance between the current k-th point and the (j+1)-th point in the candidate
trajectory is selected as the SumDis distance of the current state. It can be shown
that the time complexity of Algorithm 1 is O(mn2).

4.2 The Optimized DP Algorithm

Even though the SumOATS-problem can be exactly solved by Algorithm 1, the
time cost is O(mn2), which is very costly. To further speed-up the algorithm
efficiency, we optimize its computation in this subsection.

Note that in the third loop of Algorithm1, the algorithm aims to find a
break point. After a careful analysis, we find that we can record the location
of the break point which can be used as a starting point in the third loop of
Algorithm 1 to find the next beak point (instead of a starting point at k). By
using this strategy, we can significantly reduce the unnecessary computations in
the third loop.
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Algorithm 2. OptDPSum(T , q)
1: loc ← 0;
2: for i = 1 to n do
3: rec[i][1] ← d(T [1, i], t1);
4: for k = 1 to m do
5: for i = k to n do
6: dmax ← 0; dmin ← ∞;
7: for j = loc to i − 1 do
8: dmax ← rec[j][k − 1] + d(T [j + 1, i], tk);
9: if dmax < dmin then

10: dmin ← dmax;
11: loc ← j;
12: rec[i][k] ← dmin;
13: return rec[n][m];

The detailed description of our algorithm is shown in Algorithm2. In step 9
of the algorithm, the position of the break point is recorded in loc, and then in
step 7, the start position of the third loop is set to the loc.

5 Algorithms for the MaxOATS-Problem

In order to attack the MaxOATS-problem, we develop three exact and approx-
imate algorithms using several carefully-designed strategies in this section. We
first propose an exact dynamic programming algorithm based on the state tran-
sition equation varied by separate segments. To speed up the computation, we
design an approximate algorithm using binary search strategy that avoids the
search of all candidate answers. Finally, we proposed a new exact algorithm
which makes use of an iteratively-refined strategy to invoke the approximate
algorithm for flitting bad answers and quickly obtaining the exact solution.

5.1 The Exact DP Algorithm

Similarly, we first analyze the definition of MaxOATS-problem as follows. First, we
divide a trajectory T into m segments (m is the number of query locations). And
then we take the shortest distance from each segment to the corresponding query
point. Finally, we select the largest distance among all the shortest distances.

Clearly, it is still a multi-stage decision problem. Thus, we can solve the
problem via dynamic programming. The optimal sub-structure of this problem
is very similar to SumOATS-problem. We can derive the state transition equation
as follows.

ds(j, k) =
j−1

min
i=k

max{{ds(i, k − 1), d(T [i + 1, j], tk)}}. (5)

The detailed description of our algorithm is shown in Algorithm3. Clearly,
the time complexity of Algorithm 3 is also O(mn2).
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Algorithm 3. DPmax(T , q)
1: loc ← 0;
2: for i = 1 to n do
3: rec[i][1] ← d(T [1, i], t1);
4: for k = 1 to m do
5: for i = k to n do
6: dmax ← 0; dmin ← ∞;
7: for j = loc to i − 1 do
8: dmax ← max{rec[j][k − 1], d(T [j + 1, i], tk)};
9: if dmax < dmin then

10: dmin ← dmax;
11: loc ← j;
12: rec[i][k] ← dmin;
13: return rec[n][m];

Algorithm 4. DisTesting(d̃, m, k0, L, R)
1: k ← k0;
2: for i = L to R do
3: if d(si, tk) ≤ d̃ then
4: k ← k + 1;
5: if k > m then
6: return true;
7: return false;

5.2 The Approximation Algorithm

To improve the time complexity of the dynamic programming algorithm, we
propose a near-optimal approximate algorithm, called ApproxDis. Unlike the
DP algorithm, the ApproxDis algorithm is based on a dramatically different
technique. Parameter search is a very common method to solve the optimal
solution problem. Its essence is to add parameters to the original problem. We
solve the problem with parameters, and then continue to adjust the parameters,
and ultimately find the optimal solution. The general idea of our technique is that
to solve the minimization problem, we first solve a related decision problem which
is described as follows. Given a distance d, can we find a candidate trajectory
T with n points such that the distance between a target point and its nearest
point on T is no larger than d? If that is the case, we refer to d as a feasible
solution for the decision problem. It is easy to see that the optimal distance
should be the minimal feasible solution of the decision problem. Once the decision
problem can be efficiently solved, we can use a binary search procedure to find
the minimal feasible solution. Below, we first present an algorithm to solve the
decision problem.

We solve the decision problem by using Algorithm4. Algorithm 4 aims to
determine whether the trajectory can be divided into m segments such that the
maximal distance between the query point and its corresponding segment is no
larger than a given distance d. If that is the case, we known that the optimal
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Algorithm 5. ApproxDis(T , q, ε)
1: dmax ← max

1�i�m
{d(si, ti)};

2: dmin ← 0;
3: while dmax − dmin ≥ ε do
4: d̃ ← (dmin + dmax)/2;
5: if DisTesting(d̃, m, 1, 1, n) then
6: dmax ← d̃;
7: else
8: dmin ← d̃;
9: return dmax;

distance must be no larger than d, because d is a feasible solution. We omit the
detailed the description of Algorithm4 for brevity. It is easy to derive that the
time complexity of Algorithm 4 is linear.

After solving the decision problem, we need to find the minimum distance to
meet the requirements. We find that the decision problem is monotonic. That
is to say, for any d1 > d2, if d2 is a feasible solution, then d1 is also a feasible
solution. Then, based on the monotonic property of the decision problem, we
can apply a binary search procedure to find the minimal feasible solution.

The ApproxDis algorithm is detailed in Algorithm5. Since τ is a real value,
we may not obtain the minimal feasible solution exactly by using binary search.
Therefore, in Algorithm 5, we use a parameter ε to balance the tradeoff between
the accuracy and running time of the algorithm. In the experiments, we will show
how ε affects the accuracy and the running time of the algorithm. Note that in
Algorithm 5, we define 0 and the maximum distance between candidate trajec-
tories and target trajectories as the upper and lower bounds of the algorithm.
And then we change the parameter d when invoking Algorithm4. After the error
value is less than the parameter ε, the algorithm returns the approximate solu-
tion. In addition, it is straightforward to show that the ApproxDis algorithm can
guarantee a solution that is at most ε larger than the optimal solution. The time
complexity of the ApproxDis algorithm is O(n log(d/ε)). Here d is the maximal
distance between any two trajectory points. Additionally, it is easy to verify that
the space complexity of ApproxDis is O(m).

5.3 The New Exact Algorithm

In order to improve the accuracy of the approximation algorithm, we propose an
exact algorithm to solve the MaxDis problem. Clearly, for the MaxDis problem,
the final result must be the distance from a point in the query q to a point in
the candidate trajectory T . Therefore, we can find the exact solution from all
the m × n distances.

The detailed description of the new exact algorithm is shown in Algorithm6.
Specifically, we test all the m × n distances using Algorithm 4. For a distance d,
Algorithm 6 invokes Algorithm 4 to check whether it is a feasible solution. The
algorithm maintains the best distance found so far (i.e., dmin in Algorithm 6),
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Algorithm 6. ExactDis(T , q)
1: dmin ← +∞;
2: for j = 1 to m do
3: for i ← 1 to n do
4: d ← d(si, tj);
5: if d < dmin then
6: if DisTesting(d, m, 1, 1, n) then
7: dmin ← d;
8: return dmin;

and also applies the current minimum feasible distance to prune the unpromising
distances (line 6). Since the time complexity of Algorithm4 is O(n), the total
time cost of Algorithm 6 is bounded by O(mn2). Compared to the DP algorithm
(Algorithm 3), our new exact algorithm can significantly prune the search space
as verified in the experiments.

6 Experiments

In this section, we conduct extensive experiments to evaluate the proposed algo-
rithms. All algorithms are implemented in C++ and tested on a computer with
3.30 GHz Intel(R) Core(TM) i5-4590 CPU and 8 GB memory running Windows
8.1 operation system.

Datasets. In the experiment, we use two datasets. The first one is a real-world
taxi trajectory dataset. This is a sample of T-Drive trajectory dataset that con-
tains a one-week trajectories of 10,357 taxis. The total number of points in this
dataset is about 15 million and the total distance of the trajectories reaches 9
million kilometers. The T-Drive taxi trajectory dataset was generated by over
10,000 taxis in a period of one week in Beijing. We download this dataset from
this website1. We use n ∈ [500, 100000] to represent the length of the trajectory in
the real taxi trajectory data. The second one is the synthetic trajectory dataset.
For the synthetic dataset, we set n to be a value in the range [500000, 2000000].

Comparison Methods and Evaluation Metrics. We test and compare our
algorithms on two problems SumOATS-problem and MaxOATS-problem. For the
SumOATS-problem, we compare two methods in this paper, namely, DPSum and
OptDPSum. DPSum is the dynamic programming algorithm in Algorithm1 as the
baseline. OptDPSum is Algorithm 2 improving from DPSum. For the MaxOATS-
problem, we compare three exact and approximation algorithms, namely, DPmax,
ApproxDis, and ExactDis. DPmax is a dynamic programming algorithm (Algo-
rithm3) as the baseline. ApproxDis is an approximation algorithm in Algorithm5.
We set the parameter ε = 0.1 for the ApproxDis algorithm. ExactDis is an exact
algorithm (i.e., Algorithm 6). We use the running time as an evaluation metric
to compare the efficiency.

1
https://www.microsoft.com/en-us/research/publication/t-drive-trajectory-data-sample/.

https://www.microsoft.com/en-us/research/publication/t-drive-trajectory-data-sample/
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6.1 Efficiency Evaluation

Here, we report the running time of the DPSum, OptDPSum, DPmax, ApproxDis,
and ExactDis algorithms. The results varied by the number of trajectory points
in T as m and the number of query points as n on all datasets are shown in
Fig. 1. For the SumOATS-problem, OptDPSum is significantly faster than DPSum.
OptDPSum achieves 3–10 times of efficiency performance improvement than
DPSum on average. With the increasing m, the efficiency performance improve-
ment of OptDPSum reduces a little bit. Finally, when n is the same, the running
time of DPSum and OptDPSum algorithm increase with the increasing m. For
the MaxOATS-problem, ApproxDis and ExactDis methods are 231,009 and 12,022
times faster than the DPmax algorithm respectively. In other words, ApproxDis,
and ExactDis methods are at least four orders of magnitude faster than DPmax
approach in real taxi trajectory datasets. As desired, the running time of the
ApproxDis algorithm increases with the increasing n. When the number of query
points as n keeps unchanged, the running time does not vary much regardless of
how m changes.

6.2 Scalability Testing

In this experiment, we test the scalability of our 5 methods, namely, DPSum,
DPSum, DPmax, ApproxDis, and ExactDis algorithms. To this end, we vary both
the number of trajectory points in T as m from 500 to 2,000,000 and the number
of query points as n from 5 to 30 to evaluate the running time of our algorithms in
taxi trajectory data dataset and synthetic trajectory dataset. For the SumOATS-
problem, we report the results in Fig. 1. When the datasets is less than 10000,
both the DPSum and DPSum algorithms are scalable well. While the size of
datasets are large than 10000, DPSum algorithm cannot obtain the solution in
one day. For the MaxOATS-problem, the results are reported in Fig. 2, when the
size of datasets is large than 1000, DPmax cannot get the result in one day in our
datasets, while ApproxDis and ExactDis algorithms can compute the results even
when n = 2000000. The reason is that the time complexity of our algorithms
are sub-linear. The results further confirm that our algorithm can be scalable on
massive data very well.

(a) n=500 (b) n=1000 (c) n=5000

Fig. 1. Efficiency testing for the SumOATS-problem (vary n).
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(a) n=500 (b) n=1000 (c) n=5000

(d) n=10000 (e) n=50000 (f) n=100000

(g) n=500000 (h) n=1000000 (i) n=2000000

Fig. 2. Efficiency testing for the MaxOATS-problem (vary n).

6.3 Parameter Sensitive Evaluation

In this experiment, we study how the parameter ε affects the efficiency and
effectiveness of the ApproxDis algorithm. For this purpose, we vary ε from 0.01
to 1. We evaluate the effectiveness using the absolute value of the difference
between result of ApproxDis and ExactDis as an error. The smaller error is, the
better performance is. To evaluate the efficiency of ApproxDis algorithm, we also
use running time as the metric. We set m = 10 and n = 50000. The results of
running time are shown in Fig. 1. As can be seen, the running time decreases
with the increasing ε. When ε ≤ 0.01, the running time of ApproxDis decreases
very fast. However, when ε > 0.01, the curve performs relatively smooth. We
show the error results of ApproxDis with different ε. In Fig. 1, we can see that
the accuracy is getting lower with the increase of ε. When ε = 0.01, the results of
ApproxDis are relatively accurate. As a result, we choose ε = 0.1 as the parameter
of ApproxDis algorithm, which make a good balance between the running time
and accuracy (Fig. 3).
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(a) n=500 (b) n=500

Fig. 3. Effect of the parameter ε (Vary n)

(a) n=10 (b) n=20

Fig. 4. Results in synthetic data

6.4 Case Study

In this experiment, we evaluate the effectiveness of our methods by the case
study on real-world dataset. We compare the method proposed in [5] called the
k Best-Connected Trajectory (k-BCT), with our two distance functions SumDis
(ds) and MaxDis (dm). Specifically, we choose a short query and then use the
nearest trajectories from the database measured by k-BCT, SumDis, and MaxDis.

The results are reported in the real-world and synthetic datasets are reported
in Figs. 4 and 5 respectively. Note that due to the long length of the trajectory
(which is difficult to visualize), we visualize a part of the resulting trajectories.
We can see that compared with the trajectory using k-BCT distance, the tra-
jectories using SumDis (ds) and MaxDis (dm) distance are closer to the query.
Note that the trajectories of SumDis and MaxDis distances are very similar in
the shape, structure and direction, thus we visualize them in one trajectory to
avoid confusion. These results indicate the effectiveness of our distance metrics.
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(a) n=20 (b) n=30

Fig. 5. Results in real-world trajectory data

7 Conclusion

We study the problem of order-sensitive activity trajectory search, and formu-
late it into two objective functions using two order-sensitive distance functions
respectively as SumOATS-problem and MaxOATS-problem. For the SumOATS-
problem, we propose two dynamic programming algorithms to solve it. For the
MaxOATS-problem, we proposed three exact and approximation algorithms to
tackle it. The near-optimal approximate algorithm ApproxDis takes O(n log(d/ε))
time complexity, which significantly improves the basic dynamic programming
algorithm taking O(mn2) time. Extensive experiments on real-world and syn-
thetic datasets are conducted to evaluate the proposed algorithms and confirm
our theoretical contributions.
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Abstract. Time series classification has been attracting significant
interests with many challenging applications in the research community.
In this work, we present a novel time series classification method based
on the statistical information of each time series class, called Principal
Shape Model (PSM), which can quickly and effectively classify the time
series even if they are very long and the dataset is very large. In PSM,
the time series with the same class label in the training set are gathered
to extract the principal shapes which will be used to generate the classifi-
cation model. For each test sample, by comparing the minimum distance
between this sample and each generated model, we can predict its label.
Meanwhile, through the principal shapes, we can get the intrinsic shape
variation of time series of the same class. Extensive experimental results
show that PSM is orders of magnitudes faster than the state-of-art time
series classification methods while achieving comparable or even better
classification accuracy over common used and large datasets.

Keywords: Principal shapes · Time series · Fitting · Classification

1 Introduction

Time series research has attracted significant interests in the data mining com-
munity, due to the fact that series data are presented in a wide range of our
daily life. As a fundamental research, time series classification has been studied
extensively and many algorithms have been proposed during the last decade.
Recent empirical evidence has strongly suggested that the simple nearest neigh-
bor classifier is very difficult to beat [5]. Thus, the vast majority of time series
classification research has focused on alternative distance measures for 1-NN
classifiers based on raw data, compression data or smoothing data [20]. In these
kinds of methods, the similarity of time series is a key point for the classification
task. Ding et al. [5] present a good survey of similarity calculation methods for
time series. While the nearest neighbor classifier has the advantages of simplicity
and not requiring extensive parameter tuning, it does have several disadvantages.
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One is its time and space consumption for large datasets, the other is it does not
give us a reasonable explanation about the relationship between a time series
and a class. Unlike the NN-based methods taking all series points into consid-
eration, another kinds of methods treat the subsequences of time series as a
basis for classification. Recent years, the shapelets-based methods [6,14,17,21]
have been studied most, which attempt to find the subsequences with high dis-
criminative power as features of one class. The idea is that the time series in
different classes can be distinguished by their local subsequences instead of the
whole ones. These kinds of methods provide interpretable results, which can help
researchers understand the data.

Due to the influences of many factors, the time series of a class are slightly
different at some time point. It is common for data acquisition. The above two
kinds of methods, i.e., 1-NN classifier and shapelets-based methods, describe
these differences by distance between time series or between subsequences. It
is a reasonable assumption that two time series in the same class have a small
distance. In 1-NN classifier, the distances between the test sample and all train-
ing time series should be calculated first and the one with the minimum value
should have the same label with the test sample. For shapelets-based methods,
all subsequences with any length are shapelet candidates and the most impor-
tant step to find out shapelets is to calculating the distances between a candidate
and all training time series [21]. Even though there are some pruning strategy
to accelerate this process [17], the process of finding the most discriminative
subsequences is computationally expensive.

Unlike existing methods, we utilize an entirely different method and build a
model to describe these differences of the time series of a class. The label of a
test sample can be obtained by comparing the similarity of the instance and the
models. By this way, the large amount of distance calculation is unnecessary.
Moreover, the variation characteristics of time series of a class can also be rep-
resented by the model. In this paper, the variation characteristics of time series
is described by a linear model. Firstly, We extract the intrinsic variation char-
acteristics of each class to generate the principal shapes based on its statistical
information. Then each class corresponds to a model that constructed by its
principal shapes. All time series of a class are considered as a linear combination
of principal shapes. The similarity of a test time series and a class models is
represented by an objective function. By optimizing these objective functions
and comparing the similarity values, we can predict the class label of this test
time series. The experimental results on a large number of time series datasets
demonstrate that our method is orders of magnitudes faster than other methods,
while achieving comparable or even better classification accuracies.

In summary, our contributions include the following:

• We utilize the principal shapes to describe the variation characteristics of
time series in the same class, which gives a good understand for time series.

• The distance between the model constructed by principle shapes and a test
sample is employed to predict the test sample’s label. Compared with 1-NN
based method, this technique can reduce the amount of distance calculation.
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• We empirically validate the performance of our proposed method on com-
monly used time series datasets and some large datasets. The results show
promising results compared to other methods.

The remainder of this paper is organized as follows: We provide some back-
ground into time series classification and review the common used algorithms
in Sect. 2. Section 3 describes the principal shape model in detail and illustrates
the principal shapes by a toy example. The effectiveness and efficiency of the
proposed method are also discussed. Section 4 demonstrates the PSM is effective
by adequate experiments. Conclusions and future work are drawn in Sect. 5.

2 Background and Related Work

2.1 Time Series Classification

A time series is an ordered set of real-valued variables. Usually, the time series
are recorded in temporal order at fixed intervals of time. Time series classifica-
tion is defined as the problem of building a classifier from a labelled training
time series set to predict the label of new time series. A time series xi with
m values is represented as xi = (xi,1, xi,2, . . . , xi,m)T and an associated class
label li. The training set is a set of n labelled pairs (xi, li) with C classes:
X = {(x1, l1), (x2, l2), . . . , (xn, ln)}, where li ∈ C. For classification algorithm,
the normalization of time series is necessary and the commonly used approach
is z-normalization: norm(x) = x−mean(X)

std(X) . For ease of explanation, we still use
x to denote norm(x). Given an unlabelled time series dataset, the objective is
to classify each sample of this dataset to one of the predefined classes.

The main difference between time series classification problems and the gen-
eral classification task is the order of observations is very important. Therefore,
the algorithm for time series classification requires specific techniques to meet
this characteristic. Two kinds of methods are studied in recent years. One is
global-based method by taking the whole time series into account, while the
other considers the usage of time series subsequences, called local-based method.

2.2 Global-Based Methods

In global-based methods, the classifier takes the whole time series as features
and predicts the label of a new time series based on its similarity metrics where
distance is measured directly between time series points. Two kinds of distances,
Euclidean distance (ED) and Dynamic Time Warping (DTW) distance, have
been widely and successfully used as the similarity metrics [10,11,15,18]. ED is
usually time and space efficient, but it often gets a poor classification accuracy
[18]. DTW is considered as a better solution in time series research community
because it allows time series to match even if they are out of phase in the time
axis [12,19]. It has been proved that the 1-NN classifier with DTW is the best
approach for small datasets. However, as the number of time series increases,
the classification accuracy of DTW will converge to ED [5]. As we mentioned in
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Sect. 1, these methods have two drawbacks: high time and space complexity for
large datasets and long time series and results uninterpretable.

2.3 Local-Based Methods

To address the limitations of 1-NN classifier, a new shapelets-based classifica-
tion algorithm is proposed by Ye in 2009 [21]. Informally, shapelets are time
series subsequences which can maximally represent a class in some sense. The
algorithm completes the classification task by constructing a decision tree classi-
fier. The important point is that shapelet offers interpretable features to domain
experts. The utility of shapelets has been confirmed and extended by many
researchers [7]. Nevertheless, since all subsequences of time series could be a
shapelet, finding a good shapelet is a time-consuming task. Although there are
several speedup strategy, e.g., early abandon pruning, entropy pruning [21], intel-
ligent caching and reuse of intermediate results (called Logical Shapelets) [14],
etc., it still takes a long running time, especially in case of large datasets and
long time series. To speed up the process of shapelets discovery, chang et al. [3]
propose to parallelize the distance computations using GPUs. Rakthanmanon et
al. [17] propose a heuristic strategy, called Fast-Shapelets (FSH), to speed up
the searching process by exploiting a random projection method on the SAX
representation of time series to find the potential shapelet candidates [13]. It
is up to orders of magnitudes faster than Logical Shapelets, which reduces the
time complexity from O(n2m3) to O(nm2) (n is the number of time series in
the dataset, and m is the length of the longest time series). Except for decision
tree classifier, some off-the-shelf classifiers like SVM are also used on shapelets
data [8,9], which are transformed by measuring distances between the original
time series and discovered shapelets. It can improve prediction accuracy while
still maintaining the explanatory power of shapelets.

Another way to find shapelets called Learning Time Series (LTS) is to learn
(not search for) shapelets by optimizing an objective function [6]. The LTS algo-
rithm enables learning near-to-optimal shapelets directly without the need to
try out lots of candidates and can learn true top-k shapelets. It is an entirely
new perspective on time series shapelets. The algorithm can also gain the higher
accuracy in some time series dataset than other methods, but it is space and
time-consuming.

3 Principal Shape Model

3.1 Principal Shapes Extraction from Time Series

If we take a time series as a vector, the vectors of a training set can form
a distribution in m dimensional space. If we model this distribution, we can
generate new series which are similar to those in the original training set, and also
can examine the test time series to decide whether they are plausible examples.
To simplify the problem, we wish to reduce the dimensionality of the training
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data from m to a reasonable dimension k. An effective approach is to apply
Principal Component Analysis (PCA) method. Given a training set of ni time
series with the same class label, the mean time series xi is calculated as: xi =
1
ni

ni∑

j=1

(xj).

The principal shapes of variation in each class, i.e. the ways in which some
points of time series tend to move together, can be found by using PCA. In
order to remove the meaningless distortions, we first calculate the deviations
dxj = xj − xi of each class. From these deviations, we can get the matrix M
of the i -th class in training set. And then the eigenvectors (also called principal
components), p1, . . . ,pni

, and the corresponding eigenvalues, λ1, . . . , λni
, can

be obtained by singular value decomposition method. The variations of time
series points can be described by the principal components and eigenvalues.
Each principal component gives a pattern of variation of time series points. The
first principal component, which is associated with the largest eigenvalue, λ1,
describes the largest part of the time series variation. The proportion of total
variance described by the j-th principal component is equal to the λj .

Generally, most of the time series variation can be represented by a small
number k of principal components. The parameter k can be assigned a certain
number, but a more common practice is to choose the first k principal compo-
nents from a sufficiently large proportion of the total variance of the training set.
The proportion can be decided by the cross validation method for each dataset.

The total variance S is defined as: S =
ni∑

j=1

λj .

By this way, all time series of a class can be approximated by taking the
mean time series and a weighted sum of the first k principal components:

x ≈ x + Pb (1)

where P = (p1,p2, . . . ,pk) is the matrix that made up by the first k eigenvectors;
b = (b1, b2, . . . , bk)T is a weight vector.

By only choosing the first k principal components instead of the whole eigen-
vectors, we can get the principal shapes contained in each class. Besides, the
distortions occasionally occur in one or several time series can be eliminated,
because they are usually related to small principal components.

These above equations allow us to generate new instance of time series by
varying the parameter b within a suitable limit, which should be related with
the training set. Note that the variance of bj on the training set can be given by
λj , so a reasonable limit [16] is

‖bj‖ ≤ 3
√

λj (2)

The coefficient 3 is selected because most of the variations lie in 3 standard
deviation of the mean. By applying limits of ±3

√
λj to the parameter bj , we

can ensure that the generated time series is similar to those in the training set.
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3.2 An Example of Principal Shapes on Toy Dataset

We use Car dataset as our toy dataset, which is one of time series datasets from
UCR archive1, to exhibit the extracted principal shapes and their variations. It is
composed of four classes, which contains 60 training time series and 60 test time
series. Each time series contains 577 real observations. We extract the principle
shapes of each class from training set and the first four principal shapes of each
class are shown in Fig. 1.
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Fig. 1. The principal shapes of 4 classes in toy dataset. The 4 principal shapes of each
class are presented in (a), (b), (c) and (d), respectively.

From this figure we can see, the principal shapes of each class are differ-
ent, so we can build a model based on these principal shapes for time series
classification. As mentioned above, the vector b defines a set of parameters of
a deformable model. By varying the elements of b, we can vary the principal
shapes. All extracted principal shapes of each class are added up after varying
by an admissible parameter, and then we get the overall shape variation of each
class. Figure 2 shows the range of variation of each class. The shape is a super-
position of all admissible principal shapes. The dotted arrow lines indicate that
all time series of this class can only vary in these scope.

It is clearly that time series of different classes have different shape varia-
tions. The class information of a new time series that we want to predict can be
obtained by fitting these shape variations. The one with the minimum distance
is the best match with the test time series.

3.3 Classifying New Time Series

The principal shapes of class i and the corresponding parameter bi form a linear
model which we call it principal shape model2. After getting the models of all
1 http://www.cs.ucr.edu/∼eamonn/time series data/.
2 The superscript i denotes that we are dealing with the i-th class.

http://www.cs.ucr.edu/~eamonn/time_series_data/
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Fig. 2. The overall shape variation of each class in toy dataset.

classes, the training time series can be expressed by these models. When doing
the classification task, for a new time series, our purpose is to fit these models
to this time series. More specifically, if a time series belongs to a specific class
i, the corresponding model (P i, bi) must fit it well, otherwise, the model has a
large distance to this time series. Assume y is the time series to be classified, an
objective function to measure the fitting degree of class i is defined by

f(bi) =
1
2
‖y − (xi + P ibi)‖2 s.t. ‖bi

j‖ ≤ 3
√

λi
j (3)

where i ∈ C and xi is the mean of i-th class time series, P i is a matrix of the
first k eigenvectors generated by the i-th class, bi is the weight vector.

Formula (4) is a least squares problem with an inequality constraint. It has
been proved that f (without constraint) is a strictly downward convex function
and has the only extremum [2]. The best bi∗ is:

bi∗ = (P iT P i)−1P iT (y − x̄i) (4)

As we can find that if we want to get the minimum value of objective function, an
inverse operation is necessary. Due to the complexity of matrix inverse operation
and the inequality constraint, we cannot easily get the best parameter vector bi.
An alternative method to solve this problem is the Gradient Descent (GD). With
the help of GD, we can gain the minimum value between a new time series y
and the current model (xi, P i, bi). Algorithm 1 describes this process.

For gradient descent algorithm, the initial value of bi is usually set to a
random number and the algorithm should run many times to obtain the best
value. But in this algorithm, due to the characteristic of f : ∂2f(bi)

∂bi2 = P iT P i,
there’s no need to repeat the experiment many times to find the minimum value
by setting different initial values of bi. In Algorithm 1, the lines 1 gives a default
value of bi and the distance between y and the model by using the default bi

is obtained in line 3. The constants A and B in line 7 are used to calculate the
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Algorithm 1. Fitting the model to a new time series
Input: y: the time series to be classified; P i: the matrix of eigenvectors of class i

xi : the mean of time series of class i; λi: eigenvalues of class i
Output: dis: the minimum distance between y and the current model
1: initialize bi=0;
2: r = 3

√
λi;

3: dis = 1
2
‖y − (xi + P ibi)‖2;

4: if dis < ε then
5: return dis;
6: end if
7: A = P iT (y − x̄i); B = P iTP i;
8: while true do
9: Δ = A + Bbi;

10: bi = bi − αΔ;
11: if ‖bij‖ > ri

j then
12: bij = ri

j ;
13: end if
14: dis2 = 1

2
‖y − (xi + P ibi)‖2;

15: if dis2 < ε or ‖dis − dis2‖ < ε then
16: return dis2;
17: end if
18: end while

gradient which is completed in line 9 for current bi. The iterative process for
finding the best bi∗ is from line 8 to line 18. Lines 11–13 limit the range of bi,
i.e. ‖bi

j‖ ≤ 3
√

λi
j . Parameter α in line 10 is the step size. If its value is very small,

the algorithm will converge slowly. Our objective function is a strictly downward
convex function, so we do not need a small step size. In our experiments, α is
set to 0.5 and only after a few iterations, we can get the minimum distance.

For each class, we can get a distance from the objective function. If y is an
instance of this class, the function value must be smaller than other class. After
we find the best parameter vector bi∗ to f for each class and the label of y is
obtained by:

label(y) = arg min
i

f(bi∗) i ∈ C (5)

3.4 Effectiveness and Efficiency

In PSM, the model is generated by the principal shapes extracted from the
training set. So the ability of these principal shapes is very important for our
model. If the training data is skewed, the principal shapes gained by this training
set can not express the variation of the test time series. In this case, the accuracy
of PSM decreases like other methods.

For the first step of our method, we get the eigenvalues and eigenvectors of
each class by using SVD. It takes O(min{mni

2, m2ni}) time, where m is the
length of the time series, ni is the number of time series in i-th class of training
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set. In Algorithm 1, the parameter matrix A requires O(km) computation time
where k is the number of the selected principal shapes and k ≤ min(m,ni). And
B needs a matrix multiplication, which requires O(k2m) computation time. In
each iterative process of fitting the model, the most time-consuming step is the
distance calculation for a new b. It take O(km) time. So the Algorithm 1 needs
O(max{k2m, kmt}) time in total where t is the the number of iterations. Usually,
we only use a small number of principal shapes to build our model, so k is very
small. As we mentioned above, t is also very small because the objective function
f is strictly convex. Thus, the total time complexity is O(min{mni

2, m2ni}+
max{k2m, kmt}).

4 Experiments and Results

4.1 Datasets and Baselines

In order to test the classification performance of our PSM method, we first per-
form the experiments on the commonly used UCR (See footnote 1) and UEA3

datasets (called common datasets in this paper) as other literatures [6,8,9,17].
They provide diverse characteristics with different lengths and number of the
classes and different numbers of time series instances and Table 1 gives the
details. We use the default train and test data splits, which is the same as
the baselines.

Table 1. Common datasets used in the experiments

Name #Train/test Length #Classes Name #Train/test Length #Classes

Adiac 390/391 176 37 Lighting7 70/73 319 7

Beef 30/30 470 5 MedicalImages 381/760 99 10

Chlorine. 467/3840 166 3 MoteStrain 20/1252 84 2

Coffee 28/28 286 2 MP Little 400/645 250 3

Diatom. 16/306 345 4 MP Middle 400/645 250 3

DP Little 400/645 250 3 Herring 64/64 512 2

DP Middle 400/645 250 3 PP Little 400/645 250 3

DP Thumb 400/645 250 3 PP Middle 400/645 250 3

ECGFive. 23/861 136 2 PP Thumb 400/645 250 3

FaceFour 24/88 350 4 SonyAIBO. 20/601 70 2

Gun Point 50/150 150 2 Symbols 25/995 398 6

ItalyPower. 67/1029 24 2 Synthetic. 300/300 60 6

To verify the performance of our method on large and long time series
datasets, we use extra 8 datasets from UCR archives (see footnote 1) (called
large datasets) to do our experiments. The details are shown in Table 2.
3 https://www.uea.ac.uk/computing/machine-learning/shapelets/shapelet-data.

https://www.uea.ac.uk/computing/machine-learning/shapelets/shapelet-data
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Table 2. Large datasets for experiments

Name #train/test Length #classes Name #train/test Length #classes

CinC ECG torso 40/1380 1639 4 MALLAT 55/2345 1024 8

ECG5000 500/4500 140 5 NonInvas.1 1800/1965 750 42

FordB 810/3636 500 2 NonInvas.2 1800/1965 750 42

HandOutlines 370/1000 2709 2 wafer 1000/6174 152 2

We compare our method with other 8 baselines. One is 1-NN classifier with
DTW which has been proved it is very difficult to beat [1]. The other methods
are: standard shapelet-based classifier with information gain (IG) [21], Kruskal-
Wallis statistic (KW) and F-statistic (FS) [8]; The Fast-shapelets algorithm with
the help of SAX representation (FSH) [17]; Learning Time Series which is the
state-of-the-art algorithm for accuracy (LTS) [6]; Shapelet-transform algorithm
which transforms the shapelets into feature vectors for the first time (IGSVM)
[8] and FLAG which is known as the fastest shapelet-based algorithm [9]. All
experiments are performed on a computer with intel i7 CPU and 16GB memory.

4.2 Accuracy and Running Time on Common Datasets

We first compare our method against the selected baselines in terms of classi-
fication accuracy and running time on common datasets of Table 1. The results
are shown in Tables 3 and 4 respectively and the best method of each dataset is
highlighted in bold. The symbol “-” denotes that we cannot get the method’s
result in a reasonable time (over 24 h).

To tell the significant difference in accuracy of different methods of Table 3,
a non-parametric Friedman test based on ranks [4] described as a critical differ-
ence diagram is employed. Figure 3 shows the results on common datasets. The
horizontal line, called cliques, denotes that the related methods has no signifi-
cant difference [4]. As can be seen, PSM has a better classification accuracy than
most baselines. Although PSM has a slight low accuracy than LTS and FLAG,
there is no significant difference in rank with these two methods based on the
cliques of critical difference diagram recommend.

Time-consuming is another evaluation criterion for different methods. Based
on the running time shown in Table 4, PSM is fastest on most datasets and it
is 3–4 orders of magnitude faster than most baselines. Recall that LTS has the
best accuracy, but it is much slower than PSM in all datasets.

In general, our method PSM is fastest and outperforms almost all of baselines
according to the running time while it has comparable accuracy. More precisely,
PSM has a clear higher accuracy and less time consuming than NNDTW, IG,
KW, FS and FSH methods in terms of the Friedman test and running time.
When compared with IGSVM, PSM also has a slight accuracy advantage while
it is 3–4 orders of magnitude faster on most datasets. LTS and FLAG is better
than PSM on classification accuracy, but they are slow, especially that LTS takes
much more running time for slightly larger datasets.
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Table 3. Classification accuracy (%) on common datasets. The best method for each
dataset is highlighted in bold.

Name NNDTW IG KW FS FSH IGSVM LTS FLAG PSM

Adiac 58.8 29.9 26.2 15.6 57.5 23.5 51.9 75.2 72.4

Beef 56.7 50 33.3 56.7 50 90 76.7 83.3 83.3

Chlorine. 62.7 58.8 52 53.5 58.8 57.1 73 76 86.1

Coffee 96.4 96.4 85.7 100 92.9 100 100 100 100

Diatom. 95.8 76.5 62.1 76.5 87.3 93.1 94.2 96.4 93.5

DP Little 47.9 - - - 60.6 66.6 73.4 68.3 61.1

DP Middle 62 - - - 58.8 69.5 74.1 71.3 71

DP Thumb 57.5 - - - 63.4 69.6 75.2 70.5 74.1

ECGFive. 78.9 77.5 87.2 99 99.8 99 100 92 95.7

FaceFour 84.1 84 44.3 75 92 97.7 94.3 90.9 83

Gun Point 92 89.3 94 95.3 94 100 99.6 96.7 90.7

ItalyPower. 94.7 89.2 91 93.1 91 93.7 95.8 94.6 97.3

Lighting7 78.1 49.3 48 41.1 65.2 63 79 76.7 71.2

MedicalImages 77.2 48.8 47.1 50.8 64.7 52.2 71.3 71.4 64.9

MoteStrain 87.3 82.5 84 84 83.8 88.7 90 88.8 87.2

MP Little 64.7 - - - 56.9 70.7 74.3 69.3 71

MP Middle 63.1 - - - 60.3 76.9 77.5 75 74.6

Herring 54.7 67.2 60.9 57.8 60.9 64.1 59.4 64.1 65.6

PP Little 63.1 - - - 57.6 72.1 71 67.1 71.2

PP Middle 61.6 - - - 61.6 75.9 74.9 73.8 74

PP Thumb 56.7 - - - 55.8 75.5 70.5 67.4 71.6

SonyAIBO. 71 85.7 72.7 95.3 68.6 92.7 91 92.9 87.9

Symbols 94.4 78.4 55.7 90.1 92.4 84.6 94.5 87.5 92.9

Synthetic. 98.7 94.3 90 95.7 94.7 87.3 97.3 99.7 97.3

4.3 Accuracy and Running Time on Large Datasets

We now test the performance of our method PSM on large datasets. In this
experiments, we discard the comparison with IG, KW, FS and IGSVM methods
because these methods are too slow to get the results in a reasonable time on
these datasets. The results of PSM and other baselines are shown in Table 5 and
Figure 4 gives the critical difference diagram.

Unlike the results on common datasets, PSM not only has the least time-
consuming but also gets the best classification accuracy than other baselines on
these large datasets. The reason is that the model built by PSM greatly depends
on the training set. If the training set gives a good variation representation of
the whole dataset, PSM can get a higher classification accuracy. For these large
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Table 4. Running time (in seconds) on common datasets. The best method for each
dataset is highlighted in bold

Name NNDTW IG KW FS FSH IGSVM LTS FLAG PSM

Adiac 11.5 3287 1349 1513 288 706 80596 2.78 1.43

Beef 0.4 471 484 576 154 435 414 1.15 0.03

Chlorine. 148 9751 3213 3050 617 1181 556 6.88 10.51

Coffee 0.1 22.3 21.8 21.9 16.5 15.9 76 0.13 0.01

Diatom. 1.2 9.3 8.99 9.2 13.7 9.3 88 0.41 0.28

DP Little 42.1 - - - 1131 9516 803 1.81 0.6

DP Middle 43.2 - - - 1286 7041 6082 1.78 0.45

DP Thumb 41.8 - - - 1105 11353 1006 3.14 0.42

ECGFive 1.1 19 18.4 18.6 4.6 11353 9.1 0.08 0.25

FaceFour 0.6 1021 1012 1010 75 410 116 0.26 0.05

Gun Point 0.4 116.4 112 148.9 7.6 74.8 14.1 0.07 0.04

ItalyPower. 0.4 0.38 0.22 0.22 0.5 0.22 7.3 0.03 0.23

Lighting7 1.2 3442 3438 3584 307 1473 965 0.31 0.17

MedicalImages 9.2 4347 2625 2616 164 1547 2199 1.69 1.01

MoteStrain 0.6 1.41 1.29 1.29 1.4 0.84 6 0.04 0.29

MP Little 42.1 - - - 1297 7394 5233 2.95 0.38

MP Middle 42.9 - - - 1186 12102 724 2.23 0.28

Herring 2.1 17864 18166 17789 183 8536 264 1.25 0.03

PP Little 42.2 - - - 1107 8142 4805 3.91 0.45

PP Middle 43 - - - 1135 4753 3406 2.19 0.34

PP Thumb 41.9 - - - 1172 8209 6638 4.2 0.42

SonyAIBO. 0.2 1.17 1.02 1.02 1.1 0.75 25.4 0.04 0.13

Symbols 7.5 3325 3318 3622 59.4 1263 528 0.85 0.56

Synthetic. 1.6 291 164 161 39.4 922 293 0.26 0.25

CD

9 8 7 6 5 4 3 2 1

2.4167 LTS
3.0417 FLAG
3.5417 PSM

3.75 IGSVM
4.7083 NNDTW

5.8333FSH

6.9583IG

6.9583FS

7.7917KW

Fig. 3. Critical difference diagram for different methods on common datasets.
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Table 5. Classification accuracy (%) and running time (s) on large datasets. The best
method for each dataset is highlighted in bold

Accuracy (%) Time (s)

Name NNDTW FSH LTS FLAG PSM NNDTW FSH LTS FLAG PSM

CinC ECG. 75.2 56.5 69.9 91.1 93.4 483 1995 4911 34.69 2.41

ECG5000 92.8 92 93.7 91.9 94.1 1581 1681 13571 6.72 3.22

FordB 59 77.4 89.8 77.6 83.4 2121 8953 4757 95.68 5.44

HandOutlines 79.4 86.5 - 83.1 86.7 10382 11652 - 56.27 0.75

MALLAT 91.4 93.2 - 96.2 94.3 351 1042 - 11.99 3.04

NonInvasive.1 77.4 73.9 - 93.6 90.3 38602 47045 - 83.15 33.57

NonInvasive.2 84.8 75.9 - 94.2 93.1 3826 41836 - 79.62 25.52

wafer 98.6 99.7 99.7 99.2 99.5 371 214 396 11.31 3.13

CD

5 4 3 2 1

1.75 PSM
2.5 FLAG

3.375 FSH

3.625LTS

3.75NNDTW

Fig. 4. Critical difference diagram for different methods on large datasets.

datasets, the abundant training samples basically contain the main variation of
time series of datasets, so we get good results.

4.4 Scalability

In this section, we use the time series dataset StraLightCurves in the UCR
archives (see footnote 1) to test the scalability of PSM. This dataset contains
9,236 starlight time series of length 1,024 and 3 types of star objects. The train-
ing set has 1,000 time series in default partition. Two key factors for testing the
scalability are the number of training sample and the length of each sample.

We first fix the length to 1,024 and vary the number of training set from 100
to 1,000. In this case, IG, KW, FS and IGSVM methods are too slow to be run
and LTS also cannot be run because of the large memory requirement. So we
drop them from the comparison. We have only 4 results for NNDTW because it
is also to slow when the number over 400. The running time and classification
accuracy of different methods are shown in Fig. 5. As the number of training
samples increasing, our method has a distinct advantage while other methods
take much more running time, which has the same trends as Tables 4 and 5.
One thing we should note that the time consuming of PSM is almost the same
when the number of training samples increasing. The reason is that the principal
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shapes are extracted from the same size of covariance matrix when the training
time series have the same length. This suggests that the time consumption of
PSM is mainly related to the number of test samples.
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Fig. 5. Time and test accuracy when varying the number of training time series.

Now, we test the effect of the length of time series for different methods.
In this experiment, the number is fixed to 1,000 and the length is varied from
100 to 1,024. When length over 300, LTS cannot be run in our computer for
the memory constraint and we only get 3 results. For NNDTW, it is too slow
when length over 800. Figure 6 gives the results. PSM is still fastest and it is
almost linear increase with the length of time series. It’s worth noting that PSM
can still get a good accuracy when the length is very short while LTS, FSH and
FLAG have low accuracy.
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Fig. 6. Time and test accuracy when varying the length of time series.

5 Conclusion and Future Work

In this work, we propose a statistical method, PSM, to find the principal shapes
of a time series dataset. With the principal shapes of each class, we can pre-
dict the class information of unlabeled time series quickly. Experimental results
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show that PSM is faster than other time series classification methods while
it gains comparable classification accuracy compared with the state-of-the-art
method on the commonly used time series datasets. Moreover, our method gets
highest accuracy on large time series datasets, which fully demonstrates that
the extracted principal shapes represent the intrinsic shape variation effectively
when we have sufficient training data. Note that we still employ ED as the metric
and do not consider the phase shift in time dimension. We propose to consider
this situation in the future.
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Abstract. For location-based services (LBS), the path with the shortest
travel time is much more meaningful than the one with the shortest net-
work distance, as it considers the live traffic situation. However, not every
LBS provider has enough resources to compute the shortest travel-time
paths by themselves. A cost-effective way for LBS providers is retrieving
the shortest travel-time paths from Web mapping services (e.g., Google
Maps) through external requests. Due to the high cost of processing such
external requests and the usage limits, we design an effective cache of
shortest travel-time paths for LBS providers in this paper, to reduce
the number of external requests to Web mapping services and the query
response time to users. Experimental results on real Web mapping service
and datasets confirm the effectiveness of the proposed techniques.

Keywords: Shortest paths · Caching · Mapping mashup · Travel time ·
Road networks

1 Introduction

Shortest path queries are widely used in road networks with the development of
location-based services (LBS). Usually, there are two kinds of the shortest paths
in a road network, i.e., the path with the shortest network distance and the path
with the shortest travel time. In reality, the path with the shortest travel time is
much more meaningful than the one with the shortest network distance [13,19],
as it considers the live traffic situation. To calculate the shortest travel-time
path, an LBS provider not only needs the topology data of the underlying road
network, but also should have the real-time traffic data, which can be collected
through vehicles, roadside cameras and sensors, etc. However, not every LBS
provider has enough resources to do such expensive deployment.

c© Springer International Publishing AG 2017
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The Web mapping (or spatial/GIS) mashup provides a cost-effective way
for an LBS provider to provide the shortest travel-time path service for its
users [7,19–23]. When the LBS provider receives a shortest travel-time path
query from a user, instead of computing the path by itself, it retrieves the path
from Web mapping services, like Google Maps, Bing Maps, MapQuest Maps,
Baidu Maps and so on, by issuing an external request. These mapping ser-
vices are owned by large and specialized companies, e.g., Google, which have
enough resources to compute the shortest travel-time paths based on live traf-
fics. Besides, they provide friendly and easy-to-use APIs, such as the Google
Maps Directions API, the Bing Maps Routes API and the Baidu Maps Direc-
tion API. The LBS provider can easily retrieve the shortest travel-time path
between two locations through these APIs.

However, retrieving the shortest travel-time path from Web mapping services
suffers from the following two critical limitations [19]: (1) It is costly to access
the shortest travel-time path information from a Web mapping service through
external requests, e.g., retrieving travel time from the Bing Maps Routes API
takes 502 ms while the time needed to read a cold and hot 8 KB buffer page
from disk is 27 ms and 0.0047 ms, respectively [6]. (2) There is a charge on
the number of external requests to a Web mapping service, e.g., the Google
Maps Directions API allows only 2,500 requests per day for evaluation users
and 100,000 requests per day for business license users [3]. An LBS provider
needs to pay for higher usage limits. Therefore, when an LBS provider endures
high workload, e.g., a large number of concurrent path queries, it needs to issue
a large number of external requests to Web mapping services, which not only
results in high business operation cost, but also leads long response time to its
querying users.

In this paper, we design a dynamic path cache for LBS providers to reduce the
number of external requests to Web mapping services and the query response
time to users. When an LBS provider receives a path query from a user, it
performs a cache lookup first by examining the cache structure. If there is a
cache hit, i.e., the cache contains the shortest-travel time path of the query, it
returns the query result to the user immediately; otherwise, i.e., a cache miss
occurs, the LBS provider retrieves the shortest travel-time path from the Web
mapping service through an external request, and tries to update (with delete
and insert operations) the cache to keep it up-to-date.

2 Related Work

Shortest path query processing in road networks has been extensively studied
both based on the network distance [11,14,26] and travel time [2,13]. Differ-
ent from these works that focus on path computation in local server, our work
employs an LBS provider to access the shortest travel-time paths through exter-
nal requests to Web mapping services, e.g., Google Maps. There are also a
lot of researches about service computing [8–10], social computing [15–17], and
caching [4,5]. The most relevant studies are as follows.
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The authors proposed k-NN [7,19–21] and shortest path [18,22] query
processing algorithms, where the distance metric (i.e., travel time) and path
information are retrieved from external Web mapping services. To reduce the
number of external requests and query response time to users, pruning [19,20],
grouping [19,20], direction sharing [18,20,22], parallel requesting [21,22], route
log [7] and waypoint [18,22] techniques are fully exploited. However, none of
these papers utilizes path cache for optimizing their system performance.

The authors in [12] proposed a path cache SPC to reduce the path compu-
tation cost for a server. However, SPC is a static cache, i.e., it does not support
real-time cache update because of its high time complexity. Therefore, a dynamic
path cache PPC is design in [24], where the authors employ road types to mea-
sure the weight of a path for cache replacement, e.g., the path over major roads
has a higher chance to remain in cache than the path over branch roads. However,
such detailed road information may be not easy to access for a cache system.
More importantly, both SPC and PPC focus on path cache in static networks,
which are not suitable for caching shortest travel-time paths.

In this paper, we design a dynamic path cache for an LBS provider, with a
new cache replacement policy based on the impact and valid-time of each path,
to reduce the number of external requests to Web mapping services and query
response time to users.

3 Preliminaries

In this paper, we only consider undirected paths. Our techniques can be easily
applied to directed paths. The shortest path and shortest path query are defined
as follows:

Definition 1 (Shortest path). In time dependent road networks, a shortest
path Path(vo → vd) is a path with the minimum travel time from its origin node
vo to its destination node vd, which is constituted by a sequence of nodes.

To identify a path, each shortest path is associated with an unique ID p,
which can be assigned by the system, i.e.,

Path(p) = Path(p.vo → p.vd) = {p.vo, · · · , vi, · · · , p.vd},

where p.vo and p.vd are path origin and destination of p, respectively.

Definition 2 (Shortest path query). A shortest path query q = (vo, vd),
which is sent from a user, consists of an origin node vo and a destination node vd.

Given a path query q, the LBS provider answers the query by returning the
shortest travel time path from q.vo to q.vd, i.e., Path(q.vo → q.vd) (denoted as
Path(q) for simplicity).
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A cache and its size are defined as follows:

Definition 3 (Cache and cache size). A cache C contains a collection of
shortest paths. The cache size of C (denoted as |C|) is measured by the total
number of nodes of the cached paths in C (as in [12]), and |C| should not be
larger than the system’s maximum cache capacity Ψ , i.e.,

|C| ≤ Ψ.

The shortest paths exhibit the optimal sub-path property [1], i.e., every sub-
path of a shortest path is also a shortest path (see Lemma 1). In other words,
the shortest path(s) in the cache can be taken as an answer for any query as long
as both its origin and destination locate in the path(s), i.e., a cache hit happens
(see Definition 4).

Fig. 1. The shortest paths in a cache C.

Lemma 1 (Optimal sub-path property). Given a shortest path Path(vo →
vd), if vi ∈ Path(vo → vd) and vj ∈ Path(vo → vd), then Path(vi → vj) is also
a shortest path.

Proof. See the proof of Lemma 24.1 in [1]. ��
Definition 4 (Cache hit and cache miss). Given a cache C and a path query
q = (vo, vd), a cache hit means there is at least one path in the cache that contains
the query origin q.vo and destination q.vd at the same, i.e.,

∃ pi ∈ C, q.vo ∈ Path(pi) ∧ q.vd ∈ Path(pi);

otherwise, a cache miss happens.

For example, there are three paths a cache C as shown in Fig. 1a, i.e., Path
(p1) = {v1, v2, v3, v4}, Path(p2) = {v2, v3, v4, v5} and Path(p3) = {v2, v3, v4, v6}.
Figure 1b is a graph model of the cached paths in C. For this cache, given
a user query q = (v3, v5), since both its query origin v3 and destination v5
are in Path(p2), the cache can answer q immediately by returning Path(q) =
Path(v3 → v5) = {v3, v4, v5}.
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Fig. 2. System overview.

4 System Overview

Figure 2 gives an overview of the proposed system in the paper. It consists of
three entities:

User. Users send their path queries to the LBS provider in the form of
q = (vo, vd), to retrieve the shortest path information from the origin vo to
destination vd based on the current travel time.

The LBS Provider. After receiving a path query q = (vo, vd) from a user,
the LBS provider will try to answer it directly through its path cache via a
cache lookup operation. If there is a hit in the cache, i.e., the cache contains the
shortest travel-time path information from vo to vd, it returns the query result to
the user immediately; otherwise, i.e., a miss occurs, the LBS provider retrieves
the shortest travel-time path from the Web mapping service through an external
request, and tries to update (with delete and insert operations) the cache.

The Web Mapping Service. Typical Web mapping services are Google Maps,
Bing Maps, MapQuest Maps, and Baidu Maps. These mapping services are
owned by large and specialized companies, such as Google, Microsoft and Baidu,
which have enough resources to compute the shortest travel-time paths based
on live traffics.

Since there are two critical limitations to access the path information from
the Web mapping service, i.e., high cost and usage limits, our objectives are to
maximize the cache hit ratio to reduce the number of external requests issued by
the LBS provider and the query response time to users. The shortest travel-time
path between two nodes may vary significantly during different time of a day due
to dynamic traffics on road networks, which may cause the cached paths out of
date. Hence, our another objective is to maximize the accuracy of the retrieved
paths from the cache.
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5 Cache Management

5.1 Cache Structure

To support efficient cache operations (e.g., lookup and update) and make the
cache more compact, our cache structure is based on the following three indexes:

Node Path Index (NPI). NPI, also known as inverted lists, is used to store
the path lists of nodes, i.e., each node has a list of path IDs whose paths con-
tain the node. Take Fig. 1 for example, since only path p1 contains v1, we have
NPI(v1) = {p1}. Similarly, we can easily compute the NPIs of other nodes as
shown in Fig. 3a. With the help of NPI, the cache can support efficient lookup
(see Sect. 5.3.1).

Fig. 3. The cache structure of C = {p1, p2, p3}.

Node Neighbor Index (NNI). Instead of using arrays to store cached paths
(i.e., Fig. 1a), we employ the Node Neighbor Index (NNI) (as the subgraph model
used in [12]) to store the adjacency lists of nodes, i.e., each node has an adjacency
list to store its neighbor nodes that appear in the cache. In the running example,
since node v1 only has one neighbor (i.e., v2), while v4 has three neighbors (i.e.,
v3, v5 and v6), we have NNI(v1) = {v2} and NNI(v4) = {v3, v5, v6}, as shown
in Fig. 3b. Therefore, each neighbor node pair is stored at most once in the cache
by NNI, which is more compact than the path array. The saved space can be
used for accommodating additional paths into the cache, in turn improving the
cache hit ratio.

Path Information Index (PII). PII is used to store essential information of
the cached paths during cache lookup and update, including path origins, path
destinations, arrival time, and path impacts. The arrival time of each path is
recorded to evict outdated paths. The impact of a path is a brand-new indicator
to reflect the popularity and importance of the path, which can be calculated
based on NPI. These two indicators (i.e., arrival time and impact) determinate
the weight of a path that is used for updating the cache (see Sect. 5.2). Figure 3c
is an example of PII based on our running example, where 〈v1, v4, 1, 2.5〉 is the
entry of path p1, which means the origin, destination, arrival time, and path
impact of p1 are v1, v4, 1, and 2.5, respectively.
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5.2 Path Weight

The weight of a path indicates the importance of a path in the cache. When the
cache is full, the path with the lower weight has a higher chance to be replaced
by the new one. In [24], the authors employ road types to measure the weight
of a path, e.g., the path over major roads has a higher weight than the path
over branch roads. By this way, the cache not only needs the topology of the
underlying road network, but also needs the road type information of each road
segment. However, such detailed road information may be not easy to access for
a cache system. Besides, a large extra space in the cache is needed to store these
information.

Therefore, we propose another totally new indicator to measure the popular-
ity and importance of a path in this paper, namely path impact. Path impact is
calculated only based on the node path index of the cache, i.e., NPI. It does not
need additional road information and extra cache space, which is much simpler
than [24].

Before introducing the path impact, we first bring in the definition of the
node impact:

Definition 5 (Node impact). The impact of a node vi is the number of paths
in the cache that contains the node, i.e., |NPI(vi)|.

The impact of a path is measured on its average node impact:

Definition 6 (Path impact). The impact of a path (denoted as χ) is the aver-
age node impact of the path, i.e.,

p.χ =

∑p.vd

vi=p.vo
|NPI(vi)|

|Path(p)| . (1)

Based on Definition 6, we can see the larger impact of a path the more other
travel paths that connect with it, i.e., the path has a higher popularity and
importance (like major road and good traffic situation); therefore, it has a higher
probability to be re-used in the future and should be placed into the cache.

Besides the path impact, another important factor of a path is its valid-time
(see Definition 7). The path with the smaller valid-time has a higher probability
to be evicted from the cache, as it will be outdated soon.

Definition 7 (Path valid-time). The valid-time of a path (denoted as tv) is
the time period during which a path is valid and accurate in a time dependent
road network.

In this paper, the valid-time of a path p is calculated as follows:

p.tv = tmax − (tcurrent − p.ta), (2)

where tmax is the maximum valid-time for all the cached paths which is set by
the system, tcurrent stands for the system’s current time, and p.ta is the arrival
time of the path to the cache recorded in PII.
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To this end, the weight of a path is calculated upon its normalized impact
and valid-time:

p.w = θ × p.χ

χmax
+ (1 − θ) × p.tv

tmax
, (3)

where χmax is the maximum impact of all the cached paths that is used to
normalize the impact of each path, tmax is the maximum valid time that is used
to normalize the valid-time of each path, and θ (0 ≤ θ ≤ 1) is a parameter to
adjust the importance of the path impact (or valid-time).

In our running example, suppose tmax = 10 and tcurrent = 9, it is very easy
to calculate the impact, valid-time and weight (when θ = 0.5) of each cached
path in C as shown in Fig. 4.

Fig. 4. The weight of each cached path in C when tmax = 10, tcurrent = 9, and θ = 0.5.

5.3 Cache Operations

A dynamic cache system not only needs to support efficient cache lookup, but
also needs to continuously update the cache by deleting and inserting paths to
make it fresh and effective. Therefore, there are four basic cache operations in
the system, i.e., lookup, update, delete and insert.

5.3.1 Lookup
After having received a path query q = (vo, vd) from a user, the cache performs
a lookup operation immediately by examining NPIs of q.vo and q.vd. If these
two NPIs have an empty intersection, i.e., NPI(q.vo) ∩ NPI(q.vd) = ∅, which
means there is no path that contains q.vo and q.vd at the same time, a cache
miss occurs. Otherwise, the cache can answer the query directly. If there are
more than one path from q.vo to q.vd in the cache, we select the latest one (say
ps) based on the arrival time of these paths by PII. To retrieve the result path
Path(q.vo → q.vd) for q from the cache, we start from the query origin q.vo, and
visit a neighbor node vi whenever the NPI of vi contains ps until reach the query
destination q.vd.

For example, given a path query q1 = (v2, v4), because NPI(v2)∩NPI(v4) =
{p1, p2, p3} (Fig. 3a), i.e., there are up to three paths from the query origin to
the query destination in the cache, the latest one p3 is selected. To access the
result path Path(v2 → v4), we start from the query origin v2 and check all of its
neighbors (i.e., v1 and v3, Fig. 3b), to find the next node of the result path. Since
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NPI(v3) contains p3 while NPI(v1) does not, v3 is the next node in the path.
We use the same way to continuously examine the unvisited neighbor of v3, i.e.,
v4. Since v4 is the query destination, the whole result path has been found, i.e.,
Path(q1) = Path(v2 → v4) = {v2, v3, v4}.

5.3.2 Update
When a new path Path(pnew) is returned from the Web mapping service, since
it is up to date and not exists in the cache, we should use it to update the cache
to make the cache fresh and effective continuously.

As shown in Algorithm 1, we first collect all the sub-paths of Path(pnew) from
the cache to see whether there is enough space for the new path or not (Lines 6
to 6). If it is, we delete all of these sub-paths from the cache (see Sect. 5.3.3),
then insert the new path into it (see Sect. 5.3.4), and finally return the updated
cache (Lines 7 to 11). If it is not, we keep collecting the paths whose weight is
less than that of pnew (Lines 13 to 20). By this time, if the space is still not
enough, we discard Path(pnew) and keep the cache unchanged; otherwise, we
delete these collected paths from the cache, and then insert the new one into it
(Lines 21 to 24). Finally, we return the cache.

For example, given another query q2 = (v7, v4), since there is no entry for
v7 in NPI (Fig. 3a), i.e., NPI(v7) ∩ NPI(v4) = ∅, no shortest path information
from v7 to v4 can be found in the cache. The LBS provider retrieves the path
information from the Web mapping service through an external request. Assume
the retrieved path is {v7, v3, v4}, its assigned ID is p4 and the current time is 9,
i.e., Path(p4) = Path(v7 → v4) = {v7, v3, v4} and p4.ta = tcurrent = 9, besides
being returned as the query answer of q2, p4 is also employed to update the
cache.

Suppose the maximum cache capacity is 40 (i.e., Ψ = 40), because no cached
path is the sub-path of p4, and the size of the cache after adding p4 is larger
than Ψ (i.e., |C +Path(p4)| = 43 > Ψ), we need to collect and remove the cached
path(s) whose weight is smaller than that of p4 to get enough space. To do this,
we first calculate the path impact and valid-time of p4:

p4.χ =
|NPI(v7)| + |NPI(v3)| + |NPI(v4)|

|Path(p4)|
=

0 + 3 + 3
3

= 2 (Fig. 3a),

p4.tv = tmax − (tcurrent − p4.ta) = 10 − (9 − 9) = 10;

then, we use Eq. 3 calculate its weight (θ = 0.5):

p4.w = 0.5 × p4.χ

χmax
+ 0.5 × p4.tv

tmax
= 0.5 × 2

2.5
+ 0.5 × 10

10
= 0.9.

Currently, because the path with the minimum weight is p1 and p1.w < p4.w
(Fig. 4), and we calculate out the space is enough now (i.e., |C − Path(p1) +
Path(p4)| = 33 < Ψ), we stop collecting the cached paths here. Then, we delete
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Algorithm 1. Cache update.
Input: a cache C, a path Path(pnew), the cache capacity Ψ , θ
Output: a cache C
1: S ← ∅; D ← ∅;
2: for each path pi in the cache do
3: if both pi.vo and pi.vd in Path(pnew) then
4: insert pi into S;
5: end if
6: end for
7: if |C − S + Path(pnew)| ≤ Ψ then
8: delete S from C;
9: insert Path(pnew) into C;

10: return C;
11: end if
12: pnew.w ← the path weight of pnew;
13: while |C − S − D + Path(pnew)| > Ψ do
14: pmin ← the path with the minimum weight in C − S − D;
15: if pmin.w ≤ pnew.w then
16: insert pmin into D;
17: else
18: break;
19: end if
20: end while
21: if |C − S − D + Path(pnew)| ≤ Ψ then
22: delete S and D from C;
23: insert Path(pnew) into C;
24: end if
25: return C;

Path(p1) from C (as shown in Fig. 5) and add the new path Path(p4) into it (as
shown in Fig. 6). Since NPI has changed, we also need to update the impact of
the cached paths as shown in Fig. 6c. In the next two sections, we will discuss
how to delete a path from the cache and insert a new path into the cache.

5.3.3 Delete
Given a path ID pdel, to remove its corresponding path from the cache, we first
find the origin pdel.vo and the destination pdel.vd of the path by PII. Then, we
retrieve its path Path(pdel) through a cache lookup (Sect. 5.3.1). Next, we delete
Path(pdel) from the cache by clearing the three indexes:

Clear NNI. For each node vi in Path(pdel), we check its every neighbor node
vj in the path. If Path(pdel) is the only path that contains them both (makes
them becoming neighbors), i.e., NPI(vi) ∩ NPI(vj) = {pdel}, vj can be safely
removed from the neighbor list of vi, i.e., NNI(vi) = NNI(vi) − {vj}. Other-
wise, Path(pdel) is not the only path that makes them becoming neighbors, so
we can not delete vj from NNI(vi).
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Fig. 5. The cache structure and graph model of C after deleting Path(p1) =
{v1, v2, v3, v4}.

Fig. 6. The cache structure and graph model of C after inserting Path(p4) = {v7, v3, v4}
(with updated path impact).

Clear NPI. For each node vi in Path(pdel), pdel is deleted from the NPI of vi,
i.e., NPI(vi) = NPI(vi) − {pdel}.

Clear PII. The whole entry of pdel is removed from PII.
Figure 5 shows the cache structure and its graph model after having deleted

Path(p1) from the cache of Fig. 3.

5.3.4 Insert
To insert a new path into a cache, we only need to insert corresponding data
into the three indexes which constitute the cache, i.e., NNI, NPI and PII.

Figure 6 shows the updated cache structure and graph model after having
inserted a new path Path(p4) = {v7, v3, v4} into the cache of Fig. 5.

6 Experimental Evaluation

6.1 Experimental Setting

We take SPC [12] as the baseline approach in our experiments, and evaluate the
performance of SPC and our proposed shortest travel-time path cache (denoted
as TPC) in terms of three metrics: (1) cache hit ratio, which reflects the number
of external requests to the Web mapping service, (2) the average query response
time per user query, and (3) the accuracy of cached paths.

As in [12], we utilize the Beijing road network and the Geo-Life trajectory
dataset [25]. We generate nearly 12k path queries from the Geo-Life trajectory
dataset by extracting the start and end locations of each trajectory as the query
origin and destination, and compress them into four hours with original order.
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The paths of the first 5k queries are employed for constructing caches, the rest
7k queries are utilized to evaluate the performance of SPC and TPC. Bing Maps
is taken as the Web mapping service in our experiments, and the maximum
valid-time for all the cached paths is 30 mins (i.e., tmax = 30). Unless mentioned
otherwise, the number of user path queries is 7k, the cache size is 5k nodes, and
the value of θ is 0.5.

Fig. 7. Effect of the number of path queries.

6.2 Experimental Results

6.2.1 Effect of the Number of Path Queries
In this section, we evaluate the performance of SPC and TPC with respect to
various numbers of queries (from 1,000 to 7,000) as depicted in Fig. 7. We can
see that TPC outperforms SPC in all performance metrics at any number of
queries. This is because that SPC is designed as a static path cache, which is
not suitable for caching dynamic travel-time paths. A cached path in SPC will
never be evicted, even though it may be not popular or the shortest any more,
while TPC continuously updates the cache based on path impact and valid-time.

6.2.2 Effect of the Cache Size
Figure 8 shows the performance of the two methods with respect to the cache
size from 1,000 to 10,000 nodes. When the cache size gets larger, i.e., more paths
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Fig. 8. Effect of the cache size.

can be cached, it is expected that the cache hit ratio increases for both SPC and
TPC (Fig. 8a), which makes the average query response time getting shorter
consequently (Fig. 8b). The path accuracy of TPC gets smaller along with the
increase of the cache size, as the updating frequency is slow when the cache is
large that makes more cached paths invalid. Because there is no updating in
SPC, the path accuracy of SPC remains almost the same as shown in Fig. 8c.
Similarly, TPC performs much better than SPC, i.e., the cache hit ratio increased
by 36%, the average query response time reduced by 3%, and the path accuracy
increased by 13%.

6.2.3 Effect of the Value of θ

As presented in Sect. 5.2, the value of θ indicates the importance of the path
impact (or valid-time) during cache update. When the value of θ gets larger,
i.e., the path impact gets more important than the valid-time, the cache hit
ratio of TPC increases (Fig. 9a), which proves that path impact can accurately
reflect the popularity and importance of a path. Consequently, the valid-time
gets less important when θ gets larger, so the accuracy of cached paths of TPC
gets lower as shown in Fig. 9c. The performance metrics of SPC are unchanged
with respect to the value of θ, as it has no connection with θ.
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Fig. 9. Effect of the value of θ.

7 Conclusion

In this paper, we propose an effective cache of the shortest travel-time paths
for LBS providers, to reduce the number of external requests to Web mapping
services and the query response time to users. We first design an effective and
compact cache structure, including node path index (NPI), node neighbor index
(NNI) and path information index (PII), and then devise four cache operations,
i.e., lookup, update, delete and insert. In particular, we develop an effective
cache update mechanism by considering the impact and valid-time of each path.
Comprehensive experiments on real Web mapping service and datasets confirm
the effectiveness of our proposed techniques.
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Abstract. Discovering dense subgraphs in a graph is a fundamental
graph mining task, which has a wide range of applications in social net-
works, biology and graph visualization to name a few. Even the prob-
lems of computing most dense subgraphs (e.g., clique, quasi-clique, k-
densest subgraph) are NP-hard, there exists polynomial time algorithms
for computing k-core and k-truss. In this paper, we propose a novel dense
subgraph, k-core-truss, that leverages on a new type of important edges
based on the concepts of k-core and k-truss. Compared with k-core and k-
truss, k-core-truss can significantly discover the interesting and important
structural information outside the scope of the k-core and k-truss. We
study two useful problems of k-core-truss decomposition and k-core-truss
search. In particular, we develop a k-core-truss decomposition algorithm
to find all k-core-truss in a graph G by iteratively removing edges with
the smallest degree-support. In addition, we propose a k-core-truss search
algorithm to identify a particular k-core-truss containing a given query
node such that the core-number k is the largest. Extensive experiments
on several web-scale real-world datasets show the effectiveness and effi-
ciency of the k-core-truss model and proposed algorithms.

1 Introduction

Graph model is widely used to represent connection relationships between enti-
ties in a wide variety of domains such as social and web networks, biology,
communication networks, and so on [20]. In the analysis of massive graphs, it is
important to discover various dense subgraphs for efficient and effective analysis
of a network, due to the large size of the network [24]. Identifying cohesive sub-
graphs is a fundamental graph-theoretic problem, which lies in the heart of many
graph-mining applications, ranging from community mining in social networks
[4,7,9,10,14,19,26], to real-time story identification in streaming news [2,12],
detecting regulatory motifs in DNA [8], keyword search [15], graph visualization
[1], and distance oracle indexing [6,11].

c© Springer International Publishing AG 2017
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Recently, the definitions of k-core [5,25] and k-truss [9,24] have been widely
used for a good balance of cohesive structure and efficient computations.
A k-core of a graph G is the largest subgraph of G such that every vertex
has at least k neighbors in this subgraph. On the one hand, k-core and k-truss
both are hierarchical subgraphs that represent the cores of a network at different
levels of granularity, with regard to number k. In this sense, k-core and k-truss
are similar. On the other hand, basic elements of constructing k-core and k-truss
are different. k-core is defined on the important vertices having degree at least
k; whereas k-truss is defined on the important edges that are involved in several
stable and strong triangle relationships. Thus, let us reconsider the importance
of a relationship between two endpoints. Intuitively, if two vertices have more
common neighbors, their relationship is stronger, which is overlooked in k-core
model; Meanwhile, vertices tend to be more important if they have a higher
degree in graphs. Thus, if two vertices with high degrees, their relationship is
also regarded as a strong connection. Such important relationships are neglected
in the k-truss model.

In this paper, we study a novel dense subgraph, k-core-truss, which are based
on a new concept of important edges. Specifically, given a parameter α > 0,
the importance of an edge e = (u, v) in a graph G is defined as the maximum
one between the value equaling α times minimum degree of v and u, and the
number of triangles containing e plus 2. Then, the k-core-truss of a graph G is
the largest subgraph of G that every edge has the importance value at least k in
this subgraph. For instance, consider the graph H1 in Fig. 1, which is a 3-core-
truss for α = 1. It is because that for every edge e, e is contained in at least
one triangle, or its two endpoints have degree at least 3. In addition, the whole
graph of 3-core-truss contains two overlapping subgraphs of 3-core and 3-truss.
By the definition of 3-core, it is obvious that the vertex v5 with the degree of 2
does not belong to 3-core. Meanwhile, the edge e = (v12, v13) is not contained in
any triangle, indicating that it does not belong to 3-truss. In light of the above,
mining and querying k-core-truss in graphs is a pressing need, which is not simply
dominated by the k-core and k-truss.

To summarize, we make the following contributions:

– We give a novel dense subgraph, k-core-truss, and motivate two problems of
k-core-truss decomposition and k-core-truss search.

– We devise a k-core-truss decomposition algorithm to find all k-core-truss in
a graph G by iteratively remove edges with the smallest degree-support. For
the application of community search, we also design a k-core-truss search
algorithm for identifying a particular k-core-truss containing a given query
node with the highest k.

– We conduct extensive experiments on five large scale real-world datasets. The
results show that our k-core-truss algorithms can efficiently and effectively
find cohesive substructures over real-world networks, which can significantly
discover the interesting and important relationships outside the scope of
k-core and k-truss.
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The rest of this paper is organized as follows. We present the definition of the
k-core-truss model, and formulate our problems in Sect. 2. The core-truss decom-
position and k-core-truss search algorithms are developed in Sect. 3. Extensive
performance studies are reported in Sect. 4. We review the related work in Sect. 5,
and conclude this paper in Sect. 6.

2 Problem Statement

Consider an undirected graph G = (V,E) where V and E denote the node set
and edge set respectively. We denote the number of nodes by n = |V | and the
number of edges in G by m = |E|. The set of neighbors of a vertex v is denoted
by N(v), i.e., N(v) = {u ∈ V : (v, u) ∈ E}. We use dmax to represent the
maximum vertex degree in graph G.

Given a graph H = (VH , EH), H is a subgraph of G iff VH ⊆ V and EH =
{(u, v)|u, v ∈ VH , (u, v) ∈ E}. For a vertex v ∈ V (H), the set of neighbors of
vertex v is denoted by NH(v) = {u ∈ VH : (v, u) ∈ EH}. Thus, the degree
of v in H is defined as degH(v) = |NH(v)|. A triangle is a cycle of length
3 in graph. Let v, u, w be the three vertices on the cycle, then we use �uvw to
represent this triangle. For an edge e(u, v) ∈ E(H), the support of an edge e, is
defined as the number of triangles containing e, denoted by supH(e) = |{�uvw :
(u,w), (v, w) ∈ EH}|. In this paper, w.l.o.g, we assume that the graph G we
consider is connected, which implies m ≥ n − 1. In the following, we define the
degree for an edge based on the definition of vertex degree.

Definition 1 (Degree of an Edge). Given a subgraph H ⊆ G, the degree of
an edge e(u, v) ∈ EH is denoted by degH(e) = min{degH(v),degH(u)}.
Example 1. Consider the graph G in Fig. 1. The vertex v5 has 3 neighbors as
N(v5) = {v3, v8, v9}, and the degree of vertex v5 in graph G is degG(v5) = 3. The
graph H1 in Fig. 1 is a subgraph of G. For a vertex v5 ∈ VH1 , the degree of vertex
v5 in H1 is 2, i.e., degH1

(v5) = 2. For an edge e = (v5, v8) in H1, the degree
of an edge e is degH(e) = min{degH(v5),degH(v8)} = 2 by the definition 1, as
degH1

(v8) = 6 holds.

Based on the definitions of degree and support for an edge, we give a new
definition of degree-support as follow.

Definition 2 (Degree-Support). For a subgraph H ⊆ G and a given number
α ≥ 0, the degree-support of an edge e(u, v) ∈ EH is denoted by degsupH(e) =
max {supH(e) + 2, α · degH(e)}.

The degree-support of an edge e(u, v), degsupH(e), represents the strength of
the connection between vertices v and u in graph topology. The underlying prin-
ciples of degsupH(e) contains two folds. On the one hand, a triangle indicates two
vertices have a common neighbor, which shows a strong and stable connection
among three vertices. Intuitively, if two vertices have more common neighbors
with a larger supH(e), their relationship is stronger. On the other hand, if one
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Fig. 1. A running example of graph G. The parameter α = 1. (Color figure online)

vertex have a higher degree with more connections, the vertex tends to be more
important in this graph. Thus, two endpoints of an edge both have high degree,
their relationship is also regarded as a strong connection. Due to different mea-
surements of support and degree, we invoke a parameter α to adjust the relative
weight of degree, w.r.t. the support. The larger α is, the more important the
degree is. Unless otherwise specified, we assume α = 1 throughout this whole
paper.

Example 2. In Fig. 1, there are several triangles such as �v5,v8,v9 , �v6,v8,v9 ,
�v7,v8,v9 , and so on. For each one of these triangles, two vertices have a common
neighbor.For an edge e = (v5, v8) in H1, the edge support of e is supH1(e) = 1.
For α = 1 and degH1

(e) = 2, the degree-support of edge e is degsupH1
(e) = max

{supH1
(e)+2, α ·degH1

(e)} = 3. Then, if we adjust the parameter α to a higher
value as α = 2, degsupH1

(e) = max {supH1
(e) + 2, 2 · degH1

(e)} = 4.

On the basis of the definition of degree-support, we define the k-core-truss in
a graph G as follows.

Definition 3 (K-Core-Truss). Given a subgraph H ⊆ G, a parameter α ≥ 0
and an integer k ≥ 2, a k-core-truss H is the maximal subgraph of G, in which
each edge e satisfies degsupH(e) ≥ k. Let CTk represents the k-core-truss of G
for a specific k.

Based on the definition of k-core-truss, we can make a definition of core-truss
number as follows.

Definition 4 (Core-Truss Number). For an edge e in graph G = (V,E),
the core-truss number of e, denote by ct(e) = max{k : e ∈ ECTk

}.
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For an given edge e with ct(e) = k, we have e ∈ ECTk
, but e /∈ ECTk+1 .

We use kmax to represent the maximum core-truss number of any edge in G,
i.e., kmax = max{ct(e) : e ∈ E}. We use the following example to illustrate the
concept of k-core-truss and core-truss number.

Example 3. Consider an undirected graph G shown in Fig. 1. The graph G has
23 nodes named from v1 to v23. Assume that the parameter α is set to 1. We can
see that every vertex has degree at least 2. Thus, for each edge e ∈ E, the degree-
support of e as degsupG(e) ≥ 2 holds. By the definition 3, the entire graph G is
2-core-truss, i.e. G =CT2. In addition, the edge (v3, v4) is not contained in any
triangle, and the degree of (v3, v4) has deg(v3, v4) = 2. Thus, the edge (v3, v4)
does not belong to 3-core-truss, indicating the core-truss number ct(v3, v4) = 2.
The 3-core-truss of G is depicted in light green color in Fig. 1, which is consisted
of three connected components H1, H2, and H3. Moreover, we can see that the
subgraph H2 of G is 4-core-truss as CT4, because H2 is a 4-clique and every edge
e of H2 is contained in 2 triangles with degsupH2

(e) ≥ supH2
(e) = 2 + 2 = 4.

Parameter α. Consider the variants of our k-core-truss with the parameter α.
The parameter α can make the graph size of k-core-truss flexible by changing its
value. If more nodes need to be contained in the subgraph, we can increase the
value of α. On the contrary, we can reduce it for finding the subgraphs whose
vertices are more closely related for only the edges with higher degH(e) will
be contained in the CTk with the same k. Moreover, k-core-truss with suitable
settings of parameter α can be equivalent to the definition of k-core or k-truss.
Assume that α = 0, our k-core-truss is equivalent to k-truss. On the other hand,
if α = k

k−1 , our k-core-truss is equivalent to (k − 1)-core.
In this paper, we study two different but related problems of k-core-truss

decomposition and k-core-truss search in a graph.
The first problem is k-core-truss decomposition. The problem is to find all

k-core-truss CTk for 2 ≤ k ≤ kmax in graph G. As a cohesive subgraph of k-
core-truss, k-core-truss decomposition identifies various cohesive subgraphs for
efficient and effective analysis of a complex network. The problem is formulated
as follows.

Problem 1. Given a graph G = (V,E), a parameter α, the problem of k-core-
truss decomposition is to find all k-core-truss CTk in G for 2 ≤ k ≤ kmax.

The second problem to study is k-core-truss search. For a given query node,
the problem is to find a particular k-core-truss containing this query node. k-core-
truss search can benefit the recent attractive and important task of community
search, that is to find k-core-truss-based communities. The problem formulation
is shown below.

Problem 2. Given a graph G = (V,E), a parameter α and a query node q, the
problem of k-core-truss search is to find a connected maximal k-core-truss with
the highest k such that it contains node q.
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3 K-Core-Truss Algorithms

In this section, we focus on developing efficient algorithms for Problems 1 and
2. Specifically, we first propose a k-core-truss decomposition method for solving
Problem 1, which intuitively follows the definition of k-core-truss. In addition, to
solve Problem 2, we design a query search algorithm to find a k-core-truss with
the largest k such that this k-core-truss contains the input query node. Moreover,
we analyze the complexity of two proposed algorithms. Finally, we use running
examples to introduce how these two algorithms worked on graph in Fig. 1.

3.1 K-Core-Truss Decomposition Algorithms

Here, we introduce a basic algorithm for k-core-truss decomposition that is to
find k-core-truss for all possible k. Similar with the core decomposition [21] and
truss decomposition [9], the core idea of our algorithm is to start from k = 2 and
then iteratively find k-core-truss with the increasing k by one each time. To find
a k-core-truss, the algorithm iteratively remove edges violating the constraint of
k-core-truss.

The outline of our basic algorithm is represented in Algorithm 1. The algo-
rithm starts with an initialization by computing the degree and the support of
every edge in graph G (line 1 to 6). Let H represent the graph G in the following
decomposition process. After initialization, for each k starting from k = 2, the
algorithm iteratively deletes every edge e = (u, v) with the degree-support no
greater than k, because e cannot be in the (k+1)-core-truss by definition. Let
the core-truss number of e as k, i.e., ct(e) = k (line 15). Obviously, the deletion
of e = (u, v) will respectively decrease the degree of u and v by one (line 8 to
9). Moreover, the deletion of e may also lead to the invalidation of all triangles
consisting of e, i.e., ∀�uvw where w ∈ W = NH(u) ∩ NH(v), the triangle �uvw

is no longer valid any more after the deletion of e = (u, v) (line 16). The supH(e)
and degH(e) are needed to recompute(line 10 to 14). This process is repeated
iteratively until all the remaining edges in G have degree-support at least k + 1,
which is the (k + 1)-core-truss. If there still exists some edges not yet deleted in
G, we increase the k by one and continue repeating the above process, i.e., Steps
7–17(line 18 to 19). The algorithm returns the core-truss numbers of all edges
in G as shown in Fig. 2 (line 20).

In the following, we use an example to simulate the process of k-core-truss
decomposition.

Example 4. Consider an graph G = (V,E) shown in Fig. 1 and α=1. We apply
Algorithm 1 on G for k-core-truss decomposition. From line 2 to 6, we get all
degH(e) and supH(e) of 35 edges in G. Now, we start from k = 2 to find all
edges with the core-truss of k.

Case k = 2: since (v1, v2), (v1, v4), (v1, v14), (v2, v3), (v2, v18), (v3, v4), (v3, v5)
are satisfied degH(e) ≤ k/α ∧ supH(e) ≤ k − 2 directly or indirectly,e.g.(v1, v14)
is not satisfied the conditions for degH(v1, v14) = 3 at first,but when (v1, v4) is
deleted,which will update degH(v1, v14) to 2. All these seven edges will be deleted



Discovering Hierarchical Subgraphs of K-Core-Truss 447

Fig. 2. The ct(e) in graph G where α = 1

and assigned with the core-truss number of 2. In addition, the algorithm updates
the degH(e) or supH(e) for the remaining 28 edges, i.e., degH(v5, v8) = 2. The
remaining graph of CT3 consists of three component: H1, H2, and H3.

Case k = 3: all edges except (v14, v15), (v14, v16), (v14, v17), (v15, v16), (v15, v17),
(v16, v17) are satisfied degH(e) ≤ k/α∧ supH(e) ≤ k − 2, which are deleted from
graph. We assign the core-truss number of 3 to each deleted edge.

Case k = 4: all remaining edges will be deleted in this loop. We assign the
core-truss number of 4 to each deleted edge, and terminated the algorithm.
Finally, the core-truss numbers of all edges in G are shown in Fig. 2.

We analyze the time and space complexity of Algorithm 1 in the following
theorem.

Theorem 1. Algorithm 1 takes O(m1.5) time using O(n+m) space, where n =
|V | and m = |E|.
Proof. In the Algorithm 1, the most time-consuming step is to compute sup(e)
for every e ∈ E. This step takes O(m1.5) time complexity [24]. Similarly, updat-
ing the support of all edges (in lines 11–12) also consume O(m1.5) time. The
removal of all edges and the computation and updating the degree of all edges
take O(m) time in total. As a consequence, the total time cost of Algorithm 1
is O(m1.5).

In addition, we analyze the space cost of Algorithm 1. Clearly, Algorithm 1 needs
to store the graph G using O(n + m) space. For each edge e ∈ E, it also use
O(m) space to store the edge degree degH(e), support supH(e), and core-truss
number ct(e). Thus, the space complexity of Algorithm 1 is O(m + n) in total.

3.2 Querying k-core-truss

In this section, we investigate Problem 2, that is, given a query node q, to find
a connected maximal k-core-truss containing q with the largest k. We develop a
k-core-truss search algorithm in Algorithm 2 to solve Problem 2 as follows.
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Algorithm 1. Basic k-core-truss Decomposition
Input: Graph G = (V, E), Number α > 0
Output: ct(e) for each e ∈ E
1: k ← 2; H ← G = (V, E);
2: ∀u ∈ VH , compute the degree of u as degH(u);
3: for (u, v) ∈ EH do
4: degH((u, v)) ← min(degH(u), degH(v))

5: for each e = (u, v) ∈ EH do
6: supH(e) ← |NH(u) ∩ NH(v)|;
7: while (∃e = (u, v) such that degH(e) ≤ k/α ∧ supH(e) ≤ k − 2) do
8: degH(u) ← degH(u) − 1;
9: degH(v) ← degH(u) − 1;

10: for all w ∈ NH(u) ∩ NH(v) do
11: supH((u, w)) ← supH((u, w)) − 1;
12: supH((v, w)) ← supH((v, w)) − 1;
13: degH((u, w)) ← min{degH(u), degH(w)};
14: degH((v, w)) ← min{degH(v), degH(w)};

15: ct(e) ← k;
16: H ← remove e from H
17: if EH 	= ∅ then
18: k ← k + 1;
19: goto 7;

return {ct(e)|e ∈ E}

We first outline the framework of Algorithm 2, which consists of the following
two main stages. The first stage is to identify the largest k such that there exists
a k-core-truss containing node q. We apply the k-core-truss decomposition method
in Algorithm 1 to compute the maximum core-truss number of an edge containing
q, denoted by the largest k as Kmax = maxu∈N(q) ct(q, u). In the second stage, we
start from the query node q and expand the answer graph in BFS (breadth-first
search) manner, which collect all adjacent edges having the core-truss number at
least Kmax into the answer. Specifically, for each vertex u in the neighborhood
of q as u ∈ N(q), if edge (q, u) is unvisited and ct(q, u) = Kmax, we add the edge
e = (q, u) into an empty search queue Q and mark it as visited (line 5 to 8).
Then, we process the BFS search from the nonempty queue Q. We iteratively
pick an edge (u, v) from Q, and then add all adjacent edges of nodes u and v
with the core-truss number no less than Kmax into Q (line 9 to 16).

In the following, we show a running example for Algorithm 2.

Example 5. Consider the graph shown in Fig. 1 and the parameter α = 1. We
test query node q = v8, and run Algorithm 2 for finding the k-core-truss with
the largest k such that it contains v8.

Identifying Kmax: We apply Algorithm 1 to compute the core-truss numbers of
all edges in G. The results are shown in Fig. 2. We calculate the maximum core-
truss number Kmax = maxu∈N(v8) ct(v8, u) = 3, since ct(v8, v5) = ct(v8, v6) =
ct(v8, v7) = ct(v8, v9) = ct(v8, v11) = ct(v8, v13) = 3.
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Algorithm 2. Query algorithm
Input: G = (V, E), α > 0, q
Output: a connected maximal k-core-truss containing q
1: k ← 2, Kmax ← 0, visited ← ∅, l ← 0,H = (V ′, E′) ← G = (V, E);
2: The same as line 2 to 19 in Algorithm 1;
3: for all u ∈ NG(q) do
4: Kmax ← max{ct((u, q)), Kmax};

5: for u ∈ NG(q) do
6: if (q, u) /∈ visited and ct(q, u) = Kmax then
7: l ← l + 1, Cl ← ∅, Q ← ∅;
8: visited ← visited ∪ {(q, u)}, Q.push((q, u));
9: while Q 	= ∅ do

10: (x, y) ← Q.pop(); Cl ← Cl ∪ {(x, y)};
11: for w ∈ N(x) do
12: if (x, w) /∈ visited and ct(x, w) ≥ Kmax then
13: Q.push((x, w)), visited ← visited ∪ {(x, w)};

14: for w ∈ N(y) do
15: if (y, w) /∈ visited and ct(y, w) ≥ Kmax then
16: Q.push((y, w)), visited ← visited ∪ {(y, w)};

17: return {C1, . . . , Cl};

Graph Expansion in BFS Manner: Then it starts from v8 by expanding
the graph in the BFS manner. The answer graph includes all edges that are
connected to v8 with ct(e) ≥ 3. The subgraph H1 is the 3-core-truss. For, Since
the edge (v3, v5) with ct(v3, v5) = 2 is not in 3-core-truss, all edges of H2 with
ct(e) ≥ 3 are disconnected to q. The final result of connected 3-core-truss con-
taining v8 is H1 in Fig. 1.

We analyze the time and space complexity of Algorithm 2 as follows.

Theorem 2. The time complexity of Algorithm 2 is O(m1.5). The space com-
plexity of Algorithm 2 is O(n + m).

Proof. In the Algorithm 2, the most time-consuming step is the same as Algo-
rithm 1(line 2), whose time complexity is O(m1.5). Then, the algorithm takes
O(m + n) time to compute Kmax (line 2 to 4) and perform BFS process (line
5 to 16) in worst case. Also, we can easily derive that the space complexity of
Algorithm 2 is O(m + n) as Algorithm 1.

4 Performance Studies

In this section, we conduct extensive experiments to evaluate the efficiency
and quality of proposed algorithms. Our experiments include 3 parts. The first
experiment tests the runtime of three different graph decompositions: k-core
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decomposition, k-truss decomposition and k-core-truss decomposition. The sec-
ond experiment shows the query processing time for three different models: k-
core, k-truss, and k-core-truss. The running time results are averaged in 1000
tested queries. In the third experiment, we use case studies on real DBLP net-
works to evaluate the effective of k-core-truss model.

All algorithms are implemented in C++. All experiments are conducted on a
computer with 3.20 GHz Intel Core(TM) i5-6500 CPU and 8 GB memory running
Windows 7 professional (64-bit). In all experiments, both graph storage and
query processing are conducted in the main memory.

4.1 Datasets

We use five web-scale real-world graphs in our experiments. All of the datasets
except DBLP are downloaded from (http://snap.stanford.edu). Among the five
graphs, Gowalla is a location-based online social network. NotreDame is a web
graph. wiki-Talk is a communication network. LiveJournal1 is a social network.
DBLP is a co-author network from the computer science bibliography web-
site (http://dblp.uni-trier.de/).The statistical details of all dataset are listed
in Table 1, in terms of vertex size, edge size, average clustering coefficient, and
the total number of triangles.

Table 1. Datasets

Dataset Nodes Edges Average clustering
coefficient

Number of triangles

Gowalla 196,591 950,327 0.2367 2,273,138

DBLP 234,879 541,814 0.3742 285,730

NotreDame 325,729 1,497,134 0.2346 8,910,005

wiki-Talk 2,394,385 5,021,410 0.0526 9,203,519

LiveJournal 4,847,571 68,993,773 0.2742 285,730,264

In the following two experiments, we evaluate the efficiency of proposed graph
decomposition and query processing algorithms. All detailed value of running
times are reported in Table 2.

Table 2. Running time of graph decomposition and query processing in three different
models: k-core, k-truss and k-core-truss (in seconds)

Dataset Decomposition Query Search

k-core k-truss k-core-truss k-core k-truss k-core-truss

Gowalla 11.71 141.71 269.09 35.76 8.90 46.12

NotreDame 24.83 191.18 388.42 67.81 12.88 63.46

wiki-Talk 242.63 5664.33 7589.88 1058.02 436.32 1448.68

LiveJournal 3845.62 38694.40 92614.00 6731.81 3971.25 6176.80

http://snap.stanford.edu
http://dblp.uni-trier.de/
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4.2 Performance Evaluation of k-core, k-truss and k-core-truss
Decompositions

We first compare the time consumption of graph decompositions on five datasets:
Gowalla, NotreDame, wiki-Talk, and LiveJournal1. Figure 3(a) reported all
results. It shows that k-core decomposition is the most effective among all three
methods. In addition, the time consumptions of k-core-truss decomposition take
much more than the k-core decomposition, but achieves the same order of the
running time consumed by k-truss decomposition in all datasets. The reasons of
differences are that k-core will take the linear-time [3], k-truss will the O(m1.5)
time [24] and k-core-truss will take O(m1.5) + O(m) time by Theorem 1 for their
decompositions.

Fig. 3. Performance evaluation of k-core, k-truss and k-core-truss

4.3 Efficiency Evaluation of Querying Processing for Finding
k-core, k-truss and k-core-truss

In this experiment, we compare the performance of querying processing for find-
ing k-core, k-truss and k-core-truss on all datasets. For a given query node, three
methods respectively find the k-core, k-truss, and k-core-truss with the largest
value k containing this query node. For each dataset, we generate 1000 sample
of queries by randomly select one vertex in graph. The average query time are
reported in Fig. 3(b). As we can see that, the query processing of finding k-truss
is the most efficient among all three methods, due to the smallest size of k-truss.
In addition, the query processing of finding k-core-truss achieve nearly the same
time as finding k-core, which shows a good efficiency performance of our query
processing algorithm.

4.4 Case Study on DBLP Network

In this section, we use a real-world DBLP network to test the effectiveness of our
new model k-core-truss. In this DBLP network, each node represents an author,
and an edge is added between two authors if they have co-authored at least three
times. The parameter α is set as 1. For a given author in DBLP and number k,
we apply Algorithm 2 to find the connected k-core-truss containing this query
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author. For comparsion, we also report the connected subgraphs of k-core and
k-truss, which both contain this query author with the same input k.

First, we use the query Q = “Homare Murakami” and number k = 9 to
test our k-core-truss for finding cohesive groups. In this example, we can see the
superiority of k-core-truss against k-core and k-truss models. Figure 4 (a) shows
the results of k-core model, which has 21 nodes, 105 edges and the average-degree
of 10. Every vertex has 9 neighbors in 9-core. In addition, k-truss containing Q
is represented in Fig. 4 (b). It has 10 nodes, 45 edges and the average-degree of 9.
Every edge is contained in 7(= 9 − 2) triangles, indicating every vertex also has
degree at least 8. We show the result of k-core-truss in Fig. 4 (c), which contains
24 nodes and 126 edges. The average-degree of k-core-truss is 10.5, which is higher
than the k-core and k-truss results. This is because k-core-truss discovers more
important edges than k-core and k-truss. To clearly show the difference of our
k-core-truss with the results of k-core and k-truss, we scale up Fig. 4 (c) into
Fig. 7, where the nodes and edges in red color present in k-core-truss but not in
k-core and k-truss. As we can see, k-core-truss contains 3 red nodes which are
authors “Jongsik Lim”, “Mohammadali Khosravifard”, and “I Gusti Bagus”.
Clearly, these three authors should be considered as members in the community
of “Homare Murakami”, because all of them densely connect with the coauthors
of “Homare Murakami”. These three authors, however, cannot be found by using
the k-core and k-truss model.

(a) (9-core with 21 nodes,105
edges)

(b) (9-truss with 10 nodes,45
edges)

(c) (9-core-truss 24 nodes,126
edges)

Fig. 4. Query node “Homare Murakami” in different models

In summary, the case studies on DBLP network indicate that our k-core-truss
model indeed includes more nodes and edges and discovers a denser substructure
than both k-core and k-truss. This additional structural information could assist
a relatively comprehensive understanding of community structures in complex
networks (Figs. 5 and 6).

5 Related Work

In this paper, we firstly propose a novel model of dense subgraph called k-core-
truss. Our work is closely related with k-core and k-truss, which are extensively
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(a) (6-core with 15 nodes,82
edges)

(b) (6-truss with 17 nodes,90
edges)

(c) (6-core-truss 17 nodes,92
edges)

Fig. 5. Query node “Antoni Broquetas” in different models

(a) (8-core with 19 nodes,83
edges)

(b) (8-truss with 11 nodes,50
edges)

(c) (8-core-truss 21 nodes,97
edges)

Fig. 6. Query node “Andreas Pfitzmann” in different models

studied in the literature. In [21], Seidman first introduced the concept of k-core
to measure the group cohesion in a network. The cohesiveness of k-core increases
as k increases. Recently, the k-core decomposition in graphs has been used in
many applications. From an algorithmic perspective, Batagelj and Zaversnik
proposed an O(n + m) algorithm for k-core decomposition in general graphs
[3]. Their algorithm recursively deletes the node with the lowest degree and
uses the bin-sort algorithm to maintain the order of the nodes. However, this
algorithm has to randomly access the graph, thus it could be inefficient for the
disk-resident graphs. To overcome this issue, Cheng et al. [5] proposed an efficient
k-core decomposition algorithm for disk-resident graphs. Their algorithm works
in a top-down manner to calculate k-core. To make the k-core decomposition
more scalable, Montresor et al. [18] proposed a distributed algorithm for k-core
decomposition by exploiting the locality property of k-core. All the mentioned
algorithms focus on k-core decomposition in static graphs except for [17], in
which the authors proposed an efficient k-core maintenance algorithm.

In order to mine transient stories and their correlations implicit in social
streams, Lee et al. [12] proposed a new model of cohesive subgraph named (k, d)-
core, in which every node has at least k neighbors and two end nodes of every
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Fig. 7. The case study on 9-core-truss of “Homare Murakami” (Color figure online)

edge have at least d common neighbors. In other words, each edge in the subgraph
is included by a k-core and a (d + 2)-truss at the same time. The constraints of
(k, d)-core is much stricter than k-core-truss. To capture the influence, Li et al.
[14,16] introduced an influential community model based on k-core, and they also
proposed several efficient algorithms to compute the influential communities. To
provide structural relations among cliques, Sariyuce et al. [20] defines the nucleus
decomposition of a graph, which represented the graph as a forest of nuclei. Each
nucleus is a subgraph where smaller cliques are present in many larger cliques.
With the right parameters, the nucleus decomposition generalizes the classic
notions of k-cores and k-truss decompositions. Both (k, d)-core and nucleus are
different from our k-core-truss model in terms of structural constraints.

6 Conclusions

In this paper, we propose a new dense subgraph of k-core-truss that combines the
nice structural properties of k-core and the k-truss. We study two useful prob-
lems of k-core-truss decomposition and k-core-truss search. Extensive experiments
on five large scale real-world datasets show that our k-core-truss algorithms can
efficiently and effectively find cohesive substructures over real-world networks.
Moreover, the proposed k-core-truss model can significantly discover the inter-
esting and important relationships outside the scope of k-core and k-truss.

Our work takes an important first step toward enriching dense subgraph
models in the network analysis. It opens up several interesting directions for
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further research. One of intuitive open problem is to study k-core-truss decom-
position and search in the environment of stream or dynamic graphs, that is,
the nodes/edges are frequently inserted/deleted. In the future, we plan to study
the value of our model for other types of network, e.g., spatial networks [22,23]
and location-based social networks [13].
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Abstract. The emerging non-volatile memory (NVM) technologies have
attracted much attention due to its advantages over the existing DRAM
technology such as non-volatility, byte-addressability and high storage
density. These promising features make NVM a promising replacement
of DRAM. Although the reading cost of NVM is close to that of DRAM,
the writing cost is significantly higher than that of DRAM. Existing
algorithms designed on DRAM treat read and write equally and thus are
not applicable to NVM. In this paper, we investigate efficient algorithms
for subgraph matching, a fundamental problem in graph databases, on
NVM. We first give a detailed evaluation on several existing subgraph
matching algorithms by experiments and theoretical analysis. Then, we
propose our write-limited subgraph matching algorithm based on the
analysis. We also extend our algorithm to answer subgraph matching
on dynamic graphs. Experiments on an NVM simulator demonstrate a
significant improvement in efficiency against the existing algorithms.

Keywords: Non-volatile memory · Subgraph matching · Graph
database

1 Introduction

Emerging non-volatile memory (NVM) technologies are considered as replace-
ment of the current DRAM technology because of the byte-addressability, non-
volatility and high storage density. Existing NVM technologies include PCM
[1], memristor [2], STT-MRAM [3] and so on. Table 1 compares these different
NVM technologies with the current DRAM technology in terms of volatility,
addressability, storage capacity, read latency and write latency.

While NVM has many promising features, its read and write latency is quite
different from that of DRAM. Take PCM for example, its read latency is about
50 ns, which is close to DRAM’s read latency. However, the write latency of PCM
is about 150 ns, which is around 3 times of DRAM’s write latency. Therefore,
unlike DRAM, the read and write latency of PCM is asymmetric.

Most of the algorithms are designed based on the RAM memory model, which
assumes that read and write of the main memory have similar cost. As a result,
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Table 1. Differences between NVM and DRAM technologies.

Characteristic DRAM PCM Memristor STT-MRAM

Volatility Yes No No No

Addressability Byte Byte Byte Byte

Storage capacity GB TB TB TB

Read latency 60 ns 50 ns 120 ns 20 ns

Write latency 60 ns 150 ns 100 ns 20 ns

these algorithms may not perform well on NVM, where writes are much more
expensive than reads. In this paper, we study subgraph matching on NVM. Our
goal is to design a subgraph matching algorithm that runs faster on NVM than
the existing ones. To the best of our knowledge, no such work has been done on
NVM in the literature. The main contributions of this paper are as follows.

– We conduct experiments on an NVM simulator to test the performance
of the existing subgraph matching algorithms on NVM. The experimental
results verify our assumption that the existing subgraph matching algorithms
designed on DRAM are not suitable for NVM.

– We conduct detailed analysis on the experimented subgraph matching algo-
rithms. We abstract the generic backtracking framework of the algorithms
and identify the write-intensive procedures in the framework. After that, we
investigate the optimization techniques these algorithms adopt and estimate
their performance on NVM.

– Based on the analysis above, we propose an efficient subgraph matching algo-
rithm on NVM and extend the algorithm to handle dynamic graphs.

– Extensive experiments on two real datasets and various queries demonstrate
that our algorithm is much faster than most existing subgraph matching
algorithms on NVM.

The rest of the paper is organized as follows. In Sect. 2, we define our problem
and briefly introduce related work on NVM technologies and subgraph matching
research. In Sect. 3, we evaluate the existing subgraph matching algorithms by
experiments. We give our detailed analysis based on the experimental results in
Sect. 4. Section 5 proposes our subgraph matching algorithm on NVM. Section 6
extends our algorithm to dynamic graphs. Experiments on our algorithms are
reported in Sect. 7. We give our conclusions in Sect. 8.

2 Preliminaries and Related Work

In this section, we introduce some concepts used throughout the paper and
briefly summarize the related work.

In this paper, we consider single-labeled undirected graphs, which can be
represented by a tetrad (V,E,L,Σ), where V is the set of vertices, E is the set
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of edges, Σ is the set of labels, and L : V → Σ is the function that maps each
vertex to a label. Given a vertex v, its degree, denoted by Deg(v), is the number
of vertices that are adjacent to v.

Definition 1. Given two graphs G = (VG, EG, LG, ΣG) and H = (VH , EH ,
LH , ΣH), G is isomorphic to H if there exists a bijection f : VG → VH such that
LG(v) = LH(f(v)) for all v ∈ Vg and (f(u), f(v)) ∈ EH for all (u, v) ∈ EG.

Given a data graph G and a query graph Q, the subgraph matching problem
finds all subgraphs of G that are isomorphic to Q. Any subgraph of G that is
isomorphic to Q is called an embedding of Q in G.

Most recent subgraph matching algorithms follow the backtracking frame-
work proposed by Ullman [4]. The algorithm maps the vertices of the query
graph to the vertices in the data graph one by one. During the mapping process,
the vertices already matched form a partial mapping function, which is also
called a partial embedding. The algorithm terminates when the partial embed-
ding grows into a full embedding, or backtracks when the partial embedding is
checked unqualified to make a full embedding. To optimize the performance,
many recent algorithms uses different strategies such as matching order opti-
mization [5,6] and auxiliary-index-based pruning [7,10]. Recently, TurboIso [8]
and BoostIso [9] take advantages of the similar vertices in data and query graphs
to compress the graphs and achieve good results.

Algorithms on NVM have also been studied recently. An asymmetric memory
model is proposed in [13], where the memory system consists of a DRAM with
capacity M and an NVM with unbounded size. Algorithms such as breadth-first
search (BFS), depth-first search (DFS) and minimum spanning trees (MST) are
investigated under this memory model. Reference [14] proposes write-efficient
algorithm for sorts on NVM. [15,16] study the problem of minimizing writes on
NVM. To the best of our knowledge, the problem of subgraph matching on NVM
has not been studied in the literature.

3 Evaluation of Existing Algorithms on NVM

In this section, we evaluate the performance of seven representative subgraph
matching algorithms: Ullman [4], VF2 [5], QuickSI [6], GraphQL [7], TurboIso
[8], BoostIso [9] and CFL-Match [10] on NVM. All of the algorithms were imple-
mented in C++. The source codes of the first six algorithms were obtained from
the authors of [9], and the source code of CFL-Match was directly obtained from
its authors. We first evaluate the performance of these algorithms on both NVM
and DRAM through carefully designed experiments. Then, we give our analysis
on these algorithms based on the experimental results.

All the experiments were conducted on a 64-bit Ubuntu operating system
with 8 GB of DRAM. Especially, we simulate NVM with an architectural level
main memory simulator NVMain [11], integrated with the CPU simulator gem5
[12]. We use the configuration script provided by NVMain to simulate 20 nm
1.8 V 8 GB of PCM with 50 ns read latency and 150 ns write latency.
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We use two real datasets, namely Human and Yeast, for experiments on
DRAM. Both Human and Yeast are protein interaction networks and have been
used in many applications. Due to the limited performance of the NVM simu-
lator, we use two relatively small datasets, Cage6 and Hamming6-4, for experi-
ments on NVM. Both graphs are obtained from [19]. The vertex labels of these
two graphs are randomly generated. Table 2 shows some properties of the graphs,
where davg indicates the average degree of the graph.

Table 2. Summary of datasets.

Data graph |V | |E| davg |Σ|
Yeast 3112 12519 8.1 71

Human 4674 86282 36.9 44

Cage6 93 346 7.4 6

Hamming6-4 64 704 22 10

We generate multiple query graphs with different sizes (the number of ver-
tices). All query graphs are generated by randomly selecting connected subgraphs
of a specific size from the data graph. For each data graph, we generate query
sets of sizes from 4 to 10 with 20 query graphs for each size.

We ran the seven algorithms listed above on both DRAM and NVM to
process all the generated queries and examined the average running time for
each query set. For time-saving purpose, we limit the number of embeddings
found for each query graph to 1000, that is, once 1000 embeddings are found,
the searching process terminates for the current query graph. Figures 1(a) and
(b) show the results of the algorithms on DRAM and NVM, respectively. Note
that TB in Fig. 1 represents the TurboIsoBoosted algorithm, which is TurboIso
boosted by the compressing technique of BoostIso.

Fig. 1. Performance of existing subgraph matching algorithms on DRAM and NVM.
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Algorithm 1. GenericBacktrackingFramework
Input: data graph G, query graph Q;
Output: all embeddings of Q in G;

1: M := ∅
2: for each u ∈ V (G) do
3: C(u) := FilterCandidates(Q, G, u, ...)
4: if C(u) = ∅ then
5: return
6: end if
7: end for
8: SubgraphSearch(Q, G, M, ...)

According to the experimental results, the performance of these algorithms
on NVM are significantly different from that on DRAM. TurboIso and TurboIso-
Boosted are quite fast on DRAM; however, they perform poorly on NVM. VF2
is pretty slow on DRAM; while it is considerably fast on NVM. These obser-
vations verify our assumption that the algorithms designed for DRAM are not
suitable to be directly applied to NVM. Since writes are more expensive than
reads on NVM, the key to efficient subgraph matching on NVM is reducing write
operations. In next section, we further explore the details of these algorithms to
better understand their performance on NVM.

4 Detailed Analysis of Existing Algorithms

In this section, we give detailed analysis of the existing subgraph matching algo-
rithms. We first evaluate the general framework of the backtracking-based algo-
rithms. Then, we investigate different optimization techniques they use and esti-
mate their performance on NVM.

4.1 General Backtracking Framework

As mentioned in Sect. 2, most of the recent subgraph matching algorithms are
based on Ullman’s backtracking framework [4]. It tries to find all embeddings by
incrementally completing a partial embedding or discarding it if it is unpromising
to be extended to a full embedding. Reference [17] gives the procedure of the
backtracking framework, which is shown in Algorithm1. Variable M at line 1
stores a partial embedding and is set to be empty at the beginning. The algorithm
first finds a candidate set C(u) for each vertex u in the query graph, where C(u)
is a subset of the data graph vertex set. Generally, the data vertices with the
same label as u are extracted from the data graph and then the vertices with
degree less than degQ(u) are filtered to make the final candidate set for u. Some
algorithms, such as GraphQL [7], uses more complicated strategies to further
reduce the sizes of candidate sets.

After all candidate sets are generated, the general backtracking framework
invokes recursive procedure SubraphSearch to find all embeddings. The details
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Algorithm 2. SubgraphSearch
Input: data graph G, query graph Q, partial embedding M ;
Output: all embeddings of Q in G;

1: if |M | = |V (Q)| then
2: report M
3: else
4: u := NextQueryV ertex(...)
5: CR := RefineCandidates(M, u, C(u), ...)
6: for each v ∈ CR such that v has not been matched do
7: if isJoinable(Q, G, M, u, v, ...) then
8: UpdateState(M, u, v, ...)
9: SubgraphSearch(Q, G, M, ...)

10: RestoreState(M, u, v, ...)
11: end if
12: end for
13: end if

of SubraphSearch are presented in Algorithm 1. The procedure tries to match
the query vertices one by one based on the given matching order. When vertex u
is ready to be matched, it calls subroutine RefineCandidates to obtain a refined
set CR from C(u) with specific pruning methods. Then, for each vertex v in CR,
it calls isJoinable to further checks v’s qualification with the connected infor-
mation between v and the vertices that are already matched. If v is qualified,
UpdateState is called to add vertex pair (u, v) into M , and the procedure recur-
sively calls itself until all query vertices are matched. After that, RestoreState
is called to remove all the changes UpdateState made.

We illustrate the generic backtracking process by the example given in Fig. 2.
Figure 2(a) shows the query graph, and Fig. 2(b) shows the data graph. We
assume that the matching order is u1, u2. The candidate set of u1 is {v3, v4, v5}
and the candidate set of u2 is {v1, v2}. First, u1 is matched to v3. Then, we
match next query vertex u2. We search the candidate set of u2 and try to match
u2 to v1 and report an embedding {(u1, v3), (u2, v1)}. Next, we try to match u2

to v2 and find that v2 is not qualified. The reason is that u2 is adjacent to u1,
which is matched to v3 but v2 is not adjacent to v3. As a result, we backtrack to
the previous query vertex u1 and match u1 to v4. Next, we try to match u2 to
v1 and v2, respectively, and find none of them are qualified for a similar reason.
Thus, we backtrack again and match u1 to v5 and find no embeddings either.
Finally, the process terminates and only one embedding is reported.

The generic backtracking framework contains three main procedures: Filter-
Candidates, RefineCandidates and isJoinable. FilterCandidates builds candi-
date sets for each query vertex and thus involves a large number of write opera-
tions. RefineCandidates refines candidate sets with different pruning rules and
contains massive reads on auxiliary data structures. FilterCandidates further
checks the qualification of the current data vertex using the connection infor-
mation of the current matched vertices. Clearly, only FilterCandidates involves
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Fig. 2. Example of general backtracking process.

constructing new data structures, which means writing new data to the main
memory, while the others just perform scans over existing data.

The generic backtracking framework is originally designed for DRAM, where
read and write operations are regarded to have the same latency. As we know,
writes are more expensive than reads on NVM. In order to apply the framework
to NVM, we have to reduce write operations it incurs. According to our analy-
sis above, FilterCandidates procedure incurs the most write operations in the
framework. To make the generic backtracking framework efficient on NVM, it is
crucial to reduce write operations in this procedure.

4.2 Optimization Techniques

Based on the generic backtracking framework, many algorithms adopt their
unique optimization techniques to further improve efficiency. Generally, these
techniques can be categorized into three classes. Although all of them are
reported to be effective on DRAM, their performance on NVM are inconclu-
sive. Next, we evaluate these three techniques.

Matching Order Optimization. It is reported that the matching order of query
vertices could have a great impact on the efficiency of a subgraph matching
algorithm. A good matching order could prune more unpromising intermediate
results at an early stage. While the generation of a matching order may involve
many reads on the data graph and computations, writing operations are rela-
tively limited (with respect to the size of the query graph, intuitively). According
to the experimental results, the algorithms using this technique (QuickSI and
CFL-Match) are faster on NVM than those do not.

Compression Technique. This technique aims to combine similar vertices in
query or data graphs together to reduce intermediate results of the matching
process. Extra data structures need to be built to record these combining infor-
mation, which may lead to many write operations. Moreover, this technique may
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not be effective on every data graph since the compressing ratio varies for dif-
ferent data graphs. In our experiments, the TurboIsoBoosted algorithm, which
integrates two algorithms using this technique, performs poorly on NVM.

Auxiliary Data Structure. This technique is used in almost every algorithm
except the original Ullman’s algorithm [4]. Each algorithm builds their unique
auxiliary index to prune intermediate results and reduce reads on data and query
graphs. Most of these data structures are large because they need to record the
information of both the query graph and the data graph. Obviously, it may cause
large number of writes (with respect to the size of the data graph). Intuitively,
this technique may not work that well on NVM, compared to matching order
optimization. Our experiments in Sect. 7 will show that.

5 Our Algorithm

In this section, we propose our efficient subgraph matching algorithm on NVM
based on the analysis in Sect. 3. We first give our revised backtracking framework
and then state our choices of optimization strategies.

5.1 Revised Backtracking Framework

According to our analysis in Sect. 3.1, in order to improve the efficiency of the
generic backtracking framework on NVM, the construction of candidate sets in
procedure FilterCandidates needs to be revised. In order to get the candidates
sets efficiently, we build an auxiliary data structure called Inverse Label-Degree
List (ILD-List) as illustrated in Fig. 3. All the data vertices are stored in the
ILD-List, and the vertices with the same label are stored consecutively in the
non-increasing order of their degrees. The starting position of each label’s cor-
responding vertex sequence is recorded. Note that the structure of an ILD-List
is query-independent, which means we only have to build it once, and it can be
used to deal with any query graph.

Fig. 3. Example of ILD-List. The vertices with the same label are stored consecutively
in the non-increasing order of their degrees.

Now, we use the example in Fig. 4 to explain how to get the candidate set
of a specific query vertex using an ILD-List. Suppose that we want to get the
candidate set of query vertex u1 in Fig. 4(c). The label of u1 is A, so we scan
the IDL-List and find that the offset of the first vertex with label A is 5. We
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check the vertex at position 5, which is v3, and find that its degree is larger
than u1’s degree. Therefore, v3 is a candidate matching vertex of u1. Then, we
keep checking next vertex v4 and find that its degree is less than u1’s degree.
Thus, v4 cannot be a matching vertex of u1. The process terminates, and we get
the candidate set of u1, that is, {v3}. Note that we do not have to record these
candidate vertices in the real searching process because we can directly use the
sublist as the candidate set.

Fig. 4. Example of using IDL-List to retrieve candidate sets.

Algorithm 3 shows our revised backtracking framework. We skip the process
of building candidate sets for query vertices. Instead, when trying to match
a specific query vertex u, we can easily find the sequence that stores all data
vertices with the same label as u’s. Then, we scan from the beginning of the
sequence and try to match u to each data vertex we run into until the degree of
the vertex is less than that of u. In this way, all candidate vertices of u can be
retrieved without any write operations. We also skip the RefineCandidates pro-
cedure because we do not build any auxiliary structure for pruning. Obviously,
the overall process includes only a few write operations.

5.2 Choices of Optimization Strategies

Based on our analysis in Sect. 3.2, we only choose matching the order optimiza-
tion to enhance our revised backtracking framework. Intuitively, we adopt the
matching order generation strategy of Algorithm CFL-Match [10] since it is the
fastest on NVM according to our experiments. We modify its Core-Forest-Leaf
strategy to further reduce write operations. Especially, we do not adopt the tech-
nique used in its leaf nodes matching because it involves computing candidate
sets and generating NEC classes, both of which involve many write operations.

6 Subgraph Matching on Dynamic Graphs

In this section, we extend our algorithm to handle dynamic data graphs with ver-
tex/edge updates. Given a data graph G, a query graph Q and all embeddings of
Q in G, we need to recompute the embeddings of Q in G after an updating request
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Algorithm 3. SubraphSearchNVM
Input: data graph G, query graph Q, partial embedding M , ILD-List of G;
Output: all embeddings of Q in G;

1: if |M | = |V (Q)| then
2: report M
3: else
4: u := NextQueryV ertex(...)
5: CR := the sublist of ILD-List that contains all vertices with label LQ(u)
6: for each v ∈ CR such that v has not been matched do
7: if DegG(v) < DegQ(u) then
8: break
9: end if

10: if isJoinable(Q, G, M, u, v, ...) then
11: UpdateState(M, u, v, ...)
12: SubgraphSearch(Q, G, M, ...)
13: RestoreState(M, u, v, ...)
14: end if
15: end for
16: end if

comes up. A typical update may be an edge/vertex insertion/deletion or a vertex
label changing. In this section, we assume that the query graph is connected,
since a query over a non-connected graph could be solved by performing inde-
pendent queries over its connected components and combining non-overlapping
embeddings.

First, we introduce the updating strategy for our auxiliary data structure.
With the update of the data graph, the ILD-List also needs to be modified.
Some vertices in the list may be moved to other positions because their degrees
have changed. For the IDL-List illustrated in Sect. 5, it will incur a lot of write
operations. In order to facilitate the updating process, we should avoid too much
write operations. Interestingly, what we have to do is just implementing our ILD-
List as a linked list with head pointers of each sublist recorded. Since there is
no need to perform random accesses to the ILD-List during the entire query
process, our subgraph matching algorithm does not have to make any changes.
Figure 5 shows an example of the linked IDL-List. There are two labels in the
data graph in Fig. 5(b). Vertices v3, v4 and v5 are labeled by A and are stored
in the upper linked list in Fig. 5(a). Vertices v1 and v2 are labeled by B and
are stored in the lower linked list. The head pointers of both linked lists are
stored in the left array. Suppose an edge between v2 and v5 is inserted into the
data graph in Fig. 5(b). The degree of v2 becomes 2 and is not larger than v1’s
degree, so v2 does not have to be moved. The degree of v5 becomes 2 and is
now larger than v4’s degree. Since v3’s degree is 3, we put v5 right after v3 and
before v4. Obviously, with any vertex/edge inserted or deleted, the ILD-List can
be updated within O(1) writes. Dealing with label updates is quite similar. The
only difference is that vertices can be moved to another label’s sublist. Next,
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we introduce our updating strategy for deletions, insertions and label updates
respectively.

Fig. 5. Example of linked IDL-List.

Dealing with Deletions. The problem of handling vertex/edge deletions is trivial.
We only have to search the original embeddings of Q and discard any embedding
that contains the vertex/edge deleted. The remaining embeddings are the results.

Dealing with Insertions. It becomes more complex to deal with insertions. We
need to find all new embeddings of Q in G that are not qualified before the
insertion. Performing the query on the whole updated graph from scratch will
be inefficient. Our main idea is to bound the region where we can find new
embeddings. Here, we give the definition of a connected graph’s diameter first.

Definition 2. Given a connected non-weighted graph G, the diameter of G is
the maximal distance between any two vertices u, v in G, where the distance
between u and v is the number of edges in the shortest path between u and v.

When the query graph Q is connected, we can easily get the diameter of
Q by Floyd-Warshall algorithm [18]. Note that all qualified new embeddings
must contain the vertex/edge inserted. Based on this observation, we give the
following theorem.

Theorem 1. Assume that v is the vertex inserted or one of the two vertices of
the edge inserted. The distance between any vertex in the new embeddings and v
is no more than d, where d is the diameter of the query graph.

Theorem 1 gives a bound of the region where we can search for new embed-
dings. Based on this, we give our updating algorithm, which is shown in Algo-
rithm4. The algorithm first computes the diameter d of the query graph. If
a vertex is inserted, the algorithm chooses it as the root vertex. If an edge is
inserted, one of its vertices is selected as the root vertex. Then, it performs a
d-level breadth-first search (BFS) on the data graph from the root vertex and get
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Algorithm 4. Update
Input: data graph G, query graph Q, all embeddings of Q in G, the vertex or edge

inserted v/e;
Output: all new embeddings of Q in G;

1: d := Floyd-Marshall(Q)
2: if vertex inserted then
3: root := v
4: else
5: root := one vertex of e
6: end if
7: Vr := all vertices visited through d-level BFS search over G from root
8: if |Vr| < |VQ| then
9: return

10: end if
11: Gr := the subgraph induced by Vr

12: return SubgraphSearchNV M(Q, Gr)

the bounded search region. Finally, SubgraphSearch is performed on the search
region to find all new embeddings.

Figure 6 shows an example of our updating algorithm. The diameter of the
query graph in Fig. 6(a) is 2. Once an edge between v2 and v5 is inserted, we
perform a 2-level BFS starting from v2. All the data vertices visited during BFS
make up the search region, which is surrounded by the dotted circle. Any new
embeddings will not contain v4, because it is not in the search region. Instead of
processing the query on the whole data graph, we only need to answer the query
on the search region and get the new embedding {(u1, v5), (u2, v3), (u3, v2)}.

Fig. 6. Example of dealing with edge insertions.

Dealing with Label Updates. When the label of a data vertex v changes, all
embeddings that contain v should be removed immediately. There may be new
embeddings coming up. It is easy to prove that all new embeddings must contain
v, and the problem becomes similar to that in Sect. 6.2. With the algorithm
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proposed in Sect. 6.2, we can easily get all new embeddings of the query graph,
and the problem is solved.

7 Experiments

In this section, we evaluate our proposed algorithms against the existing sub-
graph matching algorithms on NVM. We use the same datasets and query sets
described in Sect. 3. We implemented three variants of our algorithms.

– PCME: the algorithm using the revised backtracking framework without the
optimization techniques.

– PCME OO: PCME with matching the order optimization.
– PCME UP: the updating algorithm in Sect. 6.

7.1 Efficiency and Scalability Evaluation

In this section, we compare PCME and PCME OO with the existing algorithms.
We only compare them with CFL-Match, since it is the fastest existing algorithm
on NVM according to our preliminary studies in Sect. 3. We vary the size of the
query graph from 4 to 10 and perform 20 queries for each size. We record the
average processing time of a query with respect to the query size. Figure 7 shows
the results of the experiments.
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Fig. 7. Compare with CFL-Match (vary query size).

As is shown in Fig. 7, both PCME and PCME OO are much faster than
CFL-Match when the query size is small (with number of vertices less than 7).
When the query size increases, the processing time of PCME increases much
faster than the other two algorithms and exceeds the processing time of CFL-
Match when query size increases to 7. This is because when the number of
query vertices increases, the matching order of query vertices becomes more
crucial to reducing intermediate results and total query time. The query time of
PCME OO, which adopts the matching order optimization, grows slowly when
the query size increases and is always faster than CFL-Match.
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7.2 Evaluation of Update Algorithm

In this section, we present our experiments on the update algorithm proposed in
Sect. 6. For each query graph, we randomly generate 10 updating requests and
compute the average updating time. According to Sect. 6, we do not consider
edge/vertex deletions. We also avoid generating the insertion of a single isolated
vertex. We compare the average update time with the query time, and the results
are shown in Fig. 8.
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Fig. 8. Update time compared with query time (vary query size).

As is shown in Fig. 8, the average update time is much less than the average
query time when the query size is small. However, when the query size increases,
the update time grows fast and becomes closer to the query time. This is because
when the query size increases, the search region in Algorithm 4 becomes larger.
As a result, more write operations are done to store the information of the search
region, which are expensive. Actually, when the query size is larger than 6, it is
even more efficient to perform a query on the whole data graph with PCME OO
algorithm.

8 Conclusions

In this paper, we study the problem of subgraph matching on NVM, where reads
and writes have asymmetric costs. We discover that most of the existing sub-
graph matching algorithms improve performance by increasing write operations
(e.g. constructing auxiliary structures) as a trade-off for less reads and thus do
not fit NVM. We propose a new algorithm that speeds up subgraph matching
on NVM by trading more reads for less writes. We also study the subgraph
matching problem on dynamic graphs. Extensive experiments on real datasets
verify the efficiency of our algorithm. As future work, we can extend our study
to approximate subgraph matching on NVM.

Acknowledgments. This work was partially supported by the National Natural Sci-
ence Foundation of China (Nos. 61532015 and 61672189).
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Abstract. Information diffusion has been studied for many years to
understand how information diffuse in social network or real world. How-
ever, which nodes and when they will get influenced are unpredictable
because of the uncertainty of information diffusion even we know the
initial influenced nodes and diffusion network. Verification is the only
way to make sure if a node is influenced or not. The target of discover-
ing influenced nodes is to find more influenced nodes under the limited
amount of verifications. In this paper, the temporal contact network
is modeled. Then influenced nodes discovery problem in temporal con-
tact network are studied based on the Independent Cascade (IC) model.
A path length limited approach is proposed to calculate the infection
probability approximately. Experimental results on real and synthetic
data sets show our approach has better performance than BFS and Ran-
dom Walk algorithm.

Keywords: Temporal contact network · Information diffusion ·
Influenced nodes discovery

1 Introduction

Discovering influenced nodes is important in applications. Advertising agencies
want to know who will be influenced by their advertisement to evaluate adver-
tisement and make decisions. Potentially infected individuals should be found
out to prevent the spread of virus for disease controlling in epidemiology. How-
ever, who and when will they become influenced is unpredictable because of the
uncertainty of information diffusion. So it is necessary to track and verify the
result of information diffusion.

Information is diffused via contacts. However, contacts are varying over time
and it takes time to propagate a message. So a diffusion network is modeled as
a temporal contact network, which records when and between whom a contact
happens without knowing what are diffused, to study information diffusion, i.e.
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how to discover nodes influenced by nodes in initial influenced nodes set L before
check time t in a given temporal contact network G.

With the development of network technology, social networks have become
the main medium of information diffusion. However, it is difficult to discover
influenced nodes in social networks which usually contains billions of users
because influenced nodes only account for a small percentage in social networks.
So it is inefficient to find out influenced nodes with traditional approaches like
BFS (Breadth First Search). Najar et al. predicts the final state of information
diffusion from initial state on static network [14]. However, this approach only
predict the final state of diffusion. This approach cannot solve the problem of
influenced nodes discovery at any check time.

It is intuitive that only reachable nodes can be influenced nodes under Closed
World assumption [6]. So we construct the candidate node set by reachable
nodes that have temporal diffusion path from influenced nodes before check
time t in a given temporal contact network G. Considering the uncertainty of
information diffusion, it is necessary to verify the states of selected nodes. In
order to find more influenced nodes under the limited times of verifications,
infection probabilities of candidate nodes are calculated and the node with a
maximal infection probability is verified.

The challenges of the problem are: (1) It is #p-hard to find out all diffu-
sion paths and compute infection probability exactly. (2) Positive verification
increases the influence probabilities of subsequent nodes while negative result
decreases them. Obviously, it is necessary to update candidate set after verifica-
tion. However, it is costly to recompute infection probability after each verifica-
tion.

The contributions of this paper are as follows: (1) We model the influenced
nodes discovery problem in temporal contact network. (2) We present effective
and efficient approximate algorithms to solve this #p-hard problem. (3) We
measure the performance of our algorithms against BFS and Random Walk
algorithm by precision and recall.

The rest of this paper is organized as follows. Section 2 gives some litera-
ture study. We formalize the influenced nodes discovery problem and infection
probability in temporal contact network based on IC model in Sect. 3. Section 4
proposes the approach to calculate the infection probability. Then we propose
our HDS (Heuristic Diffusion Simulation) algorithm in Sect. 5. The extension of
our Heuristic Diffusion Simulation algorithm is proposed in Sect. 6. In Sect. 7,
we compare the performance of HDS algorithm with BFS and Random Walk.
We conclude the paper in Sect. 8.

2 Related Work

Information diffusion has attracted researchers from different fields. Underlying
diffusion network inference [1,4], diffusion probability inferring [5,10,15], infor-
mation diffusion modeling [8] and phenomenon analysis [19] have been studied
to understand information diffusion in social networks. Independent Cascade
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(IC) and Linear Threshold (LT) are two seminal diffusion models in informa-
tion diffusion predicting [9]. Gomez et al. proposed NETINF, NETRATE and
INFOPATH to describe how infections occur over time [4,5]. Study of informa-
tion diffusion with time factor is booming. Besides, path problems and graph
traversals like BFS and DFS in temporal networks have been studied in [7,18].
Our method is proposed based on those studies.

Influence maximization focus on finding a k node set to maximize the
expected number of influenced nodes is hot in social network [3,9,16]. Discover-
ing influenced nodes is similar to influence maximization that they both predict
the result of information diffusion, but the former tries to find out the influenced
nodes while the later tries to maximize the expected number of influenced nodes.
To deal with the np-hard of influence estimate, Chen et al. proposed heuristic
methods like PMIA [2] to approximate the result. Our method is equal to PMIA
when path length is set to 1 in discovering influenced nodes.

Sampling and graph traversal can be used to discover influenced nodes.
Leskovec and Faloutsos [11] compare sampling methods in large static and tem-
poral graph, Random Walk and “forest fire” have best performance. Mehdiabadi
et al. [12] compared the structure and diffusion based BFS with Random Walk for
infected nodes sampling and showed diffusion-based Random Walk is the best.
We compare our method with BFS and Random walk algorithm on synthetic
and real data, experiment result shows our method has better performance.

3 Problem Formulation

3.1 Notations

Table 1 defines the notations used in this paper.

Table 1. Notations

Notation Description

G(V,E) Temporal contact network with node set V and edge set E

L Set of nodes with definite status

C Candidate set of infected nodes

Pr(e) Diffusion probability of edge e

Pr(v|L, t) Infection probability of node v

Pru(v|L, t) Infection probability of node v through node u

St(v|t) State of node v at time t

It(v) Infection time of node v
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3.2 Preliminary

The social influence of an message is enlarged from a certain number of nodes.
And message diffusion in social networks relies on the contacts between nodes
in viral marketing strategies. As the contacts between nodes are varying over
time and it takes time to influence nodes, the information diffusion network is
modeled as temporal contact network.

Definition 1. Contact: A contact is a 5-tuple (vs, ve, t, d, p), in which vs means
start node, ve means end node, t means start time, d means delay of information
diffusion, and p represents the diffusion probability.

Definition 2. Temporal Contact Network (TCN): A given network G =
(V,E) with node set V and edge set E is a temporal contact network, in which
each edge represents a contact ex,y,i = (vx, vy, ti, di, pi) where i = 1, 2, 3, . . ., for
more than one contact may appear between any two nodes.

Diffusion probability inferring has been studied in [5,10,15], so we consider
diffusion probability Pr(e) of edge e as known quantity in our study.

Information diffusion in temporal contact network must hold the time con-
straint [18] which has been well studied in temporal graph. For example, consider
two nodes v1 and v2, if v1 gets a information from other nodes after a contact
with node v2, then v2 cannot get this information from v1. This constraint,
defined as follows, is called a temporal diffusion path.

Definition 3. Temporal Diffusion Path (TDP): Given a temporal contact
network G = (V,E), a temporal diffusion path is a sequence of m edges, denoted
P = <e0,1,∗, e1,2,∗, . . . , em−1,m,∗> where ∀ei,i+1,∗ ∈ P (1 ≤ i < m), it follows
that ti + di ≤ ti+1. |P | is called the length of path P .

Fig. 1. Illustration of TCN and TDP (Color figure online)

Figure 1 illustrates a TCN and a TDP, respectively. Figure 1(a) shows a TCN
is composed of nodes linked by edges with start time of influence, delay of infor-
mation diffusion, and influence probability. In Fig. 1(b) the blue path is a TDP,
but the red path is not, for the start time of the edge between C and G is later
than the influenced time of C which does not satisfy the time constraint of TDP.
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Definition 4. Infection Time: Given a temporal contact network G = (V,E),
suppose node v has m incoming edges <v1, v, t1, d1, ∗>,<v2, v, t2, d2, ∗>, . . . ,
<vm, v, tm, dm, ∗>, if ∃1 ≤ i ≤ k,∀1 ≤ j ≤ k(j �= i), it follows that
tj + dj ≥ ti + di, then the infection time of node v is ti + di, denoted It(v).

Definition 5. Infection Probability: Given an influenced node set L,Pr
(v|L, t) is the infection probability of v infected by nodes in L at time t.

Definition 6. State Function: Given an node set V, the state function St(v|t)
fetches the state of node v ∈ V. St(v|t) = 1, if v is influenced by message m at
time t, otherwise St(v|t) = 0.

3.3 Problem Statement

As information diffusion is a stochastic process, verification is the only way to
confirm if a node is influenced or not. However, verifying a whole graph is too
costly. Therefore, we take selecting-verifying strategy in our work. We evaluate
nodes in a candidate set C by temporal infection probability Pr(v|L, t) and select
a node which has the maximum infection probability to verify, i.e. the selected
node is

v = {vi|∀vi, vj ∈ C, vj �= vi, Pr(vi|L, t) > Pr(vj |L, t)}. (1)

The problem studied in this paper is defined as follows.

[Influenced Nodes Discovery]. Given a temporal contact network G = (V,E)
and an initial influenced node set L ∈ V, the target of influenced nodes discovery
is to find influenced nodes as much as possible out of V − L under k times of
verifications.

Nodes can be influenced by external events and factors outside the network
[13]. In this paper, we assume information diffusion is under closed world assump-
tion [6] in which information can only diffuse via the edges in the given network.
So we construct candidate node set C by reachable nodes of influenced nodes in
L, because unreachable nodes could not be infected by influenced nodes. Verified
influenced nodes will be added into L after verifications.

4 Infection Probability

In this section, we will formalize how to compute temporal infection probability
Pr(v|L, t) based on IC model.

4.1 Accurate Infection Probability

[Single Path]. Given a temporal diffusion path P = <e1, e2, . . . , en>, the infec-
tion probability of node vn that infected by v1 through path P can be figured
out as follows based on IC model:

Pr(P ) =
n∏

i=1

Pr(ei). (2)
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[Multiple Path Without Overlaps]. If temporal diffusion paths P1, P2, P3,
. . . , Pm from influenced nodes L to node v before time t do not have overlaps,
then the infection probability of node v can be simplified as:

Pr(v|L, t) = 1 −
m∏

i=1

(1 − Pr(Pi)) (3)

[Multiple Path with Overlaps]. If temporal diffusion paths from influenced
nodes L to node v before time t have overlaps, and all these paths are consisted
of e1, e2, . . . , en, then the infection probability of node v should be figured out
through inclusion-exclusion theorem. The details are as follows:

Pr(v|L, t) =
n∑

i=1

(−1)i−1
∑

1≤j1≤j2≤...≤jm≤n

Pr(ej1)Pr(ej2) . . .Pr(ejm) (4)

If Pr(v|L, ti) is already known, then Pr(v|L, ti+1) can be computed by Eq. 5
proposed by Zhang et al. in [20] which is also based on the inclusion-exclusion
theorem.

Pr(v|L, ti+1) = Pr(v|L, ti) + (1 − Pr(v|L, ti))Pr(v|L, (ti, ti+1)) (5)

4.2 Infection Probability Approximation

All contacts, i.e. all temporal diffusion paths, should be included when calculat-
ing temporal infection probability. However, it is #p-hard to find out all temporal
diffusion paths from influenced nodes in temporal contact network [17]. There-
fore, presenting an approximative algorithm to compute the infection probability
approximatively is necessary.

Suppose there are two temporal diffusion paths P1 and P2 from u to v and
each edge has the same diffusion probability of Pr(e), 0 ≤ Pr(e) < 1, then the
infection probability of P1 and P2 can be calculated as Pr(P1) = Pr(e)|P1| and
Pr(P2) = Pr(e)|P2| according to Eq. 2 in IC model. It is obvious that Pr(P1) <
Pr(P2) if |P1| > |P2|. Besides, node that has more paths for each path length |P |
will have higher infection probability when diffusion probability is set uniformly.
So we can get following observations.

Observation 1. Shorter temporal diffusion path that constructed by less edges
affect more than longer paths in calculating temporal infection probability when
diffusion probability is set uniformly.

Observation 2. Node that has more temporal diffusion paths at each path length
has higher temporal infection probability if the diffusion probability is set uni-
formly.

Inspired by the above observations, we propose a hop limited approximative
method, named Limited Hops Approximation (LHA), to compute the temporal
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diffusion probability effectively and efficiently. Obviously, hop value is a trade-
off of efficiency and effectiveness. The infection probability will be computed
effectively but loss precision with a small hop value.

[Limited Hops Approximation (LHA)]. For a given node v and an integer
h > 0, the temporal diffusion probability Pr(v) is computed approximatively
through TDPs whose lengths are all less than h.

5 HDS Algorithm

In this section, we will show the implementation of our Heuristic Diffusion Simu-
lation (HDS) algorithm which consists of infection probability calculation (U2V)
and candidate set updating (CSU) to construct candidate set C. HDS algorithm
is based on LHA method to compute the temporal infection probability. Node
has maximum infection probability will be selected to verify after computation.

5.1 Point-to-Point Infection Probability Calculation

According to the LHA method, we propose the point-to-point infection prob-
ability calculate (U2V) algorithm to find out h path length limited temporal
diffusion paths from each node in L to form candidate set and compute tempo-
ral infection probability approximatively.

There are some conditions should be considered while finding temporal dif-
fusion paths. (1) The length of each path should be smaller than h according to
the LHA method. (2) Influenced nodes should only appear once in each diffusion
paths as the start node; otherwise paths from influenced nodes will be considered
repeatedly in infection probability computation. (3) One node can only appear
once in each diffusion path, because each node can be influenced only once in
information diffusion. As DFS can record already-visited nodes in stack while
traversing, U2V is implemented under DFS method to find temporal diffusion
paths that satisfies these conditions.

As we only care about the rank of nodes in candidate set according to the
temporal infection probability, and the probability computed by Eq. 3 is approx-
imate to the result computed by Eq. 5. So we simplify the calculation of temporal
infection probability as follows.

Suppose the infection probability of node v is Pr(v|L, t) and there is another
temporal diffusion path from u to v and <u, v, ∗, ∗, ∗> ∈ E, then the infection
probability of node v can be updated as:

Pr(v|L, t) = 1 − (1 − Pr(v|L, t)) × (1 − Pr(u) × Pr(e)). (6)

If u is influenced node, then the infection probability of v is Pr(v|L, t) = 1 −
(1 − Pr(v|L, t)) × (1 − Pr(e)).

Algorithm 1 is the implementation of U2V algorithm. If a node is first added
into candidate set, the probability is computed by Eq. 2 at line 9; otherwise,
probability will be updated by Eq. 6 at line 11 for nodes in C.
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Algorithm 1. Point-to-point Infection Probability: U2V(G, u, t,C, h)
Require: G: temporal contact network, u: source node, t: start time, C: candidate set,

h: path length parameter
Ensure: No duplicate value in set C

1: function u2v(G, u, t,C, h)
2: Stack S ← {< u, t >}
3: Set M ← φ
4: while (S �= φ and S.size() < h) do
5: < u′, t >← S.pop()
6: E

′ ← {e|e = (u′, ∗, ts, ∗, ∗) and ts ≥ t}
7: if E

′ − (E′ ∩ M) �= φ then
8: e = (u′, v, t, d, ∗) ← earliest(E′ − (E′ ∩ M))
9: p ← Pr(u) × Pr(e)

10: if (v ∈ C) then
11: p ← 1 − (1 − Pr(v)) × (1 − p)
12: Pr(v) ← p
13: else
14: C ← C ∪ {v}
15: end if
16: S.push(< v, t + d >)
17: M ← M ∪ {e}
18: else
19: S.pop()
20: end if
21: end while
22: end function

5.2 Candidate Set Updating

A naive way to update candidate set is recomputing candidate set by calling U2V
algorithm for each influenced node in L after verification. However, it is costly to
get diffusion paths from influenced nodes. So we propose candidate set update
(CSU) algorithm to update candidate set. The main idea of our CSU algorithm
is getting nodes affect by the verification and updating the probability.

Suppose v is the verified node and v′ is node affected by v, diffusion paths
from v to v′ which begin after It(v) are {P1, P2, . . . , Pm}, and there are n paths
from L to v with infected probabilities of {Pr(v)1,Pr(v)2, . . . ,Pr(v)n}, then the
infection probability of v′ influenced through v can be computed as:

Prv(v′|L, t) = 1 −
n∏

j=1

m∏

i

(1 − Pr(v)j × Pr(Pi)) (7)

If v is verified as uninfluenced node, the infection probability of affected node
v′ is updated as:

Pr(v′|L, t) = 1 − 1 − Pr(v′|L, t)
Prv(v′|L, t)

. (8)
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If v is verified as influenced node, then the infection probability of affected
node v′ is updated as follows if v′ ∈ C. Otherwise, v′ will be added into candidate
set with infection probability Prv(v′|L, t).

Pr(v′|L, t) = 1 − 1 − Pr(v′|L, t)
Prv(v′|L, t)

m∏

i=1

(1 − Pr(Pi)). (9)

The candidate set update (CSU) algorithm is outlined in Algorithm2. U2V
algorithm is called to find out vertices affected by the selected node. If the
selected node is verified as influenced node, candidate set is updated by Eqs. 8
and 9 to except diffusion paths before verified node is influenced.

Algorithm 2. Candidate Set Updating: CSU()
1: function CSU(G, u, t,C, h)
2: C1 ← U2V(G, u, t,C, h)
3: Update the candidate set C with C1 by Eq. 8
4: if St(u, t) then
5: C2 ← {v|v ∈ C1 and ∀v �= u, it follows that It(v) ≥It(u)}
6: Update the candidate set C with C2 by Eq. 9
7: end if
8: C ← C − {u}
9: end function

Heuristic Diffusion Simulation (HDS) algorithm is outlined in Algorithm3.
HDS is constructed by initialization phase (line 4–6) and verification phase (line
7–15). Node with maximum infection probability is selected to verify after com-
putation at line 7. Verified nodes L is returned in HDS algorithm.

5.3 Algorithm Analysis

HDS algorithm includes initialization and updating phases. Candidate set is
computed by U2V algorithm from initial influenced nodes in initialization phase.
CSU algorithm is called to update candidate set after each verification. As path
length is limited to h in U2V algorithm under LHA method, the complexity of
U2V algorithm is O((dout + |C|)h), dout is the average outdegree of the nodes in
the TCN. As CSU algorithm calls U2V algorithm to update candidate set, the
complexity of CSU algorithm is also O((dout + |C|)h). So the complexity of HDS
algorithm is O((|L| + k) × (dout + |C|)h),L is the initial influenced node set and
k is the number of verification.

6 AHDS Algorithm

Heuristic Diffusion Simulation (HDS) algorithm selects node in all h reachable
nodes that has maximum infection probability. However, with verification goes
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Algorithm 3. Heuristic Diffusion Simulation: HDS()
1: function HDS(G,L, t, k, h)
2: l ← |L|
3: C ← φ
4: for < ui, ti >∈ L do
5: C ← U2V(G, ui, ti,C, h)
6: end for
7: while |L| − l < k and C �= φ do
8: v ← v ∈ C and ∀v′ ∈ C Pr(v) ≥ Pr(v′)(v �= v′)
9: if St(v|t) then

10: L = L ∪ < v, t >
11: else
12: L = L ∪ < v, −1 >
13: end if
14: CSU(G, v, t,C, h)
15: end while
16: return L

17: end function

on, the infection probability of candidate nodes are getting close. So the precision
will decrease fast while recall increase slowly after verifications. HDS algorithm
does not work well when the number of verification is large.

As information can only be diffused to adjacent nodes of influenced nodes
under Close World assumption, we develop the AHDS algorithm to overcome the
disadvantages. The main idea of AHDS algorithm is selecting adjacent nodes
of influenced nodes to construct candidate set. The computation of infection
probability and update is similar with HDS algorithm in AHDS.

The complexity of AHDS algorithm is also O((|L| + k) × (dout + |C|)h). As
only adjacent nodes of influenced nodes will be selected to construct candidate
set, AHDS algorithm will be more efficient than HDS algorithm.

7 Experiments

We compare the precision and recall of our algorithms with several existing
algorithms from experiments on real-world and synthetic datasets to validate
the performance of our algorithms. We will show how precision and recall change
when verification increase.

[Compared Algorithms]. The algorithms we compare in this paper are as
follows:

1. Breadth First Search (BFS). BFS is a basic algorithm in graph and can be
used to verify influenced nodes. As the network is temporal network, we use
temporal BFS algorithm to select nodes [7].

2. Random Walk (RW). RW is well-known in graph sampling that select edge
uniformly at random based on the prior probability. In this paper, diffusion
probability is the prior probability in discovering influenced nodes.
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3. Maximum Influence Path (MIP). Chen et al. proposed PMIA heuristic
method that using Maximum Influence Path (MIP) to estimate the influence
from one node to another [2].

4. Heuristic Diffusion Simulation (HDS). HDS is proposed in Sect. 5. As HDS
algorithm use path length limited algorithm to compute infection probability,
we use x-HDS to denote the x-length limited HDS algorithm.

5. Adjacent Heuristic Diffusion Simulation (AHDS). AHDS is described in
Sect. 6. Similar to HDS algorithm, we use x-AHDS to denote the x-length
limited AHDS algorithm.

[Information Diffusion Simulation]. It is difficult to track information diffu-
sion without loss in real diffusion, so we simulate information diffusion in given
graph from initial influenced nodes. We select initial influenced nodes randomly
to have a comprehensive evaluation. Exponential model is widely used in infor-
mation diffusion, we assign diffusion probability based on the exponential model.
The diffusion probability is computed as β · e−d·(t−τ) based on [4], β is the topic
performance, τ is the start time of information diffusion, t is the time stamp of
current edge and d is the diffusion delay.

[Influenced Nodes Verification]. Verification is necessary to check a node is
influenced or not. We assign state label to indicate a node is influenced or not
in this diffusion. So verification is to check the state label of selected node.

[Evaluation Methodology]. Precision and recall are used to evaluate the per-
formance of the algorithms. If the verification number is set as k, then we will
have |C| = k for verified node set C. The precision and recall are computed as

Precision =
1

|C|
∑

ui∈C

St(ui|t) and Recall =
∑

ui∈C

St(ui|t)/
∑

ui∈V

St(ui|t).

7.1 Experiments on Synthetic Datasets

In this section, we will show the recall and precision of algorithms with different
number of verification and path length in synthetic datasets.

To show how recall and precision change with the increase of verification, we
set the number of verification from ten percentage of the number of all influenced
nodes with the growth of ten percentage of the number of all influenced nodes
until finding all influenced nodes or the number of verification is large than 3
times of influenced nodes. The limited path length approximate algorithms are
set to 1-HDS, 2-HDS, 2-AHDS, 3-AHDS to illustrate how path lengths effect the
performance of our algorithms.

[Synthetic Datasets]. We use Kronecker Graph model to generate synthetic
datasets based on [3]. Kronecker graphs are generated as follows: random ([0:5;
0:5; 0:5; 0:5]), hierarchical ([0:9; 0:1; 0:1; 0:9]) and coreperiphery ([0:9; 0:5; 0:5;
0:3]). We generate those synthetic graphs based on the algorithms in SNAP (See
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http://snap.stanford.edu/). 1K nodes and 10K temporal edges are generated in
each synthetic graph. We have generated lots of synthetic temporal graphs to
avoid accidental factors.

[Experiment Results]. Figure 2 illustrates the recall performance under dif-
ferent number of verification. It is nearly a liner function between recall and the
ratio of verified nodes to all influenced nodes at the beginning, but slows down
when verification increases. AHDS, BFS and Random Walk performance better
than HDS algorithm when verification goes on. Because HDS selects node from
all h reachable nodes, while other algorithms only consider adjacent nodes.

Fig. 2. Recall on synthetic graphs.

Figure 3 is the precision result. HDS algorithm has best precision perfor-
mance when the number of verification is small. The precision of HDS algorithm
and AHDS algorithm is 20% higher than BFS and RW when verification is 10%
of influenced nodes. Precision decreases when verification increases. AHDS algo-
rithm has similar performance with BFS and RW algorithm when verification is
large.

Fig. 3. Precision on synthetic graphs.

Precision-recall is showed in Fig. 4. It is obvious that our algorithms are
better than traditional algorithms. AHDS algorithm has best performance in

http://snap.stanford.edu/
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those algorithms that have close performance with HDS algorithm when recall
is small and is stable as BFS algorithm when recall is large. We can find larger
h has better performance that 2-AHDS and 2-HDS are better than 1-HDS, but
h does not effect the performance very much.

Fig. 4. Precision-recall on synthetic graphs.

From the above experiment results, we can find our method is better than
BFS, Random Walk, and MIP. AHDS, BFS and Random Walk algorithm are
more stable than HDS.

7.2 Experiments on Real-World Datasets

In this section, we will show how our methods perform on real datasets under
the same experimental setup in synthetic dataset experiment.

Table 2. Real-world datasets

Dataset Digg Slashdot Infectious Facebook

Nodes 30K 51K 410 63K

Edges 87K 140K 17K 817K

Average degree 5.8 5.5 84.4 25.6

Maximal degree 310 3,357 294 1,098

Edge type Reply Reply Contact Friendship

[Real-World Datasets]. We use four real-world datasets Digg, Slashdot, Infec-
tious and Facebook in this experiment. Table 2 is the detail of those datasets.
Edges in those four real temporal graph only have time stamps but do not have
delay information, so we assign a random value as delay to compute diffusion
probability. Then information diffusion is simulated on those datesets with dif-
ferent initial influenced nodes.
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Fig. 5. Precision-recall on real-world datasets

[Experiment Results]. Precision and recall result on real datasets is similar
with result on synthetic datasets and precision-recall figure can illustrate the
performance of our algorithms, so we only show the precision-recall result in
this experiment. Figure 5 is the experiment result on real-world datasets. The
precision of HDS and AHDS is obviously higher than BFS and Random Walk at
beginning on real-world datasets. And larger h has better precision performance,
especially in Slashdot and Facebook as Fig. 5(b) and (d).

Experiment results on real-world and synthetic datasets show our methods
are better than traditional methods BFS and Random Walk in precision and
recall. The characteristic of our algorithms is having high precision at the begin-
ning but reduce to the BFS and Random Walk algorithm when more and more
influenced nodes were discovered.

8 Conclusion

In this paper, the diffusion network is modeled as TCN and formulate the compu-
tation of temporal infection probability based on the inclusion-exclusion theorem
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and IC model. The goal of influenced nodes discovery in TCN is to discover
influenced nodes as much as possible before check time t under k verification.
To tackle this #p-hard problem, path length limited approximate method is
proposed to compute probability efficiently. Experiments show that algorithms
presented in this paper have better performance for influenced nodes discovery.
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Abstract. Clustering coefficient is an important measure in complex graph
analysis. Tracking clustering coefficient on dynamic graphs, such as Web, social
networks and mobile networks, can help in spam detection, community mining
and many other applications. However, it is expensive to compute clustering
coefficient for real-world graphs, especially for large and evolving graphs.
Aiming to track the clustering coefficient on dynamic graph efficiently, we
propose an incremental algorithm. It estimates the average and global clustering
coefficient via random walk and stores the random walk path. As the graph
evolves, the proposed algorithm reconstructs the stored random walk path and
updates the estimates incrementally. Theoretical analysis indicates that the pro-
posed algorithm is practical and efficient. Extensive experiments on real-world
graphs also demonstrate that the proposed algorithm performs as well as a
state-of-art random walk based algorithm in accuracy and reduces the running
time of tracking the clustering coefficient on evolving graphs significantly.

Keywords: Clustering coefficient � Graph mining � Incremental algorithm �
Random walk

1 Introduction

In the last decades, clustering coefficient [1] has emerged as an important measure of
the homophily and transitivity of a network. Tracking clustering coefficient for net-
works which are large and evolving rapidly, such as World Wide Web and online
social networks, is an important issue for many real-world applications, such as
detecting spammer for search engines [2] or online video networks [3] and detecting
events in phone networks [4].

However, there are two challenges in tracking clustering coefficient. First, computing
clustering coefficient for evolving graphs with millions or billions of edges is time-
consuming. Especially, the efficient algorithms for static graphs [5, 6] are not sufficient
for evolving graphs. Second, for most real-world networks, such as online social net-
works, the network topology and the size of network are evolving and can not be known
beforehand. Moreover, it is always limited restrictedly to access the underlying network
for the sake of performance or safety. Thus, the basic assumption of “independent random
sampling” in most random sampling based algorithms [7, 8] is not realistic.
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Aiming to track clustering coefficient on large and evolving networks, we propose
an incremental algorithm. The proposed algorithm follows a random walk based
sampling method to estimate clustering coefficient [9], only relying on the public
interface and requiring no prior knowledge. The proposed algorithm reuses previous
random walk and gets result updated via reconstructing partial random walk as the
graph evolves, instead of recomputing from scratch. Both theoretical analysis and
experimental evaluations on real-world graphs demonstrate that the proposed algorithm
reduces the running time significantly comparing with a state-of-art random walk
sampling based algorithm without sacrificing accuracy.

2 Tracking Clustering Coefficient

2.1 Clustering Coefficient

Let G = (V, E) stand for a simple graph with n vertices and m undirected edges. The ith
vertex is donated by vi, 1 � i � n. The edge between vi and vj is donated by eij, or eji.
The degree of vertex vi is donated by di. The adjacency matrix of G, donated by A, is a
n � n symmetric matrix, Ai,j = Aj,i = 1 if and only if there is an edge between vi and vj,
and Ai,j = Aj,i = 0 otherwise. We assume that there are no edges from any arbitrary
vertex vi pointing to itself, thus Ai,i = 0, 1 � i � n.

We define a wedge as a triplet (vj, vi, vk) for any i, j and k ε[1, n], if and only if
Ai,j = Ai,k = 1, and j < k. For any wedge (vj, vi, vk) with Aj,k = 1, we define it a triangle.
Let li stand for the number of triangles with vi lying in the middle. It is obvious that li is
equal to the number of connected edges between vi’s neighbors.

The local clustering coefficient for any node vi, donated by ci, is the ratio of the
number of edges between vi’s neighbors to the maximal possible number of such edges.
For node vi where di � 2, we define ci as 2li=diðdi � 1Þ. For node vi with less than 2
neighbors, ci is defined as 0.

In this paper, we focus on two popular versions of clustering coefficient: the
average clustering coefficient [10] and the global clustering coefficient [10]. The
average clustering coefficient of a graph, donated by a, is the average of the local

clustering coefficient over the set of nodes. It is defined as
Pn
i¼1

ci=n. The global clus-

tering coefficient, also called transitivity in some previous works, is a metric measuring
the probability that two neighbors of a node are connected to one another in global. In
this paper, we donate it by g and define it as 2

Pn
i¼1 li=

Pn
i¼1 di di � 1ð Þ.

2.2 Problem Definition

Let G(t) stand for a snapshot of an evolving graph at time t, 0 � t. G(0) is the initial
graph. For t > 0, G(t) is a graph with an arbitrary edge inserted into (or removed from)
G(t − 1). The average and global clustering coefficient of G(t) are donated by a(t) and
g(t) respectively. Their estimates are donated by a_ tð Þ and g_ tð Þ respectively. Our goal is
to compute a_ tð Þ and g_ tð Þ efficiently, 0 < t.
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It is supposed that a_ 0ð Þ and g_ 0ð Þ are computed via the algorithm in [9] (hereinafter
referred to as baseline algorithm). It generates a random walk with r steps, donated by
R(0) = {x1(0), x2(0),…, xr(0)}. A variable uk(t) is defined as Axk�1 tð Þ;xkþ 1 tð Þ; 2� k
� r � 1; 0� t. There are another four variables defined as follows. Ua(0) is defined as

r � 2ð Þ�1Pr�1
k¼2 /k 0ð Þ dxk 0ð Þ � 1

� ��1
, Wa(0) is defined as r�1 Pr

k¼1 dxk 0ð Þ
� ��1

, Ug(0) is

defined as r � 2ð Þ�1Pr�1
k¼2 /k 0ð Þdxk 0ð Þ and Wg(0) is defined as r�1 Pr

k¼1 dxk 0ð Þ � 1
� �

.
The approximate average and global clustering coefficient for G(0), are defined as
Ua 0ð Þ=Wa 0ð Þ and Ug 0ð Þ=Wg 0ð Þ respectively. It is assumed that for any t (0 < t), R(t
−1), Ua(t−1), Wa(t−1), Ug(t−1) and Wg(t−1) are stored.

2.3 Tracking Clustering Coefficient Incrementally

Without loss of generality, we present how the proposed algorithm works at time
t (0 < t). It is supposed that euv is added at time t. The proposed algorithm checks
whether vu and vv accessed by the stored path R(t − 1). If neither vu nor vv is accessed,
it returns the previous results a_ t � 1ð Þ and g_ t � 1ð Þ without any updating. Otherwise,
the proposed algorithm finds set of steps in R(t − 1) where either vu or vv accessed,
donated by X(t − 1). X(t − 1) = {xk(t − 1) | xk(t − 1) = vu || xk(t − 1) = vv}. For each
entry xk(t − 1) in X(t − 1), it takes a chance to reroute the random walk and update the
estimates. The probability of rerouting the random walk is 1=dxk t�1ð Þ.

As rerouting the random walk R( t−1 ) from the kth step, there are two phases, as
shown in Fig. 1. Firstly, the proposed algorithm undoes the random walk from xk( t− 1),
removing r − k steps in R(t − 1) from xk(t − 1). Secondly, the proposed algorithm
regenerates random walk with (r − k) steps starting form the (k + 1)th step and gets the
estimates updated. As vu (or vv) is accessed at the kth step, the proposed algorithm picks
vv (or vu) at the regenerated (k + 1)th step, then moves to one of its neighbors uniformly
at random and repeats such random movement for (r − k − 1) times.

Steps Removed

Steps Regenerated

R(t-1)

1st kth

u

R(t)rth

x y’

k+1th

v

1st kth

u

rth

x y

k+1th

z

1st kth

ux

Phase 1

Phase 2

Fig. 1. Two phases in rerouting the random walk
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We donate the set of removed steps by R− = {xh(t-1)} and the added steps by R+=
{xh(t)}, where k < h � r. R(t) = R(t − 1) − R− + R+. And the variables are updated as
follows.

Ua tð Þ ¼ Ua t � 1ð Þ � r � 2ð Þ�1
X

xk2R� /k t � 1ð Þ dxk � 1ð Þ�1 þ r � 2ð Þ�1
X

xk2Rþ /k tð Þ dxk � 1ð Þ�1 ð1Þ

Wa tð Þ ¼ Wa t � 1ð Þ � r�1
X

xk2R� dxkð Þ�1 þ r�1
X

xk2Rþ dxkð Þ�1 ð2Þ

Ug tð Þ ¼ Ug t � 1ð Þ � r � 2ð Þ�1
X

xk2R� /k t � 1ð Þdxk þ r � 2ð Þ�1
X

xk2Rþ /k tð Þdxk
ð3Þ

Wg tð Þ ¼ Wg t � 1ð Þ � r�1
X

xk2R� dxk � 1ð Þþ r�1
X

xk2Rþ dxk � 1ð Þ ð4Þ

To make how the proposed algorithm works clear, we provide an example. As
depicted in Fig. 2, G(t) = G(t − 1) + {e25} and R(t − 1) = {v3, v6, v2, v1}. The pro-
posed algorithm reroutes R(t − 1) at the third step (where v2 accessed) with 1/3
probability. Supposing we reroutes R(t − 1), we remove R−={v1} and pick R+={v5} to
take the place of the removed steps. Finally we get the random walk updated R
(t) = {v3, v6, v2, v5} and the estimates are updated according to the forementioned
equations respectively.

There’s a little difference in the case of edge removal. It is supposed that euv is
removed at time t. The proposed algorithm updates the stored random walk if and only
if euv is passed by the previous random walk. Approach of updating the random walk
and estimates is analogous with the case of edge addition.

3 Correctness and Complexity

3.1 Correctness

Here we prove the proposed algorithm is correct via comparing the proposed algorithm
with the baseline algorithm on a same graph. We demonstrate that the set of random
walks generated by the proposed algorithm on graph G(t) is equal to the set of random
walks generated by the baseline algorithm.

v1 v2

v4 v5 v6

v3

v7

va

Edge added at t

Edge existing at t-1

Node in a random 
walk at t-1

At t the random walk may be updated as R(t) = (v3, v6, v2, v5).

Fig. 2. An example of a random walk on a graph with an edge added
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Proof. First, we prove that for any random walk R(t) generated by the baseline
algorithm on G(t), there is an equal random walk R(t)’ generated by the proposed
algorithm on the same graph. There are two cases. In the first case, we suppose that
R(t) doesn’t access either vu or vv. The proposed algorithm inherits the random walk
R(t − 1) generated by baseline algorithm on G(t − 1). And we could always find a
random walk path R(t)’ = R(t − 1) which is equal to R(t). In the second case, we
consider situations that R(t) accesses either vu or vv. Let’s suppose that R(t) accesses vu
at its kth step. Similar as the first case, we could always find a path R(t − 1) who is
equal to R(t) at the first k steps. At the (k + 1)th step, it takes 1/du probability to access
each neighbor of vu (including vv) in R(t). At the (k + 1)th step of R(t)’, it takes 1/du
probability to access vv (rerouting R(t − 1) from the (k + 1)th step) and (du − 1)/du
probability to access one of vu’s neighbors except vv (inheriting from R(t − 1) without
rerouting). Thus it is easy to find a random walk R(t)’ which is equal to R(t) from the
(k + 1)th step to the end of the random walk path. In summary, for any random walk
generated by the baseline algorithm there’s always an equal random walk generated by
the proposed algorithm on the same graph.

In a similar way, it is easy to prove that for any random walk generated by the
proposed algorithm, there’s an equal random walk generated by the baseline algorithm
on the same graph. Thus, the sets of random walk path generated by the proposed
algorithm and the baseline algorithm respectively are equal. So the proposed algorithm
is correct, due to it is demonstrated that the baseline algorithm is correct in [9, 11].

3.2 Computing Complexity

Here we analysis the complexity of updating estimate of clustering coefficient as graph
evolves all the time. Assuming euv is the edge added at time t and Mt is the number of
random walks rerouted. Then we have E Mt½ � � an=m, where an = r, the length of a
random walk path.

Proof. It is intuitive that most edges in the graph are not accessed by the random walk.
A random walk needs to be updated only if it accesses vu (or vv) at time t − 1 and
chooses vv (or vu) as the next step. For an arbitrary vertex vu, the expectation of the
number of times vu is accessed by a random walk is pur. The probability that node vu is
accessed at each step of a random walk, donated by pu, is equal to du/D, which is
proved in [9].The probability of choosing vv as the next step of vu is 1/du. Thus,
consider the expectation of Mt, which can be expressed as Eq. (5). As a random walk
updated, the amount of work is O(r) at most. In summary, we could get that the upper
bound of expected amount of work that the proposed algorithm needs to do is O((an)2/
m) as an arbitrary edge arrives randomly.

E Mt½ � ¼ r
X
i;j

pi=di þ pj
�
dj

� �
Pr i ¼ u; j ¼ v½ � � 2r

X
i

di=diDð ÞPr i ¼ u½ � ¼ 2r=D ¼ an=m ð5Þ
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4 Evaluations

4.1 Experiment Setup

In experiments, we mainly compare the accuracy and performance of the proposed
algorithm with the baseline algorithm [9], a state-of-art algorithm estimating the
clustering coefficient via random walk. We implement both of the algorithms by Java.
Our experiments all run on a machine with Intel(R) Core (TM) i7-2600 CPU and 8 GB
RAM. The graphs used in the experiments are some public datasets downloaded from
SNAP [12]. We deal with all of them as undirected graphs by ignoring the direction of
directed edges. Table 1 lists the main characteristics of the graphs.

For generating the evolving graphs, we randomly remove 100000 edges from each
graph and use the rest part as the initial graph in our experiments. The initial estimates
are computed by the baseline algorithm. Then we add the removed edges one by one
and estimate the average and global clustering coefficient respectively via the proposed
algorithm and its competitor. For all experiments, we set r = 0.02n by default, which is
enough for getting accurate approximations [9, 11]. Moreover, we run the experiments
for 100 times on each graph and use the average results in our evaluations.

4.2 Accuracy

We use RMSE (Root Mean Square Error) to measure the accuracy, which is defined as
Eq. (6), where c stands for the exact clustering coefficient and ĉ stands for its estimate.
We computed the exact clustering coefficient by a node-iteration based method [13].
Table 2 provides a comparison of the average RMSE.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E ĉ=c� 1ð Þ2
h ir

ð6Þ

Table 1. Main parameters of data sets

Graph Background Nodes Edges a g

amazon0601 Amazon product co-purchasing 403K 3.4M 0.4177 0.1656
as-Skitter Internet topology 1.6M 11.1M 0.2581 0.0054
cit-Patents Citation network among US Patents 3.7M 16.5M 0.0757 0.0671
com-DBLP DBLP collaboration network 317K 1.0M 0.6324 0.3064
com-Youtube Youtube online social network 1.1M 3.0M 0.0808 0.0062
higgs-twitter Followers graph on Twitter 457K 14.9M 0.1887 0.0102
soc-Pokec Pokec online social network 1.6M 30.6M 0.1094 0.0468
web-Google Web graph from Google 875K 5.1M 0.5143 0.0552
wiki-Talk Wikipedia talk network 2.4M 5.0M 0.0526 0.0033
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The results demonstrate that the proposed algorithm performs as well as the
baseline algorithm in accuracy. The proposed algorithm achieves smaller RMSE in
two-thirds of the experiments. RMSE of the proposed algorithm is about 12% smaller
than the baseline algorithm in the best case and it is about 6% bigger than the baseline
algorithm in the worst one. In summary, the proposed algorithm achieves close (or
even smaller) RMSE comparing with the baseline algorithm for all experiments, which
means the proposed algorithm performs as well as the baseline algorithm.

4.3 Performance

We measure the running time and the number of random walk rerouting of the pro-
posed algorithm to evaluate the performance. We also define the speedup as the ratio of
the running time of the baseline algorithm to the running time of the proposed algo-
rithm. Table 3 provides a detailed comparison of the running time, the number of
random walk rerouting and the speedup of the proposed algorithm on each graph.

Table 2. Comparison of RMSE

Graph Average clustering
coefficient

Global clustering
coefficient

Proposed Baseline Proposed Baseline

amazon0601 0.0424 0.0424 0.0959 0.0912
as-Skitter 0.0477 0.0486 0.1928 0.1989
cit-Patents 0.0285 0.0297 0.0328 0.0313
com-DBLP 0.0385 0.0409 0.1373 0.1300
com-Youtube 0.0708 0.0808 0.1622 0.1649
higgs-twitter 0.0782 0.0790 0.1881 0.1920
soc-Pokec 0.0481 0.0512 0.0395 0.0390
web-Google 0.1025 0.1117 0.1125 0.5312
wiki-Talk 0.0399 0.0377 0.3526 0.3483

Table 3. Comparison of the running time and number of times the random walk rerouted

Graph Average clustering coefficient Global clustering coefficient
Running
time (s)

Number of
rerouting

Speedup Running
time (s)

Number of
rerouting

Speedup

amazon0601 1.97 28661 186.9 1.97 28865 187.9
as-Skitter 22.41 26250 356.2 23.43 26000 353.3
cit-Patents 22.80 37800 217.9 22.83 37456 216.4
com-DBLP 1.62 40080 209.6 1.74 40169 194.6
com-Youtube 12.52 43595 305.1 12.63 42915 180.6
higgs-twitter 6.20 6692 531.1 6.22 6825 524.1
soc-Pokec 6.41 13204 520.6 6.23 13144 549.1
web-Google 4.88 29991 163.9 5.02 30194 181.8
wiki-Talk 125.45 73340 129.5 125.88 73385 115.8
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It is obvious that the proposed algorithm reduces the running time significantly for
dealing with large and evolving graphs. The speedup of the proposed algorithm
comparing with the baseline algorithm for dealing with graph with 100000 evolving
edges is in the range of 115 to 549. We also find that estimating the average and global
clustering coefficient on a graph via the proposed algorithm cost similar running time.

5 Conclusion

In this paper, we propose an incremental algorithm for tracking approximate clustering
coefficient on dynamic graph via random walk method. As an arbitrary edge is added
and/or removed, our algorithm replaces partial random walk path around the evolving
part and updates the estimate based on previous result. The accuracy and performance
improvement of the proposed algorithm are verified through analysis in theory and
experiments on real-world graphs. It is demonstrated that the proposed algorithm
improves the performance effectively comparing with the state-of-art algorithm based
on random walk.
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Abstract. The publicly available data such as the massive and dynamically
updated news and social media data streams (a.k.a. big data) covers the various
aspects of social activities, personal views and expressions, which points to the
importance of understanding and discovering the knowledge patterns underlying
the big data, and the need of developing methodologies and techniques to
discover real-world events from such big data, to manage and to analyze the
discovered events in an effective and elegant way. In this paper we present an
event cube (EC) model which is devised to support various queries and analysis
tasks of events; such events include those discovered by techniques of untar-
geted event detection (UED) and targeted event detection (TED) from
multi-sourced data. Specifically, based on the essential event elements of 5W1H
(i.e., When, Where, Who, What, Why, and How), the EC model is developed to
organize the discovered events from multiple dimensions, to operate on the
events at various levels of granularity, so as to facilitate analyzing and mining
hidden/inherent relationships among the events effectively. Case studies are
provided to illustrate the usages and show the benefits of EC facilities in on-line
analytical processing of events and their relationships.

Keywords: Event modeling � Event cube � Event relationship analysis �
On-line analytical processing

1 Introduction

Web 2.0 and social media websites result in massive amounts of online data (a.k.a. big
data) being generated and consumed by users. Such big data streams capture people’s
experiences, expressions, activities, etc., associated directly with many real-world
events and public/personal views. This points to the importance of understanding and
discovering the knowledge patterns underlying the big data, particularly to the dis-
covery of real-world event patterns. Real-world events are the events happened or
taking place in the real world, such as celebrations, parades, protests, gatherings,
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disasters, sports events, etc., which have received or may incur much public attention,
and are of public concerns.

Event detection has received much research attention, and the seminal work which
is known as topic detection and tracking (TDT) can be traced back to the late nineties
[1, 2], aiming to discover and track real-world events from online news media. In
recent years, with the popularity of social media, there have been increasing works
proposed to detect real-world events from Twitter-like social media [3–5] and
Flickr-like social media [6–8]. Due to the large amounts of real-world events happening
at any time anywhere, it is a great challenge for us to access and understand the massive
real-world events discovered from the underlying big data. Furthermore, discovering
and organizing events without a conceptual structure is only applicable to mini-scaled
information space. Indeed, a mechanism able to organize the massive events with a
conceptual structure will be very useful and highly desired in the era of big data.

In this paper, we propose an even cube (EC) model to organize and manage the
massive real-world events with a conceptual structure, which can benefit the analysis
and discovery of the knowledge patterns underlying the events. The proposed EC
model is based on the primary event elements that are generally used for describing
events, which is a natural fit to the perception of human users. In particular, the EC
model is designed to organize the event-related data, and model the underlying rela-
tionships among the events. To this end, a number of operations are defined to facilitate
the analysis of the detected events in multiple perspectives and granularity, and various
event relation types are defined to enable the discovery of the underlying relationships
among the events.

The paper is organized as follows. Section 2 reviews related work. Section 3
introduces the EC modelling framework, including the event cube model and associ-
ated operations. Section 4 presents the online analytical processing of event cubes.
Section 5 shows a case study for the proposed event cube framework. Section 6
concludes this paper.

2 Related Work

Over the past two decades, there have been many existing works for event modelling
and analysis, most of which focus on event detection, event relationship or evolution
analysis. To the best of our knowledge, no work has integrated these components into a
complete conceptual framework with formal data definition and data manipulation. In
this section, we briefly review the existing works related to the various aspects of event
modelling and analysis.

2.1 Event Detection

Social event detection (SED) has become a hot topic along with the increasing amounts
of user-generated data on social media sites like Twitter and Flickr. Primarily, SED can
be distinguished into targeted event detection (TED) and untargeted event detection
(UED). TED exploits supervised classification models to identify specific events based
on predefined features. For example, Reuter and Cimiano [9] classified social media
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data in an incremental manner. Takeshi et al. [3] detected earthquake from Twitter
social media by exploiting SVM classifier, and devised temporal and spatial models to
this end. However, none of these approaches has taken the multi-sourced nature into
account. UED, without the labelling information, relies on unsupervised clustering
models to discover possible events. Chen and Roy [6] exploited a wavelet transfor-
mation to analyze the temporal and locational distributions of the tags, and clustered
them into real-world events. Petkos et al. [11] presented a graph-based multimodal
clustering approach for UED tasks. Kaneko and Yanai [12] detected Twitter keyword
bursts and extracted visual features from the associating images; image clustering was
conducted to discover event clusters. However, these approaches either exploit only a
few features or require high computational cost to fuse different modalities. We have
earlier dealt with UED as a clustering task from the multimodal data on Flickr, which
are seamlessly fused by methods from the perspectives of manifold learning and feature
coding [13].

2.2 Event Relationship Analysis

Event relationship analysis has been mostly developed based on textual data. Mei et al.
[14] modelled the subtopic and spatiotemporal theme patterns from weblogs, and
investigated the evolutionary patterns of events by comparative analysis of theme life
cycles and theme snapshots. Yang et al. [15] discovered event evolution relationships
based the temporal relationship, event similarity, and document distributional prox-
imity among event episodes. Nallapati et al. [16] represented the content dependencies
between stories in a news topic in a hierarchical structure, called event threading.
Focusing on finer granularity of news stories, Feng and Allan [17, 18] extended the
event threading to passage threading and incident threading. Deng et al. [19] extracted
atomic events from documents and explored event evolution patterns by identifying
their co-reference and measuring their relationship. Cai et al. [20] and Huang et al. [10]
explored temporal relationship, content dependence relationship and event reference
relationship to analyze the inter-dependencies between component events of a complex
target event.

2.3 Online Analytical Processing

Our proposed event cube model is inspired by the concept of data cube, or OLAP cube,
in data warehousing and mining field [21]. To recap, a data cube is used to store a
measure of interest along multiple dimensions. To facilitate data analysis, a set of
operations are defined on the cube, most common ones are: slice and dice, drill down,
roll up, and pivot. Here, slice and dice extract a subset of data with constraint on a
single or multiple dimensions; roll up and drill down summarize or specialize the data
along a dimension; pivot rotates the cube to show various view-points to users. For our
proposed EC framework, things become much more complicated. Instead of simple
transactional records, each cell in our EC stores an event, the dimensions of which
include both structured and unstructured data. Furthermore, the EC model requires
more operations to enable relationship analysis among the events, other than the tra-
ditional slice and dice, drill down, roll up, etc., as to be presented in the next section.
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3 The Modelling Framework

As mentioned earlier, it is important to have a conceptual structure to organize and
manage the massive amount of real-world events discovered from the big data. To this
end, we present in this section the EC model and associated operations, upon which
event relationship analysis can be conducted effectively.

3.1 Event Cube (EC)

From the viewpoint of journalism, a real-world event can be described from multiple
dimensions, such as when and where it happens, who are involved, what it is about,
how and why it happens, a.k.a. 5W1H. Our EC model is thus proposed to organize
real-world events according to the conceptual structure formulated below:

E-Cube ¼ E;R;Hf g ð1Þ

where E = {e = (A, D)} denotes the set of events, in which A represents the values of
the primary event elements (i.e., A1 for when, A2 for where, A3 for who, and A4 for
what), and the last two dimensions (i.e., how and why) will be discussed in the stage of
event relation analysis; D represents the collection of data for the events; R = {Rcd,
Rcr, Rcs, …} denotes the relationships among the events, e.g., content dependence
relationship, content reference relationship, content similarity reference, etc.; H ¼
HT ;HL;Ho;Hef g is the concept hierarchy which defines a sequence of mappings from

low-level concepts to high-level ones according to the dimensions or event knowledge.
Specifically, dimension-level and event-level concept hierarchies are defined respec-
tively. For A1 (When) dimension, the hierarchy HT follows the basic time units, e.g., a
year consists of 12 months, etc. Therefore, HT is built for the time units based on their
conversions. For A2 (Where) dimension, the hierarchy HL is a tree, the root of which
could be a continent (e.g., Asia, Antarctica, Europe, etc.,) and the child nodes are the
countries, provinces, respectively. For A3 (Who) dimension, the hierarchy HO could be
Minor (infant (0–1 years), toddler (2 years), child (3–13 years), teenager (14–18
years)), and Adult (adults (18–45 years), middle adulthood (45–65 years), old age (65-
), etc.). Note that for A4 (What) dimension, there may or may not necessarily exist any
form of hierarchy, thus we do not assume A4 to inherently hold a hierarchy in general.
Finally, He is an event-level hierarchy, where each node is an event, and a child node is
a sub-event, which can be obtained by hierarchical clustering. The concept hierarchy is
beneficial to the operations to be presented subsequently in Sect. 3.2.

As an illustration, we show a toy example in Fig. 1 to demonstrate how an event
cube looks like from the perspective of tables in a database. As shown in box D of
Fig. 1, three events, distinguished by the event labels, have been discovered from the
data. After extracting each event’s primary event elements, we store them in tables (i.e.,
box A of Fig. 1). For the three events, we can identify the relationships among them,
such as content dependence relationship (as shown in box R of Fig. 1). The concept
hierarchies, such as the time unit hierarchy (as shown in H of Fig. 1), will be exploited
during conducting roll-up and other operations defined in Sect. 3.2. Therefore, the
primary event elements, the data documents related to the events, and the relations
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among the events, are all specified and captioned by the EC model; operations and
relationship analyses are to be presented subsequently.

3.2 EC Operations

To facilitate analyzing events in multiple perspectives and granularity, intra-cube and
inter-cube operations are defined, depending on whether the operations are conducted
on a single event cube or cross multiple ones. In particular, the inter-cube operations
are designed to enable exploring cross analysis based two or more event cubes of
different types (e.g., a targeted event cube and an untargeted event cube). For clarity,
Table 1 summarizes the notations and symbols used throughout this paper.

Intra-cube Operations: Roll-up, Drill-down, Slice, Dice, Pivot, and X-validate.

• Roll-up is done by traversing upwards through a concept hierarchy, where the
concept hierarchy maps a set of low level concepts to higher level. Roll-up is
formalized as Ru(Qe, E-Cube, Hk, L, M): RE, where RE is the resulting events
returned by the operation, Qe is the set of start events (or query events), E-Cube is
the manipulated event cube, Hk is an element-level or event-level hierarchy from H,
L is the targeted level in absolute or relative mode M. For instance, Ru(Qe, E-Cube,
HT, 1, ‘rel’): RE rolls up the events by one-level on the When dimension (e.g.,
expanding the time units from month to year, etc.) using HT .

• Drill-down acts in reverse compared with Roll-up, allowing to go to more details by
traversing down the hierarchy, so as to provide more specific and detailed views of
an event cube. Similar with Roll-up, Drill-down is formalized as Dd(Qe, E-Cube,
Hk, L, M): RE.

• Slice selects events based on a specific dimension, formalized as Sl(E-Cube, Ai–Ci):
RE-Cube, where RE-Cube is the resulting event cube returned by the operation, E-Cube
is the manipulated event cube, and Ci specifies the condition Ai needs to satisfy. For
instance, Sl(E-Cube, A1 = [May 1, 2016; June 1, 2016]: RE-Cube obtains a sub-cube
of E-Cube, where the events happened between May 1, 2016 and June 1, 2016.

Fig. 1. Visual depiction of the event cube model
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• Dice selects events based on multiple dimensions, which is formalized as Di
(E-Cube, {Ai–Ci}): RE-Cube, which is similar with Slice but specifies conditions on
multiple dimensions.

• Pivot permutes the dimensions and reshapes the event cube to show the corre-
sponding view of interest, which is formulized as Pivot(E-Cube, Ai, Aj, Ak):
RE-Cube, where Ai, Aj, Ak are three main dimensions of interest for visualization.

• X-validate supports an event’s validation within a cube through cross checking the
multiple dimensions of related events, e.g., checking the consistency of the event
elements and fills the missing values along the concept hierarchy. X-validate is
formularized as Xv(E-Cube, e, Ai, {Hk}): Re, where the Ai dimension of the target
event e is to be validated based on the referred concept hierarchies {Hk}, resulting
the validated event Re. For instance, Xv(E-Cube, e, A1, {He}): Re, checks A1

dimension (i.e., When) of event e based on He (i.e., event-level hierarchy).
Specifically, the operation first checks whether e is consistent with the of its parent
and child events along He on A1 dimension. If the values of A1 is missing, an
estimation is made based on the A1 dimensions of the parent and child events.

Table 1. Notations and symbols

Symbol Description Symbol Description

E-Cube Event cube L Level
RE-Cube Result event cube M Mode: ‘rel’

or ‘abs’
E Event set Ru(Qe, E-Cube, Hk, L, M):

RE

Roll-up

e Event Dd(Qe, E-Cube, Hk, L,
M): RE

Drill-down

RE Result set of events Sl(E-Cube, Ai–Ci): RE-

Cube

Slice

Re Result event Di(E-Cube, {Ai–Ci}):
RE-Cube

Dice

Qe Set of start/query events Pivot(E-Cube, Ai, Aj, Ak):
RE-Cube

Pivot

A = {A1, A2, A3, A4} Event element values of
{when, where, who, what}

Xv(E-Cube, e, Ai, {Hk}):
Re,

X-validate

H = {HT, HL, HO, He} Concept hierarchies of
{when, where, who, what}

Un(E-Cube1, E-Cube2,
[{Ai}]): RE-Cube

Union

Ai One particular element in A In(E-Cube1, E-Cube2,
[{Ai}]): RE-Cube

Intersect

Hk One particular element
in H

Sb(E-Cube1, E-Cube2,
[{Ai}]): RE-Cube

Subtract

Ci Condition on Ai Sc(e, E-Cube1, E-
Cube2, {Ai–Ci}):
RE-Cube

Scoping
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Inter-cube Operations: Union, Intersect, Subtract, and Scoping.

• Union reorganizes the events underlying either of two event cubes, which is for-
malized as Un(E-Cube1, E-Cube2, [{Ai}]): RE-Cube, where RE-Cube is the resulting
event cube by incorporating the events underlying E-Cube1 or E-Cube2, and [{Ai}]
are optional to specify the dimensions considered for the events. The default of
[{Ai}] is all the dimensions of the events.

• Intersect reorganizes the events underlying both of two event cubes, formalized as
In(E-Cube1, E-Cube2, [{Ai}]): RE-Cube, which is syntactically similar to Union.

• Subtract keeps the difference set between two cubes, formalized as Sb(E-Cube1,
E-Cube2, [Ai]): RE-Cube, which is syntactically similar to Union and Intersect.

• Scoping retrieves the events from an event cube in the restricted scope defined for a
query event in another event cube, which is formalized as Sc(e, E-Cube1, E-Cube2,
{Ai–Ci}): RE-Cube, where e is the query event in E-Cube1, and E-Cube2 is the target
event cube for retrieval. {Ai–Ci} are the possible constraints on dimensions, and
RE-Cube is the resulting event cube which is a sub-cube of E-Cube2. For instance, Sc
(“2015 Tianjin explosion”, E-Cube1, E-Cube2, {Time = August 2015, Loca-
tion = “Tianjin”}): RE-Cube retrieves from E-Cube2 the events related to “2015
Tianjin explosion” of E-Cube1, i.e. events in E-Cube2 happened at the same time in
Tianjin.

4 Online Analytical Processing of ECs

In this section, we define the online analytical processing (OLAP) operations on the EC
model to support event relationship analysis (ERA), explaining the Why and How
properties for events. We categorize these operations into intra-cube and inter-cube
event relationship analysis operations.

4.1 Intra-cube Event Relation Analysis

Since each event is described by a set of dimensions, we first define atomic operations
for ERA on single dimensions, based on which we derive more complex relationships
on multiple dimensions subsequently.

Single dimension event relationship analysis is defined as the similarity of two
events on a specific dimension with respect to a given similarity measure, as follows:

Definition 1. Given two events ei and ej, i 6¼ j, the degree of relationship between ei

and ej on dimension k is defined as Rk ei; ej
� � ¼ Simk eki ; e

k
j

� �
, where Simk �; �ð Þ is a

similarity measure on dimension k.
Therefore, for each dimension, a similarity measure is required to compute the

relationship between two events. Considering more than one kind of relationship may
exist, multiple similarity measures are allowed. In the following, we propose the
desired similarity measures for the defined dimensions, i.e., when, where, who and
what.
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When: Following [15], the time similarity between two events, ei and ej, is defined
using power function:

SimT eTi ; e
T
j

� �
¼ e�l

eT
j
�eT

ið Þ
Z ; eTi � eTj

�el
eT
i
�eT

jð Þ
Z ; eTi [ eTj

8><
>: ð2Þ

where Z is for normalization, l controls the sensitivity of the measurement and the
temporal order is kept by the sign of the result.

Where: The spatial similarity between two events, ei and ej, is defined using the
Haversine formula [22]:

SimL eLi ; e
L
j

� �
¼ 2r arcsin

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2ðe

L lat
j � eL lat

i

2

s
Þþ cos eL lat

i

� �
cos eL lat

j

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2ðe

L lon
j � eL lon

i

2

s
Þ

0
@

1
A

0
@

1
A

�1

ð3Þ

where eL lat
i and eL lon

i are ei′s latitude and longitude, and r is the radius of the earth.

Who: The similarity between two events, ei and ej, on the who dimension (which is a
set of entities) is measured by the Jaccard’s coefficient [23]:

SimO eOi ; e
O
j

� �
¼

eOi \ eOj

��� ���
eOi [ eOj

��� ��� ð4Þ

What: Since the What describes specific content for an event, we consider three
subunits for this information, i.e., textual information (TI), visual information (VI), and
event category (C). Similarity measures are defined on these three subunits.

(i) Textual information: TI further contains three levels of text describing the event,
namely, keywords (TI k), summary (TI s), and source documents (TI d). To
extract different kinds of relationships, we define several similarity measures on TI.

KeywordsOverlap (KO): Keywords are the core features of an event, which are rep-
resentative for the event contents and distinguishable from other events. Key-
wordsOverlap can be evaluated by the Jaccard’s coefficient.

SimTI KO eTI k
i ; eTI k

j

� �
¼

eTI k
i \ eTI k

j

��� ���
eTI k
i [ eTI k

j

��� ��� ð5Þ
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KeywordsCooccurrence (KC): Two events may have dependent but not identical
keywords, inferring a content dependence relationship. Following [20], KC is defined
as the averaged mutual information between each pair of words in the keywords set:

SimTI KC eTI k
i ; eTI k

j

� �
¼

P
fi2eTI k

i

P
fj2eTI k

j
I fi; fj
� �

eTI k
i

�� �� eTI k
j

��� ��� ð6Þ

where I fi; fj
� �

is the mutual information for a word pair fi; fj
� �

.

KeywordReference (KR): Since some related events may have no similar or dependent
keywords, for example, the events with causality relationship, following [20], we
define the KR from event ei to ej based on ei’s keywords and ej’s source documents:

SimTI KR eTI k
i ; eTI d

j

� �
¼

P eTI d
jj j

m¼0 Ni
jm

eTI k
i

�� �� � 1

eTI d
j

��� ��� ð7Þ

where Ni
jm is the number of keywords of ei existing in the m-th document in ej.

SummaryProximity (SP): A summary is a longer description for events than keywords.
SP is defined as the cosine similarity between their fixed-length representations:

SimTI SP eTI s
i ; eTI s

j

� �
¼

v eTI s
i

� � � v eTI s
j

� �
v eTI s

i

� ��� �� v eTI s
j

� ���� ��� ð8Þ

where the fixed-length vector v eTI s
i

� �
can be a TF-IDF feature vector or representa-

tions modeled by Doc2Vec [24], LSTM [25] or other more complex models.

(ii) Visual information (VI): the visual information contains a set of images
describing the event. VI is defined as the averaged cosine similarities between
each pair of images of the events:

SimVI eVIi ; eVIj
� �

¼ 1

eVIij j eVIj
��� ���

XeVIij j

m¼1

XeVIjj j

n¼1

v eVIim
� � � v eVIjn

� �
v eVIimð Þk k v eVIjn

� ���� ��� ð9Þ

where the representation for each image can be extracted by the widely used
convolutional networks (such as GoogleNet [26] and VGG [27]).

(iii) Category: the category information labels an event in a more abstract level
(which can be obtained by event ontology models), and its domain is in the form
of a tree structure. The category proximity is defined as:
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SimC eCi ; e
C
j

� �
¼ 1

d eCið Þþ d eCj
� �

� 2d LCA eCi ; e
C
j

� �� �
þ 1

ð10Þ

where d �ð Þ denotes the distance of current node from the root, and LCA �; �ð Þ denotes the
lowest common ancestor of two nodes in the tree.

Multi-dimension event relationship analysis evaluates the relationships by con-
sidering a set of relevant dimensions, which can be defined on the basis of the single
dimension relationship analysis operations. Formally,

Definition 2. For a multi-dimensional event relationship type r, given two events ei
and ej, the degree of r from ei to ej, denoted as Cr ei; ej

� �
, is defined as:

Cr ei; ej
� � ¼ P

m2Mr

amSimm emi ; e
m
j

� �
; if for 8u 2 Ur; Simu eui ; e

u
j

� �
[ ku

0; otherwise

(
ð11Þ

where Ur is the set of dimensions used as conditions for the relationship type r, ku is the
similarity threshold for dimension u, Mr is the set of dimensions participating in the
final relation degree computation, and am is the weight for dimension m 2 Mrð Þ. For
two events not satisfying the conditions, a zero value will be assigned.

Based on this generalized formula, various event relationships can be defined. Since
the component events, or sub-events, in a complex event are rather important, we
define the following relationships (we omit assigning values for k and a for simplicity):

• Content similarity relationship: sub-events in a complex event may have similar
contents. In this case, Ur and Mr in the above formula are defined as:

Ur ¼ When;Where;TI SummaryProximityf g
Mr ¼ TI KeywordOverlap;TI SummaryProximity;Categoryf g

• Content dependence relationship: sub-events in a complex event may have
dependent contents. In this case, Ur and Mr are defined as:

Ur ¼ When;Where;TI SummaryProximityf g
Mr ¼ TI KeywordCooccurrence;TI SummaryProximity;Categoryf g

• Content reference relationship: in a complex event, a sub-event ei may reference
another sub-event ej. This kind of relationship is likely to explain the causality, or
the Why element, for an event. In this case, Ur and Mr are defined as:

Ur ¼ When;Where;TI SummaryProximityf g
Mr ¼ TI KeywordReferencef g
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Note that the above definition of multi-dimension event relationship is not fixed but
adaptive to the user requirement. A user may derive a new relationship as long as the
required parameters, i.e., Ur, Mr, k and a, are indicated.

4.2 Inter-cube Event Relation Analysis

For events in different cubes, the intra-cube relationship analyzing operations (ref.
Sect. 4.1) can still be applied for cubes sharing the required dimensions. In this section,
we mainly focus on discovering relationships from two heterogeneous cubes, which
share few features. Borrowing the term and technique from data mining, we coin these
relations as association relationships and extract them using association rule learning
[28]; the following workflow is proposed for inter-cube event relation analysis.

• Step 1. ‘Transaction’ dataset construction. Each record is a combination of selected
dimensions sa from event ei in cube a, and selected dimensions sb of each event ej in
cube b retrieved by a Scoping operation defined on ei with constraint on dimensions
ca, denoted by feui j8u 2 sag[ feuj j8u 2 sb; 8ej 2 Sc ei; a; b; cað Þg. For dimensions
whose values are a set, we may further break it.

• Step 2. Conduct association analysis with thresholds for support and confidence to
extract rules existing in the ‘Transaction’ dataset. Only rules with dimensions in the
two sides coming from different event cubes are considered.

• Step 3. Given any event e from event cube a, retrieve the rules with all items in
either side existing in event e. Using the items in the other side to retrieve related
events in event cube b of e from the Scoping result Sc e; a; b; cað Þ.
Exploiting the association rule learning method enables us to mine the relationships

dependent on different dimensions for events in different cubes. In particular, for a
targeted event cube and an untargeted event cube, which may have limited common
dimensions and much distinction in contents, such analytical processing can help
extract some underlying important but not obvious associations. For example, through
learning the rules for stock price movement events and their contextual social events,
we may find the triggering event for a specific stock market fell/rise.

5 Case Study

To better understand our event cube framework, we show several usage cases in social
events for some of the defined operations. In particular, we illustrate the Roll-up/
Drill-down operations and event relationship analysis for intra-cube operation, and the
Scoping and event association analysis for inter-cube operation. In this paper, we focus
on conceptualizing the proposed EC model and leave the proto-type system presen-
tation and experimental evaluation for future work.

5.1 Case Study for Intra-cube Operations

Roll-up. As defined in Sect. 3.2, Roll-up summarizes events along a dimension, a
dimension-level concept hierarchy, or an event-level concept hierarchy. Since Roll-up
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along a dimension has no difference than a set union, we omit this scenario here. The
Roll-up along a dimension-level concept hierarchy is demonstrated in Table 2, which
shows five events with their initial category sub-dimension and the category
sub-dimension after Roll-up (the category is a subunit for the What dimension). Both
the “earthquake” and “flood” reach the “disasters” category, while both “presidential
election” and “referendum” reach the “politics” category, and “Olympics” reaches the
“sports” category. Moreover, a user may define either a relative or an absolute level for
Roll-up. Roll-up along an event-level concept hierarchy abstracts events to a larger
granularity, i.e., from a child event to a parent event. Figure 2 (Left) shows a hierar-
chical evolution graph of component events in three levels for “Sichuan Earthquake in
2008”. The event hierarchy, is available in He, which is constructed during event
detection. The 1st-level event is the complex event “Sichuan Earthquake in 2008”,
while the 2nd-level events, such as “Earthquake struck” and “Casualties” focus on
several aspects of the earthquake, and the 3rd-level events, such as “Rescuers reach
epicentre”, are events in finer granularities. Roll-up each component event can easily
reach to the higher-level events in its path to the root. For example, the 3rd-level event
“Girl pulled from rubble after 50 h” can reach the 2nd-level event “Earthquake relief”
after Roll-up by one level, and reach the root event “Sichuan Earthquake in 2008” after
Roll-up by two levels.

Drill Down. The Drill-down operates on events in the opposite way to Roll-up with
only one exception, i.e. Drill-down along the event-level concept hierarchy. Since a
complex event can include a set of component events, Drill-down to a finer granularity
requires more structures than returning just a set of components. Specifically, a hier-
archical evolution graph should be presented based on event relationship analysis. For
example, drill down the 1st-level event “Sichuan Earthquake in 2008” by two levels can
arrive at the whole hierarchical evolutional picture with events in three levels together
with their relationships as shown in Fig. 2 (Left).

Event Relationship Analysis. For event relationship analysis, we focus on the rela-
tionships among a complex event’s component events w.r.t. time. As shown in Fig. 2
(Left), we arrive at an evolutional graph for the component events of the complex event
“Sichuan Earthquake in 2008” by considering the defined relationship analysis for
content similarity, content dependence and content reference. The analysis is conducted
on events with the same parent event. For the 2nd-level events, since “Casualties”,

Table 2. A set of events with corresponding initial and after-rollup category sub-dimension.

Id Event Category Category after
roll-up

1 Sichuan Earthquake in 2008 Earthquake Disasters
2 2016 China floods Flood Disasters
3 United States presidential election, 2016 Presidential

election
Politics

4 The United Kingdom European Union
membership referendum

Referendum Politics

5 2016 Summer Olympics in Rio, Brazil Olympics Sports
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“Earthquake relief”, “Government reaction”, and “Economic loss” can all be regarded as
consequences of “Earthquake struck”, a content reference relationship exists between
the “Earthquake struck” and each of these four events. Meanwhile, both “Casualties”
and “Earthquake relief” have content dependence on “Earthquake struck” due to the
frequent keyword co-occurrence. For the 3rd-level events, take the event 2, event 3, and
event 5, with the same parent event “Earthquake relief” as an example. Event 3 “Girl
pulled from rubble after 50 h” and event 5 “Woman freed from rubble after 195 h”, both
talking about specific cases in rescue, have high degree of content similarity relation-
ship; in addition, both these two events have a content reference relationship with event
2 “The rescuers reach epicenter”. Note that although in many cases, content-similarity,
content-dependence, and content reference may be bi-directional, we choose to draw the
edge along the timeline to organize these sub-events and their relationships from the
evolutional perspective. Moreover, we can provide a temporal evolutional graph for a
specific level of sub-events as an illustration of the How property for a complex event.
Figure 2 (Right) shows the temporal evolutional graph for the 3rd-level events for
“Sichuan Earthquake in 2008”. The events are arranged in timeline with their rela-
tionships annotated, and events in the same color means that they have the same parent
event. As a result, users can have a clear conception how a complex event evolves and
how the sub-events relate with each other.

5.2 Case Study for Inter-cube Operations

Scoping. Given a query event in an event cube, Scoping defines a restricted area
parameterized by a set of dimensions and retrieves the events in another event cube
within this area. Suppose we have a TEC for stock market events and an UEC with
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m
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Fig. 2. Left: hierarchical evolution graph of the component events of “Sichuan Earthquake in
2008”. Right: temporal evolution graph of the 3rd-level component events of “Sichuan
Earthquake in 2008”
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various social events. As shown in Fig. 3, for a query event “China stock markets fell
sharply in May 2008”, Scoping defines the restricted area with (user-specified)
dimensions {When = May 2008, Where = China}. As a result, a set of events are
retrieved, i.e. “The Olympics torch relay reach Mount Everest”, “Sichuan Earthquake
in 2008”, and “Hangzhou Bay Bridge is opened to traffic”.

Event Association Analysis. As defined in Sect. 4.2, event association analysis tar-
gets at the relationships difficult to be discovered by the similarity measures as for the
intra-cube case. A typical example is the relationship mining between an event in a
TEC and an event in an UEC. Similar with the case in Scoping, suppose we have a
TEC for stock market events and an UEC for various social events. Table 3 shows a set
of query events from the TEC, and the Scoping results in UEC with specified condition.

China stock markets fell 
sharply in May 2008
When: May 2008
Where: China

query event 

TEC (stock market events) UEC (various social events)

When = May 2008
Where = China

condi on
Sichuan Earthquake in 2008 The Olympics torch relay 

reach Mount Everest

Hangzhou Bay Bridge is 
opened to traffic

Fig. 3. An illustrative example for the inter-cube operation Scoping

Table 3. A set of query events in TEC and their Scoping results in UEC

Query event in TEC Scoping
condition

Scoping result in UEC

China stock markets fell
sharply in January 2008
(Label: stock fell sharply)

When = January
2008
Where = China

New “Labour Contract Law” come into
effect
(Category: law)
2008 Chinese winter storms
(Category: natural disasters)
“water cube” is delivered
(Category: social engineering)

China stock markets fell
sharply in May 2008
(Label: stock fell sharply)

When = May
2008
Where = China

Hangzhou Bay Bridge is opened to traffic
(Category: social engineering)
The Olympics torch relay reach Mount
Everest
(Category: Olympics)
Sichuan Earthquake in 2008
(Category: natural disasters)

Japanese stock markets fell
sharply in March 2011
(Label: stock fell sharply)

When = March
2011
Where = Japan

Seiji Maehara resigns as Foreign Minister
due to a political donation scandal
(Category: political scandal)
2011 Tōhoku earthquake and tsunami
(Category: natural disasters)
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To extract the association relationship between events, we construct the “transaction”
dataset following the steps in Sect. 4.2. As shown in Table 4, based on the labels (state
of stock price movements) in TEC and the Category dimension in UEC, three records
are generated. The association rules can then be applied on this dataset to mine the
latent relationships between dimensions in TEC and UEC. As of result, we may get the
rule “natural disasters -> stock fell sharply”, which infers the association relationship
between events with label “stock fell sharply” and natural disasters events.

6 Conclusion

In this paper, we have presented an even cube (EC) model which is devised to organize
and manage the massive real-world events with a conceptual structure, with an aim to
benefit the analysis and discovery of the knowledge patterns (viz., intra- and inter-event
relationships) underlying the events. The proposed EC model is based on the primary
event elements generally used for describing events, thus it is a natural fit to the
perception of human users. As a part of this model, a number of operations are defined
to facilitate the analysis of the detected events in multiple perspectives and granularity,
and various event relation types are defined to facilitate analyzing and mining
hidden/inherent relationships among the events effectively. Case studies have been
provided to illustrate the usages and show the benefits of EC facilities in on-line
analytical processing of events and their relationships. In our further research, we plan
to incorporate the EC model into a domain specific application platform, with
semi-supervised and unsupervised event discovery facilities and an ontology-based
event classification module, so as to make the platform fully-fledged and functionally
complete.
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Abstract. Online news media and social media are popular domains
for people to acquire real-world event knowledge. In this work, the prob-
lem of multi-domain and multi-modality event detection (MMED) is
elaborated. We wish to organize the multi-modality data from multi-
ple domains based on real-world events. To this end, a cross-domain and
cross-modality transfer learning (CDM) model is proposed. The CDM
model aligns the data by exploiting a dictionary-based alignment strat-
egy, and identifies the event labels of the data samples based on the
class-specific reconstruction residual. Extensive experiments conducted
on real-world data demonstrate the effectiveness of the proposed models.
In particular, a benchmark dataset, denoted as MMED100, is released,
which can hopefully be used to promote the research on this topic and
advance related applications.

Keywords: Social media analytics · Multimedia analysis · Transfer
learning · Event detection

1 Introduction

Internet platforms provide new ways and platforms for people to publish infor-
mation, leading to amounts of application scenarios [1,4,9,11–13]. Internet plat-
forms (e.g., online news media, and social media, etc.) are challenging the tradi-
tional ways (e.g., TV, radio, and print, etc.) in which people consume news, which
allow people to read news quickly and conveniently. Real-world event detection
from Internet platforms has become an important problem and received much
research attention in recent years.
c© Springer International Publishing AG 2017
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Different data domains (e.g., online news media and social media) provide
various viewpoints about events. For instance, news articles from online news
media domain are published by professional journalists, while social posts on
social media domain are shared by non-professional users. To some extent, the
cross-domain data is complementary, which may hold different viewpoints for the
same events. Multi-domain and multi-modality event detection (MMED) aims to
discover events (e.g., protests, parades, gatherings, natural disasters, incidents,
etc.) underlying both domains, showing comprehensive perspectives about the
events.

In this paper, we address the problem of MMED from the perspective of
transfer learning to organize the multi-domain and multi-modality data based
on real-world events they depict. Given the data collected from a domain (e.g.,
textual articles from news media), MMED identifies the event labels of the data
from a different domain even in different data modalities (e.g., images from social
media). To this end, modality-specific dictionaries is constructed [15], which will
be exploited to align the cross-domain data. Furthermore, a cross-domain and
cross-modality transfer learning (CDM) model is proposed, based on which the
reconstruction residuals can be used to identify the event labels of the data
samples. The main contributions are as follows:

– We elaborate the problem of multi-domain and multi-modality event detec-
tion (MMED) to organize the cross-domain data based on real-world events.

– We propose a cross-domain and cross-modality transfer learning (CDM)
model to discover event patterns underlying the multi-domain data.

– We release a real-world dataset consisting of textual articles and visual images
from online news media and social media for MMED.

The rest of the paper is organized as follows. In Sect. 2, related work is
reviewed. In Sect. 3, the proposed CDM model is presented. In Sect. 4, extensive
experiments are conducted and analyzed. Finally, Sect. 5 offers some concluding
remarks.

2 Related Work

In this section, we investigate the research work on event detection and transfer
learning, respectively.

2.1 Event Detection from Internet Platforms

The work on event detection can be classified into two categories according to the
data domains, i.e., online news media, and social media. Event detection from
online news media is derived from the topic detection and tracking (TDT) task
[1], which aims to monitor a stream of news stories. Krstajic et al. [4] proposed
an incremental time-series visualization technique to deal with time-based event
data. In addition, quite a few researchers discover events from social media
platforms. Sakaki et al. [6] detected earthquake events from Twitter streams.
Timo et al. [9] published a list of event detection challenges on Flickr data.
However, these approaches have not taken the advantage of multiple domains.
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2.2 Transfer Learning

Transfer learning [5] aims to adapt different feature spaces, and exploit the labels
in the source domain for classification tasks in the target domain where the
labeled samples are inadequate. Xiao et al. [10] proposed a feature space inde-
pendent semi-supervised kernel matching method for domain adaptation. Zhang
et al. [19] proposed to learn the latent projection and sparse reconstruction coef-
ficient for subspace transfer. However, these models address the in-modality data
from different data sources, which cannot address the heterogeneity of the data
modalities. Yan et al. [14] proposed to align the textual and visual data based
on 346 semantic objects. However, the objects do not cover the basic event ele-
ments, such as When, Where, Who, How, Why, etc. It remains unknown whether
346 concepts are enough for identifying the massive amount of real-world event
concepts.

3 Cross-Domain and Cross-Modality Transfer Learning

In this section, we introduce the dictionary-based data alignment firstly, followed
by the introduction on the cross-domain and cross-modality transfer learning
(CDM) model.

3.1 Dictionary-Based Alignment

Unlike the previous transfer learning models that have not considered the event-
related factors, we propose to construct a dictionary consisting of event elements
to align the multi-domain and multi-modality data. In particular, the bases in
the dictionaries [16] can be initialized as the labelled data samples. Furthermore,
we extract event elements and align the data based on similarity measurements.

(1) Event element extraction. For event detection tasks, it is natural to
exploit the event element related factors, such as When, Where, and the semantic
elements (e.g., Who, What, How, Why, etc.). In the context of MMED, we take
the textual news articles from online news media and visual images from Flickr-
like social media as two domains for illustration.

In terms of the news articles, the metadata includes reporting time, and title,
which correspond to the event elements well. Particularly, we obtain location
information of the documents by extracting the city names and their GPS infor-
mation from the textual content. We exploit multiple feature including time,
location, title, and textual content. In terms of the Flickr images, the meta-
data includes time-taken, GPS-tags, user, tags, title, textual description, and
the visual content.

(2) Similarity measurement based alignment. Given the extracted event
elements (i.e., feature modalities) for each new article and image, we adopt a
similar manner [15] to deal with the heterogeneity by defining their respective
similarity measurement. The measurement on time, location, user, tags, title
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is the same as in [15], based on Gaussian function, Haversine formula, binary
indicator, Jaccard index, WordNet, respectively. For the news articles, we exploit
the tf-idf model to measure their similarities. To measure the similarities between
the images, we exploit cosine similarity on the fully connected layers in vector
forms of the VGG net [8] and Places205-AlexNet [20], and the feature modalities
are denoted as V isualO (O) and V isualP (P ), respectively. For clarity, we
exploit Xm to denote a unified feature modality for the textual news articles,
and use Y m to denote the one for the Flickr images.

3.2 Cross-Domain and Cross-Modality Transfer Learning (CDM)
Model

In the context of MMED, there are several transfer scenarios given domains X
and Y, and we devise their objective functions respectively.

(1) Y→ Y (in-domain and in-modality, cross social media users).

min
Zm

Y Y

1
2

MY∑

m=1

‖Y m − Dm
Y Zm

Y Y ‖2F + α

MY∑

m=1

‖Pm
Y Zm

Y Y ‖2F (1)

where the first regularization term aims to achieve the smallest reconstruction
error, and the second one exploits the geometry structure underlying the dic-
tionary. The symbols Y m and Dm

Y are consistent with the previous. MY is the
number of feature modalities in domain Y . Pm

Y is the distance matrix among
the bases of dictionary Dm

Y on feature modality m. Zm
Y Y is the coefficient of the

data samples corresponding to the dictionary Dm
Y .

(2) X→ X (in-domain and in-modality, cross news media sites). The objec-
tive function can be obtained by replace “Y” with “X” of Eq. (1).

(3) X→ Y (cross domains and modalities).

min
Zm

XY

1
2

MC∑

m=1

‖Y m − Dm
XZm

XY ‖2F + α

MC∑

m=1

‖Pm
X Zm

XY ‖2F (2)

where the symbols Y m, Dm
X are consistent with the previous. MC is the com-

mon feature modalities between the two domains, and Zm
XY denotes the specific

coefficient in the scenario of X → Y . Note that there is not any label knowledge
in the target domain Y being exploited in this scenario.

(4) Y→ X (cross domains and modalities). The objective function can be
obtained by replace “Y” with “X” and “X” with “Y” of Eq. (2).

The objective functions of the CDM models are convex corresponding to
Zm
Y Y , Zm

XX , Zm
XY , Zm

YX , respectively, which can be solved by using gradient
decent.

3.3 CDM for Event Discovery

The event labels can be identified based on the smallest residual [16] correspond-
ing to the event-class-specific dictionaries. For illustration, we take the scenario



520 Z. Yang et al.

of Y → Y as an example. More specifically, we separate the dictionary bases
according to their event labels, and obtain the event-class-specific dictionaries,
(Dm

Y )E1 ∈ R
d×nE , (Dm

Y )E2 ∈ R
d×nE ,..., (Dm

Y )EK
∈ R

d×nE , where K is num-
ber of events, and nE is the number of data samples being exploited for each
event. For a given test sample Y(t) whose representation on feature modality m
is denoted by Y m

(t), the event-class-specific coefficient corresponding to an event-
class-specific dictionary can be denoted by (Zm

Y Y )Ei
, which can be achieved as

follows:

min
(Zm

Y Y )(Ei)

1
2

MY∑

m=1

‖Y m − (Dm
Y )(Ei)(Z

m
Y Y )(Ei)‖2F + α

MY∑

m=1

‖(Pm
Y )(Ei)(Z

m
Y Y )(Ei)‖2F

(3)
Furthermore, we calculate the reconstruction residual R(Ei)(Y(t)) for Y(t) as

follows:

R(Ei)(Y(t)) =
MY∑

m=1

‖Y m
(t) − (Ỹ m

(t))(Ei)
‖2F , where (Ỹ m

(t))(Ei)
= (Dm

Y )(Ei)(Z
m
Y Y )(Ei)

(4)
where (Ỹ m

(t))(Ei)
is the event-class-specific reconstruction of the test sample based

on the event-class-specific dictionary and coefficient.
Finally, we can identify the event labels according to the smallest reconstruc-

tion residual as follows:

E(t) = min
Ei

R(Ei)(Y(t)), e ∈ {1, ...,K} (5)

4 Experiments

In this section, we introduce the dataset collected for the MMED tasks, specify
the experiments settings and performance metrics, and evaluate the performance
of the approaches.

4.1 Dataset

The dataset consists of data samples from two domains, i.e., online news media
and social media. The preliminary version consists of 100 real-world events,
denoted as MMED100, which will be released subsequently (it is available upon
request now). MMED100 includes 9,722 news articles collected from hundreds of
data sources, such as Yahoo News, Google News, Huffington Post, CNN News,
New York Times, NBC News, Fox News, Washington Post, The Guardian, etc.,
and 23,500 images shared by 269 Flickr social media users. In particular, we
divide MMED100 into two subsets, i.e., a seed set and a test set. The seed set
consists of 10 data samples from each event and each domain, resulting in 1,000
news articles and 1,000 Flickr images. The rest of the data samples are included
in the test set.
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4.2 Evaluation Metrics and Baselines

We exploit NMI and F1 metrics for evaluations, which range from 0 to 1, and
a large value is preferred. The baselines include a number of recently proposed
approaches on data representation learning, transfer learning, and event detec-
tion, such as MMF [18], SDR [2], LLRR [17], LSDT [19], DGNMF [15], etc.
The approaches can be applied seamlessly on the feature vectors achieved after
aligned by using the dictionaries. For the different transfer scenarios, the corre-
sponding dictionaries will be exploited.

4.3 The Best Performance Achieved by the Approaches

The best performance of the proposed approach and the baselines are summa-
rized in Table 1. From the table we can observe that the proposed CDM model
outperform the state-of-the-art baselines on the MMED task in terms of both
NMI and F1 metrics in the four scenarios. The experimental results demonstrate
the effectiveness of the proposed CDM model for the MMED tasks.

Table 1. The best performance of the approaches

Scenario Y → Y X → X X → Y Y → X

Metric NMI F1 NMI F1 NMI F1 NMI F1

MMF 0.5139 0.2288 n.a n.a n.a n.a n.a n.a.

SDR 0.5403 0.3811 0.3594 0.2918 0.3919 0.1892 0.2278 0.0824

LSDT 0.6757 0.4295 0.4420 0.2065 0.6960 0.4608 0.3964 0.1490

LLRR 0.7265 0.4521 0.3951 0.1165 0.7313 0.4658 0.4496 0.1631

DGNMF 0.7534 0.5617 0.7034 0.4600 0.6630 0.5305 0.4156 0.1986

CDM 0.8394 0.6815 0.8176 0.6615 0.7772 0.5508 0.5214 0.2432

4.4 Evaluations on the Transfer Scenarios of Cross-Domain
and Cross-Modality

To simply the discussion, we only evaluate the performance on NMI in this and
the following subsections. In the transfer scenario of cross-domain and cross-
modality, domain X (textual articles from online news media) is used to recog-
nize the events in domain Y (visual images from social media), and vice versa.
The challenging problems are two-fold. Firstly, the data modalities (i.e., textual
data and images) are heterogeneous. Secondly, there are not any label knowledge
in the target domain being exploited. We evaluate the impact of nE on CMD
in the two scenarios in Fig. 1, from which we can observe that Time feature is
the most effective one in the two transfer scenarios. The reason relies that Time
feature can be aligned more accurately. Location is not discriminative due to its
incompleteness, because more than 86% of them in domain Y are missing.
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Fig. 1. Evaluating CDM in X → Y and Y → X.

5 Conclusion

In this work, we elaborate the task of MMED, aiming to organize the multi-
domain and multi-modality data according to real-world events. To this end, a
CDM model is proposed from the perspective of transfer learning to make full
use of the heterogeneous feature modalities possessed by the multi-modality data
that are contributed by professional journalists and amateur social media users.
Entensive experiments demonstrate the effectiveness of the proposed MMED
models in different transfer scenarios. In particular, we release a real-world
dataset, denoted as MMED100, which can hopefully be used to promote the
research on the topic of event detection, especially from multiple data sources,
and to inspire more real-world applications.
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Abstract. Data consistency is one of the central issues of data quality man-
agement. Content-related conditional functional dependencies (CCFDs) are
practical techniques for data consistency. CCFDs catch inconsistencies by
putting content-related data together. Specially, repairing sequence plays a key
role in consistency repairing. Some repairing sequences may bring unexpected
results (e.g., incorrect repairs and results with extra repairing-cost). Hence,
reasonable repairing sequences are advocated and readily supported by com-
mercial system for better performance. To meet this need, this paper present a
method of determining repairing sequence of inconsistencies in content-related
data. (1) We present repairing sequence graph about CCFDs to select the
inconsistencies which should be repaired preferentially. (2) We analyze the
repairing mutex and discuss the interaction between repairing sequence and
repairing mutex. (3) We proof that the problem of determining repairing
sequence with minimum repairing-cost is NP-complete so that our method
heuristically finds the appropriate repairing sequence. Our solution performs to
be effective by empirical evaluation on three datasets.

Keywords: Data quality management � Content-related data � Repairing
sequence � Consistency repairing

1 Introduction

Data consistency is one of the central issues about data quality management [1, 2].
Dirty data inflicts a daunting cost, e.g., it costs US businesses over $600 billion
annually [3]. Errors in the data are typically detected as violations of constraints such as
conditional functional dependencies (CFDs) [4, 5] ðX ! A; tpÞ which catch violations
under specified conditions by using enforced patterns of semantically related constants.
Further, Real-life data are content-related that can be utilized for data consistency
analysis. Du et al. [6] presented content-related conditional functional dependencies
(CCFDs) for inconsistencies detection by putting content-related data together.

Among techniques for solving inconsistencies, optimal repairing computation is
well studied. It aims to repair an inconsistent instance by minimally modifying it w.r.t.
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some cost measure, so as to get a new instance satisfying constraints. Existing algo-
rithms [7] for optimal repairing computation mainly concern about how to select
target-values for repairs. On the other hand, repairing sequences are regarded as another
factor impact on the repairing quality. For example, an inappropriate repairing
sequence may bring incorrect repairing results, extra repairing cost or repairing mutex.
Hence, we contend that it is necessary to develop algorithms for repairing
content-related data with reasonable repairing sequences.

Example 1. Figure 1 shows the relation schema R with records from the 1994 US
Adult Census database that contains name (NM), Year, marital status (MS), gender
(Gen), family relationship (FR), spouse’s name (SN), work class (WC), and salary level
(SL). The highlighted cells are error values violating the actual world and the values in
brackets are truth values. The following CCFDs are defined over R.

w1:ðNM jYear ! MS; ScÞ ScfSc0f“Joe”; “Ada”g
w2:ðMS jGen ! FR, ScÞ ScfSc0f“married”g; Sc1fSinglegg
w3:ðFRj ! MS, ScÞ ScfSc0f“husband”, “wife”gg

w1 shows that, for the couple Joe and Ada, their “Year” determines their marital
status. For example, their marital status in 1971 must be with the same value. Due to
the spousal relationship of Joe and Ada, w1 puts their records together for consistency
analysis. So do w2 and w3. Hence, CCFDs contribute to consistency analysis in
content-related data.

w1–w3 are employed to detect inconsistencies. Tuples t1, t5–t8 violate w1: t1[NM],
t5–8[NM] 2 Sc0 of w1, t1,5–8[Year] = “1971”, but t1;7½MS� ¼ “married” 6¼ t5;6;8½MS� ¼
“single”. With the same way, w2 detects two group of inconsistencies as (1) t1–t3 and
(2) t5; t6; t8. w3 detects the inconsistencies about t2, t3, t7–t9.

Fig. 1. The records from 1994 US Adult Census database
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Next, we employ optimal repairing computation for solving these inconsistencies,
e.g., for inconsistencies t1, t5–t8 detected by w1, we correct t1[MS] with “single” rather
than correct t5–8[MS] with “married”. Because it makes fewer modifications for
repairing t1 than t5–t8.

On the other hand, repairing sequences have influence on repairing results. Dif-
ferent repairing sequences may lead to disparate repairing results. For illustration, we
assume three repairing sequences rs1–rs3 shown in Fig. 1. rs1: w1 ! w2 firstly mod-
ifies t1,7[MS] with “single”. It also corrects the inconsistencies violating w3. After that,
inconsistencies t5–t8 are detected by w2 and modified with “unmarried”. rs1 corrects all
the inconsistencies to truth values and makes 2 cell-modifications. rs2: w3 ! w1 ! w2
makes a repairing result as t5,6,8[MS] = “married”, t1[FR] = “husband” and
t5,6[FR] = “wife”. Although the result is consistent, it is incorrect because Joe and Ada
are single respectively in 1971. Compared to rs1, rs3: w2 ! w1 ! w2 leads to a correct
result, but needs 2 more cell-modifications that rs3 modifies t1[FR] with “husband”
temporarily and recovers it to “unmarried”. Hence, rs3 makes extra repairing cost.

Besides, constraints themselves may be mutexes in repairing. w1;w3 share the
common inconsistencies t7, t8. w1 modifies t7,8[MS] with “single”. While w3 modifies
them with “married”. The repairing strategies of w1 and w3 are mutexes. And either
strategy won’t singly satisfies both w3 and w3 at the same time.

As above, inappropriate repairing sequences will reduce the accuracy and efficiency
of data repairing. Hence, reasonable repairing sequences are necessary to solve these
problems.

Although some previous works have been proposed to manage minimum-cost
repairing in [7], they ignored the content-relationship of data and repairing sequences
for inconsistencies. In contrast, by analyzing the interaction of CCFDs, we propose a
method of determining reasonable repairing sequences for inconsistencies repairs in
content-related data.

In this paper, we research in determining repairing sequence with the following
challenges.

(1) Determining Repairing Sequence. Which inconsistencies should be repaired
preferentially is a core issue since inappropriate repairing sequences may bring
problems (e.g., incorrect repairing, extra-cost repairing and repairing mutex). And
it is intractable to determine reasonable repairing sequences based on numerous of
CCFDs.

(2) Solving Repairing Mutex. For the common error tuples over CCFDs, repairing
mutex will emerge if the repairing target values are conflict. However, it is dif-
ficult to select appropriate target values satisfying all the CCFDs.

Furthermore, these two challenges are not independent. They can be mixed to
become a more complicated problem.

Contribution. We focus on both accuracy and efficiency of determining repairing
sequence for inconsistencies repairing.

– We investigate fundamental problems associated with determining repairing
sequence in minimum-cost repairing, e.g., we proof that the problem of
minimum-cost repairing is NP-complete.
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– We present definition of repairing sequence graph by analyzing the relationship of
CCFDs. It helps to compute the inconsistencies which should be repaired
preferentially.

– We analyze the problem of repairing mutex. Further we discuss the problem mixed
with repairing sequence determination and repairing mutex.

– Using 2 real-life datasets and 1 synthetic dataset for large scale data, we show the
effectiveness and efficiency of our solution.

Organization. We introduce the related works in Sect. 2. Next, we introduce some
basic notions and analyze the problem of minimum-cost repairing with CCFDs in
Sect. 3. In Sect. 4, we propose a workflow for determining repairing sequence. Then
we give the detail algorithms of determining repairing sequence (including repairing
sequence graph and solving repairing mutex) and computing target-values for repairs
respectively in Sects. 5, 6. The experiments results are shown in Sect. 7. Finally We
draw a conclusion in Sect. 8.

2 Related Work

Our work finds similarities to three lines of the works: (1) integrity constraints,
(2) content-related data, (3) repairing strategy.

First, integrity constraints [1] are critical techniques of data quality management.
Functional dependencies (FDs) [8], conditional functional dependencies (CFDs) [4, 5]
have been already proposed and proved effective in consistency cleaning. Interlandi
and Tang [9] presented a method how to prove which data was positive or negative
with Sherlock rules and reference table. eCFDs [10] demonstrates the CFDs can be
combined. Moreover, to solve inconsistencies in content-related, Du et al. [6] presented
content-related conditional functional dependencies (CCFDs) which solved consistency
by putting content-related data together.

Second, the content-relationship of data can be adopted to catch potential errors.
Volkovs et al. [11] researched in continuous data cleaning that permitted both the data
and its semantics to evolve and suggested repairs based on accumulated evidence to
date. Prokoshyna et al. [12] proposed a cleaning method in quantitative and logical data
with metric FDs. Besides, the content-relationship can be applied in distributed data
[6, 13], even big data [14].

Third, cleaning strategy explains the detail of implementation in repairing and has
direct influence on repairing performance. Cong et al. [15] resolved violations by
changing values for attributes in both the premise and conclusion of constraints. Wang
and Tang [16] presented repairing tags to control repairs which modified errors only
once. Geerts et al. [17] proposed a method of computing repairing sequences according
to cells-distribution.

Additionally, consistency technique are widely employed in data cleaning systems
such as [18, 19].

So far, works about determining repairing sequence are still from sufficiency, even
in content-related data over CCFDs. To meet this need, we do researches associated
with this problem.
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3 Sequential Repairing

In this section, we introduce some basic notions including (1) a review of CCFDs, a
class of consistency constraints for content-related data, (2) the raise of repairing cost, a
measurement method for content-related data, and (3) the definition of repairing
sequence, a strategy for valid repairing. Finally, we propose the problem statement of
determining repairing sequence for minimum-cost repairing over CCFDs.

3.1 Content-Related Conditional Functional Dependencies (CCFDs)

Given a relation schema R, all of the attributes sets over R are attr(R) and the domain of
attribute A is dom(A).

CCFDs. A content-related conditional functional dependency over R is defined by
w: ðCjY ! A; ScÞ, where (1) C is the conditional attributes, Y is the variable attributes,
C and Y are separated by “|”, C,Y � attr(R) and C \ Y = ∅. C [ Y is denoted as LHS
ðwÞ, and single attribute A is denoted as RHS ðwÞ; (2) Y ! A is a standard FD; (3) For
tuple sample t0 – ts, we denote content-related value conditional set by
Sci ¼

S
i¼0 to s

fti½C�g. And Sc is the set of Sci, Sc = [ {Sci}. The number of tuples which

support w is denoted by sup ðwÞ.
The instances of CCFDs are shown in Example 1. CCFDs show that, for

content-related data, they may express consistent semantics although they have dif-
ferent conditional values.

Semantics. To explain how a relation D over schema R satisfies CCFDs, we formalize
the semantics of CCFDs.

A relation D satisfies a CCFD w: ðCjY ! A; ScÞ if and only if for all pairs of tuples
ti, tj 2 D, ti[C], tj[C] 2 Sci, ti[Y] = tj[Y], and ti[A] = tj[A]. Then we denote D satisfying
w as D�w, otherwise w is a violated CCFD. R is a CCFDs set over R. For 8w 2 R, if
D�w, we say D satisfies R and denote it as D�R.

Remark. In this paper, we only consider the CCFD w with disjoint Sci of Sc where, for
8Sci, Scj 2 Sc, Sci \ Scj = ∅. Hence, the conditional values will not be combined
duplicately.

3.2 Repairing Cost for Content-Related Data

Repairing cost is one of central factors of evaluating data repairing. For one thing, it
increases by considering content-related data which enhances the confidence of the
data. For another, for the data dominated by different CCFDs, their contentrelated data
may result in varieties of repairing costs. In this paper, we present a repairing-cost
model to measure the cell-modifications for content-related data over CCFDs.

Given a relation D and a CCFD w: ðCjY ! A; ScÞ, t is an inconsistent tuple vio-
lating Sci 2 Sc. v is a target tuple with only distinguished value on A from t. We will
explain how to select v in Sect. 6. Next, we will discuss the repairing cost of repairing
t with v.
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Repairing Weight. For an inconsistent tuple t violating Sci, we define the weight x of
repairing t as

xðt;wÞ ¼ jrC¼t½C�;Y¼t½Y �ðDÞjP
ti½C�2Sci

jrC¼ti½C�;Y¼t½Y �ðDÞj
: ð1Þ

Here, jrC¼t½C�;Y¼t½Y �ðDÞj is the frequency of the inconsistencies with C = t[C] in
D.

P
ti½C�2Sci

jrC¼ti½C�;Y¼t½Y �ðDÞj is the number of all the content-related data about

t. Repairing weight describes the impact of content-related data on t. Higher xðt;wÞ is,
more confident t is and more cost it takes for repairing.

Repairing Cost. In practice, an inconsistent tuple may violate several CCFDs at once.
Rt is the violated CCFDs set about t. Repairing cost for t over Rt is defined as

costðt; v;RtÞ ¼
X
wi2Rt

xðt;wiÞ � Isrepairðt; vÞ ð2Þ

where Isrepair(t,v) is a discriminant function:

Isrepairðt; vÞ ¼ 1 if t½A� 6¼ v½A�;
0 otherwise:

�
ð3Þ

Isrepair(t, v) shows that if t[A] 6¼ v[A], t[A] will be corrected to v[A].
For relation D and CCFDs set R, vio ðD;RÞ returns all the inconsistent tuples

violating R in D and D0 is the repaired relation for D. The repairing cost for D is

costðD;D0;RÞ ¼
X

t2vioðD;RÞ
costðt; findcðR; tÞ; findtðD0; tÞÞ: ð4Þ

Here, findc ðR; tÞ is used to find violated CCFDs set Rt about t from R. findt(D′; t)
finds the target value t′ for t from D′.

Example 2. In a review of Example 1, inconsistent tuple t7 violates Rt7 ¼ fw1;w3g and
xðt7;w1Þ ¼ 2=5 ¼ 0:4, xðt7;w3Þ ¼ 0:6. If we consider v7 with “single” as the target
value, then cost ðt7;Rt7 ; v7Þ ¼ 0:6.

3.3 Problem Statement

In actual world, it is difficult to correct all the error data completely, especially with
unknown ground truth, so that optimal repairing computation becomes a valid solution
instead. Based on the repairing-cost model in preceding, in this paper, we formally state
our problem in terms of determining repairing sequence about CCFDs with
minimum-cost repairing.
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Definition 1. For repairing relation D, a repairing sequence (rs) about CCFDs R is
defined by rs: wi ! . . . ! wm where wi;wm 2 R.

Repairing sequence rs starts with repairing inconsistencies violating wi till wm. |rs|
is denoted as the number of CCFDs in rs.

Without lose of generality, we first introduce repairing sequence determination with
minimum-cost repairing. Then we state our problem of determining repairing sequence
with fixed target values.

Given a relation D and CCFDs set R, repairing sequence determination with
minimum-cost repairing is to find repairing sequence rs which repairs D to D′, for
which D0 �R and cost ðD;D0;RÞ is minimum. And this problem is intractable as
described in Lemma 1.

Lemma 1. For a constant C, the problem of repairing, if there exists a repairing
sequence rs which makes D′, whose cost ðD;D0;RÞ is at most C, is Rp

2-complete
ðNPNPÞ.

Fan et al. [20] proved that the problem of minimum-cost repairing with CFDs is
Rp
2-complete. This problem converts to our problem within PTIME. The computation

complexity of our problem is Oððnn � jRjÞjrsjÞ where n is the number of tuples in D.
Moreover, if the target value could be automatically fixed by repairing strategy, the

repairing sequence determination problem can be simplified.

Problem Statement. To find a repairing sequences rs which repairs D to D′ with the
fixed target values, for which D0 �R and cost ðD;D0;RÞ is minimum.

Theorem 1. The problem of determining repairing sequence in minimum-cost
repairing with fixed target values is NP-complete and the computation complexity is

OðjRjjrsjÞ.
Proof. Minimum-cost repairing with CFDs has been proved as NP-complete in [7],
which our problem can be converted into within H (|Sc|) since CCFDs extends from
CFDs, where |Sc| is the number of conditional values in Sc. The proof is provided by
reduction from [7].

For illustration, we propose an algorithm of computing target values automatically
in Sect. 6. It allows us to concern about only how to determine repairing sequence,
besides target value assignment.

4 Inconsistencies Repairing

Our work is to determine a reasonable repairing sequence. In this section, we first
describe the workflow for repairing sequence determination. Then we briefly explain
how to detect violated CCFDs.

4.1 Overview

Given relation D and CCFDs set R, as shown in Fig. 2, our workflow contains three
components: (1) inconsistencies detection which catches violated CCFDs from R,
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(2) repairing sequence determination which computes the CCFDs which should be
repaired preferentially using repairing sequence graph and analyzes repairing mutex,
(3) target value selection which implements repairing strategy.

Algorithm 1 shows the process of our workflow. Line 2 uses inDet ðD0;RÞ to detect
violated CCFDs which is introduced in Sect. 4.2. In Line 5–6, RSDet ðR0Þ and inRep
ðD0;PRSÞ determine which CCFDs need to be repaired and repair the inconsistencies
respectively, which will be described in Sects. 5 and 6.

Remark. For our workflow, we make descriptions from the following two factors:

(1) Detection Results. Our detection returns violated CCFDs R0, but not inconsistent
tuples. We only care the preferentially repaired CCFDs PRS which contributes to
selecting the inconsistencies to be repaired first. So that it is waste to repair
inconsistencies violating R0 �PRS.To compute the CCFDs which should be
repaired preferentially, it is unnecessary to return all inconsistent tuples. And our
workflow will terminate if the repaired relation is consistent.

(2) Iterative Implementation. Our workflow detects and repairs inconsistencies iter-
atively. Each iteration returns the CCFDs which should be repaired currently as
partial repairing sequence. And we obtain the entire repairing sequence by
summing all the iterations.

Fig. 2. The workflow for data repairing

Determining Repairing Sequence of Inconsistencies 531



4.2 Inconsistencies Detection

This component catches the violated CCFDs R0 from R. To accelerate this process, we
detect inconsistencies with Lemma 2.

Lemma 2. Given a CCFD w : ðCjY ! A; ScÞ, a relation D�w if and only if, for
8Sci2Sc, j

S
t½C�2Sci

pYrC¼t½C�ðDÞj ¼
S

t½C�2Sci
pY [ArC¼t½C�ðDÞj where pYrC¼t½C�ðDÞ) is the

projection on Y over D in the condition that C = t[C].
S

t½C�2Sci
pYrC¼t½C�ðDÞj is the

number of distinct tuples in pYrC¼t½C�ðDÞ.
Compared with the semantics in Sect. 3.1, Lemma 2 only analysis the number of

tuples on Y and Y [ A, but not all pairs of tuples.

5 Determining Repairing Sequence

To determine a reasonable repairing sequence, we present repairing sequence graph.
Then we analysis repairing mutex problem and discuss the interaction between
repairing sequence and repairing mutex.

5.1 Repairing Sequence Graph

The detected violated CCFDs are related. One CCFD may dominated by the others so
that its violations should be repaired after others. Thus, we present repairing sequence
graph to solve this problem.

Definition 2. Given CCFDs set R, the repairing sequence graph on R is defined by
GR ¼ ðV ;EÞ where V ¼ R. For 8wi;wj 2 R, if RHS ðwiÞ � LHS ðwjÞ, there exists an
edge eij ¼ ðwi;wjÞ from wi pointing to wj and E ¼ S

i;j2jRj
feijg.

Example 3. The repairing sequence graph GR on R is shown in Fig. 3. w2 is dominated
by w1 and w3.

In practice, the CCFDs with no indegree are not dominated by any other CCFDs so
that they can be repaired preferentially. This contributes to avoiding incorrect repairs
and extra-cost repairs. If there exists no CCFDs with no indegree, we heuristically
select the CCFDs with current minimal cost from the violated CCFDs by Theorem 1.

Fig. 4. The repairing sequence determinationFig. 3. The repairing sequence graph
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Theorem 2. Given a violated CCFD w 2 R0, w must be a CCFD with no indegree of
GR0 if there is no w0 2 R0 with RHS ðw0Þ � LHS ðwÞ.
Proof. RHSðw0Þ � LHS ðwÞ describes that w0 dominates w. There is no w0 dominating w
in R0. It equals that w are not pointed by any edges so that w is a CCFD with no indegree.

Theorem 2 discovers CCFDs with no indegree no matter whether we know the
detail of GR0 or not. It can facilitate the process for determining repairing sequence.
Additionally, repairing sequence graph may change after each iteration completes so
that it need to be recalculated.

5.2 Repairing Mutex

For the CCFDs violated by the same inconsistencies, their repairing strategies may be
conflict, which results in repairing mutex.

Definition 3. For 8w;w0 2 R, RHS ðwÞ ¼ RHSðw0Þ and inconsistent tuple t, if v; v′ are
repairing target values about w;w0 on t. If v[A] 6¼ v′[A], then R are repairing mutex.

As described in Example 1, R0 ¼ fw1;w3g is repairing mutex because of the dif-
ferent target values (vw1

[A] = “single” 6¼ vw3
[A] = “married”).

Repairing mutexes are caused by conflicted repairing strategies, but not error data.
In condition of unknown target values for the same inconsistence, the violated CCFDs
with same RHS will be mutexes potentially. Hence, we need to put these CCFDs
together and select a common target value for them.

Remark. Repairing sequence graph and repairing mutex are not independent. The
relationship of CCFDs may affect repairing mutex. As shown in Fig. 4, although w1
and w3 connected with dotted line share the common inconsistencies t7, t8. While w3 is
indirectly dominated by w1 through RHS ðw1Þ � LHSðw2Þ and RHS ðw2Þ � LHSðw3Þ.
With inconsistencies violating w1 being repaired, the repairing mutex about w1 and w3
will disappear automatically. Hence, it is a fake repairing mutex indeed. In practice, we
only need to concern about the relationship of mutex about CCFDs with no indegree
since they won’t be dominated by others. We select w1 to be repaired in Iteration 1 and
w2 in Iteration 2. Consequently the repairing sequence is rs: w1 ! w2.
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Algorithm 2 shows how to select the preferentially repaired CCFDs in one iteration.
According to Lemma 2, Line 2 uses findNoInd ðR0Þ finds all CCFDs with on

indegree. In Line 4, findRepMut ðRNIÞ finds all repairing mutexes in RNI .
Minimum-cost repairing is NP-complete so that we employ a heuristic method find-
MaxSup ðR0Þ to select the CCFD with the maximum support to be repaired in Line 8
and omit the detail of findMaxSup ðR0Þ.
Computing Complexity. findNoInd ðR0Þ; findRepMut ðRNIÞ; findMaxSup ðR0Þ cost
HðjR0j2Þ, HðjR0j2Þ and Hðn� jR0jÞ respectively for computation. The upper bound of
R0 is R so that the computing complexity of RSDet is Oðn� jRjÞ.

6 Repairing Target Value

As description in Sect. 3.3, minimum-cost repairing problem is Rp
2-complete. To

simplify this problem to NP-complete, we propose a method to fix repairing target
values. Moreover, it is still intractable to obtain a exact solution so that our method
heuristically compute the target values in Algorithm 3.

findInc ðD0;PRSÞ in Line 1 computes all inconsistent tuples violating CCFDs of
PRS in D′. In Line 4–7, S = findCD(t, D′, PRS) finds all content-related tuples about
t over R from D′. pRHSðRRSÞðSÞ is a projection operation about S over attribute RHS
ðRRSÞ. minCTV (S; V) select target value v for S from V. repair(D′, S, v) repairs S with
v and updates D′ with S.

Computing Complexity. findInc(D′, PRS), S = findCD(t, D′, RRS) and minCTV (S, V)
cost Hðn2 � jPRSjÞ, HðjSj � jRRSjÞ, and HðjV jÞ respectively for computation. And the
computing complexity of TVSel is Oðn2 � jRj2Þ.
Proposition 1. Based on the fixed target values assigned by the heuristic method, the
minimum-cost repairing problem is terminated.
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For the repairing sequence graph with circle (e.g., wi ! wj ! . . . ! wi), the
inconsistencies about wi may be modified repeatedly. While the modifications is no
more than n and terminate finally.

7 Experimental Results

In this section, we experimentally evaluate the performance of our solution on three
datasets.

7.1 Experimental Setting

Dataset. We use two real-life datasets and a synthetic dataset for our experiments
including (1) Adults1 which contains 1994 US Census information with 48842 record
on 15 attributes, (2) HOSP2 which is taken from US Department of Health & Human
Services with more than 200K records on 17 attributes, (3) hAdults which is a synthetic
dataset over the schema of Adults and is composed with 120K records using average
domain of attribute avgdom(A) = 5.

Rule. We design two rule-sets using CCFDs discovery method in [21] which searches
for all CFDs by 2-level lattice and combines CFDs of the same C|Y ! A. The rule-sets
Adults (hAdults) and HOSP contain 41 and 57 CCFDs separately. Based on these two
rule-sets, the domain experts produced fixing rules artificially according to their
understanding of the violations.

Algorithms. In our experiments, we compare three algorithms CR, CN, CF and Fix. To
illustrate the content-related relationship of data,CR andCF repair the data with repairing
sequence determination respectively over CCFDs and CFDs. CN is a naive algorithm
which repairs all detected inconsistencies by CCFDs in each iteration without using
repairing sequence graph. Fix employs fixing rules iteratively without using repairing
sequences. A cell is a value of a tuple on one attribute. And we adopt recall (R), precision

(P), and F-measure for accuracy measurement where recall = correctly repaired cells
actual error cells ,

precision = correctly repaired cells
total cells and F-measure = 2RP

RþP.

Our experiments ran by using Intel Core i7-2600 (3.4 GHz) with 8 GB of memory
in Java program. Each experiment were repeated 5 times, and the average is reported
here.

7.2 Experimental Performance

We investigate the performance in three factors: accuracy, running time and iteration.
We evaluate our solution from the following two aspects: (1) the overall perfor-

mance and (2) the scalability.

Exp-1: Overall Performance. Table 1 shows the repairing performance of CR, CN,
CF and Fix for comparison. Totally, all the algorithms make high recall over 0.7.
Compared with CN, CR increases the recall by 10.8% since a reasonable repairing
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sequence attributes to avoiding incorrectly repairs. Content-related data also assists in
inconsistencies repairing by comparing CR with CF. Note that CR makes a low pre-
cision (0.03) and a high recall (0.933) on HOSP. It reflects a high-quality dataset itself
is great benefit to repairing. Fix makes an excellent performance due to their negative
patterns.

We observe the running time of different components. As shown in Fig. 5(a),
determining repairing sequence (rsDet) takes nearly 5% of running time. Without
repairing sequence, CN makes a big deal of computation for target value selection
(TVSel). Some of these computation may be reduplicated, which leads to extra
repairing cost and running time. Hence, repairing sequence can facilitate the efficiency.
Additionally, inconsistencies detection (IncDet) with CCFDs takes more time than
CFDs because of considering content-related data. Fix takes the fewest time repairing
inconsistencies with the optional target values in patterns. However, generation of
fixing rules consumes large volume of manual work.

Figure 5(b) and (c) show the iteration information. In Fig. 5(b), although CN repairs
all detected inconsistencies, these repairs may also bring new inconsistencies attribute to
incorrect modifications so that it takes 4 iterations. For HOSP, it makes the most
iterations due to its most CCFDs which generates the repairing sequence graph with the
most vectors. And violations are repaired only once in Fix. Figure 5(c) shows that the
recalls of CR and CF trends to be stable respectively in Iterations 7 and 8.

Exp-2 Scalability. As shown in Fig. 5(d)–(i), we investigate the scalability of algo-
rithms with 4 parameters: (1) the number of rules, (2) the number of tuples, (3) noise
ratio and (4) average domain of attribute.

Figure 5(d), (e) and 5(f) shows the recall, the F-measure and the running time of
repairing sequence determination by varying the number of rules. With the increasing
number of rules, triple of recall, F-measure and running time rise smoothly. CR almost
keeps a high recall over 0.85 and a high F-measure over 0.03. It shows high accuracy of
CR in inconsistencies repairing.

We observe the running time of repairing sequence determination by varying the
number of tuples in Fig. 5(g). In our experiment, we varied the number of HOSP,
hAdults quadratically and uniformly respectively. And the running time ran smoothly,
which indicates the stability of our solution.

In Fig. 5(h), we add noise data by modifying the tuples to be incorrect. With tuples
on LHS of rules fixed, their attributes on RHS are modified to be conflicted with others.
With increasing noise ratio, CR is slightly influenced. Hence, the methods using
repairing sequences for content-related data are effectiveness.

Table 1. Accuracy of Algorithms on Datasets

Recall Precision F-measure
Adults HOSP hAdults Adults HOSP hAdults Adults HOSP hAdults

CR 0.876 0.933 0.857 0.058 0.030 0.100 0.109 0.060 0.180
CN 0.768 0.867 0.743 0.051 0.028 0.087 0.096 0.054 0.156
CF 0.739 0.851 0.703 0.043 0.026 0.082 0.081 0.050 0.147
Fix 0.901 0.945 0.889 0.067 0.041 0.112 0.125 0.082 0.199
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For synthetic dataset, we control the distribution of data by varying average domain
of attribute. It is useful to analyze big data consistency by using a small data sample. As
shown in Fig. 5(i), CN and CF decrease rapidly when avgdom(A) > 5.5. And our
solution are fit to be extended to big data.

8 Conclusions

We have studied the problem of determining repairing sequence for inconsistencies
repairing in content-related data. This paper discusses fundamental problems of
determining repairing sequences with minimum repairing-cost. To compute a reason-
able repairing sequence, we present repairing sequence graph and solve the repairing
mutex problem. Our future work contains (1) extending our method to big data (e.g.,
Hadoop), (2) investigation in constraints repairing which allows to correct inappro-
priate rules rather than records.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 5. The experimental performance
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