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Tax Efficiency of Czech Insurance Undertakings . . . . . . . . . . . . . . . . . . 117

Hana Bártová
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Vojtěch Müllner

Relationship Between the Company Size and the Value: Empirical

Evidence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

Přemysl Krch

A Note on the Gordon Growth Model with Taxes . . . . . . . . . . . . . . . . . 153

Olga Belomyttseva, Larisa Grinkevich, and Anastasiia Grinkevich

Indirect Valuation and Earnings Stability: Within-Company Use

of the Earnings Multiple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

Michal Kaszas and Karel Janda

Measurement of Profit Losses from Brand Damage: The Case

of an Unlisted Company . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
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The Impact of Corporate Income Taxation on
Location Choice of Investments: Separate
Accounting Versus Formula Apportionment

Hulya Celebi

Abstract This paper investigates the impact of separate accounting (SA) versus

that of formula apportionment (FA) on investment decisions in high- and

low-corporate income tax countries. As the investment decisions of multinational

enterprises are commonly taken by managers and not by owners, the focus is on the

impact of SA versus that of FA on the investment location decided by managers.

This is done within the framework of the principal-agent setting, where a Monte

Carlo simulation is carried out. Considering taxation under SA supports investing in

a less risky investment, even if it is located in the country with the highest tax rate.

In analysis of FA, allocation of the tax base based on formula and the cross-border

loss offset encourages investing in a risky investment. This is in line with the aim of

the European Commission regarding making investments more attractive and

supporting cross-border investments within the EU. These results also show that

the delegation of investment decisions to managers facilitates the investment in the

high-tax country, under both systems, SA as well as FA. As a contribution to the

literature reviewed, this study demonstrates that taking the differences in expected

returns of investments across the countries, as well as the risk-averse behavior of

investors, into account, reveals different impacts of taxation on the invested amount

under SA and FA.

Keywords Formula apportionment • Corporate income taxation • Principal agent •

Cross-border investment

Introduction

The proposal of the common consolidated corporate tax base (CCCTB), published

in March 2011 by the European Commission, caused a debate regarding formula

apportionment (FA) as an alternative to the existing separate accounting (SA) and
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triggered intensive discussions. With the latest proposal, the European Commission

stated that FA is still envisaged (European Commission 2016). The object of this

proposal is to solve the corporate income taxation dilemma within the EU, which

negatively impacts investments within the EU and the growth of the Single Market

(caused by, e.g., higher compliance and administrative costs, double taxation,

nontransparency regarding tax regulations, etc.). Tax competition across the mem-

ber states is another reason for this proposal, since the existence of 28 national

corporate tax regulations within the EU disadvantages every member state as well

as the EU as a whole (see, e.g., Devereux et al. 2002; Genschel et al. 2008; Eggert

and Haufler 2006; and Huizinga and Laeven 2008). In a first step, this CCCTB

proposal covers the harmonization of tax regulations and in the second step the

consolidation of taxable income and FA without the harmonization of tax rates

(European Commission 2016). Furthermore, the implementation of CCCTB will

lead to a considerable territorial enlargement and to an increased importance of the

FA practice, which is currently used in the USA and Canada.

SA means that the tax base of each corporate group member is taxed in its

country of registration. However, FA provides for the consolidation of the tax base,

which is then taxed in each country where the corporate group member is regis-

tered. The determination of the tax base in each country is undertaken according to

the FA factors (details of FA will be given in the next part).

In general, the importance of corporate income taxation regarding the location

and volume of investments as well as the profits earned by these has been examined

by various research studies within the framework of SA (e.g., Becker et al. 2005;

Devereux and Maffini 2007; Nicodème 2008; Dharmapala and Riedel 2013).

Studies investigating the relationship between the investment and the tax rate

changes under SA and FA show divergent results depending on the factors used for

the tax base allocation. For instance, the outcomes of Runkel and Schjelderup

(2011) show that changes in tax rates impact the investment of the whole corporate

group in the case of FA, whereas SA only impacts the investment in the country in

which the tax rate is changed. Moreover, Riedel (2010) considers labor as the sole

FA factor. This reveals that FA distorts companies’ behavior in the case of tax rate

changes that lead to relocation of labor from the country where the tax rate is

increased to the country with low tax rates. A further study (Riedel and Runkel

2007) extends its focus by considering a country where FA is not applied. Here, a

change in the tax rates leads to profit shifting to a country where FA is not applied.

Furthermore, Pethig and Wagener (2007) report in their study that the tax rate

changes depend on the elasticity of the FA factors, which can lead, for instance, to

excess taxation in the case of payroll apportionment. Another research study on

labor and sales as FA factors shows that FA leads to distortions of labor demand and

sales. This can result in dislocation of investments by merging with companies in

low-tax countries (Gordon and Wilson 1986). Moreover, Nielsen et al. (2010)

investigated the impact of tax rates when capital is used as the sole FA factor.

Here, they find out that FA enforces the cut in capital stock that depends on the

profits, costs of profit shifting, and tax planning behavior of the company.

2 H. Celebi



As shown above, literature investigating the impact of FA on investments does

not take into account that the investment decisions, especially in the case of

multinational enterprises (MNE), are delegated to managers (also called “investors”

or “decision makers”) and are not taken directly by the owners of the MNE. This

decision delegation requires an investigation of the managers’ investment behavior,

which is affected by their risk behavior as well as by the riskiness of the investment.

On the other hand, this delegation entails an interest conflict between the owners

and managers of MNE. As these factors have remained unconsidered so far in the

studies analyzing the impact of SA and FA on investments, the aim of this paper is

to answer the question: “How does corporate income taxation – under SA and FA –

impact the investment location decisions taken by managers?” Here, the principal-

agent setting (owners considered “principals” and managers “agents”) makes it

possible to analyze the investment behavior and this interest conflict.

To investigate the theoretical model, which is designed within the framework of

the principal-agent setting, a Monte Carlo simulation is conducted. So the impact of

SA and FA is analyzed by using the expected utility of the investments within the

framework of an investment location decision of an MNE between a high- and a

low-tax country. The reason for using the expected utility is that it takes the

riskiness of the returns on the investments and the risk behavior of investor into

account. The outcomes of the European Investment Bank (2013) show that there are

significant differences in the expected returns and variances across the member

states not only in the financial sector but also in the manufacturing sector. There-

fore, additionally to tax rates, this difference can provide further information

regarding the investment behavior and location.

The outcomes of the study show, when taxation is not considered, in the case of a

risk-averse investor, the less risky investment is preferred. This is in line with the

behavior of a rational decision maker. However, under SA, the risk aversion of the

investor overlaps with the impact of tax rates. Here, the less risky investment in

high-tax countries is expected to be more preferable, independent of tax rate

differences between the high- and low-tax countries. In contrast to SA, FA encour-

ages cross-border investments by sharing investments between the high- and

low-tax countries. This impact corresponds to the aim of the CCCTB regarding

making the investments within the EU more attractive by applying FA. This study

contributes to the existing literature focusing on tax rates by showing that economic

factors (like riskiness of investment returns) as well as the risk behavior of investors

also have to be taken into account. From the viewpoint of the impact of delegation

of investment decisions to managers, the results show that this delegation favors the

less risky investments in a high-tax country under both systems, where the impact

of SA is higher than that under FA. Without delegation, the risk-neutral behavior of

owners favors the investment with higher expected returns in a low-tax country,

where the investment location is chosen independently of the riskiness of the

expected returns.

The Impact of Corporate Income Taxation on Location Choice of Investments. . . 3



Theoretical Model

The model used in this study focuses on the behavior of the MNE’s manager as an

investor within the framework of the principal-agent setting. The aim of the risk-

averse manager is to maximize the expected utility of the investment by choosing

the optimal level of investment concerning its location. Here, the theoretical model

of Niemann (2008) is used and extended to the FA, which investigated the impact of

differential taxation on the investment.

As it is shown below, the model differentiates between two countries: a high-tax

country with a stable economy and a low-tax country with a less stable economy.

Because of the lack of stability in the latter case, the expected returns in this country

are exposed to higher risk with higher variance in expected returns. The study by

the European Investment Bank (2013) supports this assumption, in which it is

shown that the returns on investment in the manufacturing sector in low-tax

countries (like Bulgaria, Hungary, or Latvia) were higher; however, they were

negatively impacted by the financial crisis in 2008 to a larger extent than the

high-tax countries were.

Assumptions Without Taxation

In general, this model focuses on a risk-averse manager, the agent (hereinafter

referred to as “he”), of an MNE that consists of a parent company in country P and a

subsidiary in country S; the latter is assumed to be a low-tax country with higher

expected returns accompanied by higher variances. The manager is considering

investing an initial cash of I that has been provided to him. He can invest this cash in

only one country or split it between both countries, P and S. The proportion of the

investment in P is expressed by δ and in S by (1-δ), where δ is 0 � δ � 1.

The decision-making behavior of the manager of the MNE is based on the

Bernoulli Principle, where the expected value of the utility of the investment and

the risk-averse behavior of the investors are taken into consideration (Laux et al.

2012). His utility function U(I) consists of the risk aversion parameter (r) and the

utility (I) of the invested idle cash I, which is formulated as:

U Ið Þ ¼ �exp �rIð Þ ð1Þ

Furthermore, it is assumed that the investments in both countries generate

normally distributed (N ) returns formulated as in the following:

p ¼ μp þ θp resp: s ¼ μs þ θs

p � N μp; σp
� �

; s � N μs; σsð Þ with θp � N 0; 1ð Þ, resp: θs � N 0; 2ð Þ ð2Þ

4 H. Celebi



where p is the return on investment in country P and s the return in country S and

θp , θs are used for random variables of p and s μp and μs express the expected values
of p and s, whereas σp , σs stand for the standard deviation of p and s.

Thus, the total return t on the invested initial cash I consists of the sum of the

returns of the investments in P and S. Hence, the total expected return (μt) of the
MNE’s invested I with standard deviation σt is formulated as:

μt ¼ δμp þ 1� δð Þμs
σt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δ2σ2p þ 1� δð Þ2σ2s þ 2δ 1� δð Þσps

q ð3Þ

The aim of the manager is to maximize the expected utility of the invested initial

cash I (E[Ut]) by optimally choosing the investment levels in countries P and S. So,
his expected utility E[Ut] is formulated as in the following:

E Ut½ � ¼ �exp
�
rμt þ

1

2
r2σ2t

� ¼
�exp �r δμp þ 1� δð Þμs

� �þ r2

2
δ2σ2p þ 1� δð Þ2σ2s þ 2δ 1� δð Þσps

� �� � ð4Þ

As the manager is risk-averse, the CE (certainty equivalent) derived from the E
[Ut] is used, where the risky investment is equal to the risk-free one. Maximizing

CE[Ut] in Eq. 5 with respect to δ gives the optimal level of investment in P, as
shown in Eq. 6:

CE Ut½ � ¼ μts �
r

2
σ2t ¼ δμp þ 1� δð Þμs �

r

2

	
δ2σ2p þ 1� δð Þ2σ2s þ 2δ 1� δð Þσps



ð5Þ

δ∗ ¼ μp � μs þ rσ2s � rσps

r σ2p þ σ2s � 2σps
� � ð6Þ

Assumptions Regarding Taxation Under SA

When taking corporate income taxation into consideration, it is assumed that the

corporate income tax rates of P and S, which are given by τ for the tax rate in P and

by γ for S, respectively, vary from each other.

The sum of both investments formulates the expected return μtSA of invested

I with a standard deviation of σtSA as in the following:

μtSA ¼ δSA 1� τð Þμp þ 1� δSAð Þ 1� γð Þμs ð7Þ

σtSA ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δ2SA 1� τð Þ2σ2pþ 1� δSAð Þ2 1� γð Þ2σ2s þ 2δSA 1� τð Þ 1� δSAð Þ 1� γð Þσps

q

The Impact of Corporate Income Taxation on Location Choice of Investments. . . 5



Inserting taxation into the utility function E[UtSA] and deriving the CE[UtSA]

from it allow for the formulation of the optimal level of δSA by maximizing the

manager’s CE[UtSA] with respect to δSA as shown in Eqs. 8, 9 and 10:

E UtSA½ � ¼ �exp
�
rμtSA þ

1

2
r2σ2tSA

� ð8Þ

CE UtSA½ � ¼ μtSA �
r

2
σ2tSA

¼ 	
δSA 1� τð Þμp þ 1� δSAð Þ 1� γð Þμs


� r

2

	�
δSA

2 1� τð Þ2σ2p
þ 1� δSAð Þ2 1� γð Þ2σ2s þ 2δSA 1� τð Þ 1� δSAð Þ 1� γð Þσps

�
 ð9Þ

δSA
∗ ¼

1� τð Þμp � 1� γð Þμs � r 1� τð Þ 1� γð Þσps � 1� γð Þ2σ2s
h i

r
�
1� τð Þ2σ2p þ 1� γð Þ2σ2s � 2 1� τð Þ 1� γð Þσps

�h i ð10Þ

Assumptions Regarding Taxation Under FA

As mentioned in the introduction above, taxation under FA and SA is based on

different tax bases. Therefore, the tax base represented in the previous part by μp
and μs must be expanded to FA. For instance, according to the CCCTB, FA is based

on the Massachusetts formula, which uses three equally weighted factors, namely,

assets, sales, and labor (split in payroll and number of employees) as in the

following (European Commission 2011):

faP ¼ 1

3

saP
saG

þ 1

3

aP
aG

þ 1

6

eP
eG

þ 1

6

enP
enG

� �
δFA; faS ¼

1

3

saS
saG

þ 1

3

aS
aG

þ 1

6

eS
eG

þ 1

6

enS
enG

� �
1� δFAð Þ

ð11Þ

where faP/faS expresses the tax base allocation in P/S saP/saS states the sales, aP/aS
the assets, eP/eS the payroll, and enP/enS the number of employees in P and S,
respectively. Whereas saG states the sales, aG assets, eG payroll, and enG the number

of employees in sum, which means in P and S. As the MNE only consists of the

parent company and the subsidiary, the faS can also be written as (1� faP).
Taking this into consideration leads to the following expected total value (μtFA)

and standard deviation (σtFA) under FA:

μFA ¼ δFAμP þ 1� δFAð Þμs ð12Þ
μtFA ¼ δFA 1� τð ÞfapμFA þ 1� δFAð Þ 1� γð Þ 1� fap

� �
μFA

σtFA

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2FA δ2FA 1� τð Þ2fa2P þ 1� δFAð Þ2 1� γð Þ2 1� faPð Þ2

h i
þ 2σ2FAδFA 1� τð Þfap 1� δFAð Þ 1� faPð Þ 1� γð Þ

r
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This changes the expected utility in the case of the FA E[UtFA] as given in

Eq. 13. Formulation of the CE[UtFA] and maximizing it with respect to δFA lead to

the optimal level of δ∗FA in country P, as shown in the Eq. 15 below:

E UtFA½ � ¼ �exp
�
rμtFA þ

1

2
r2σ2tFA

� ð13Þ

CE UtSA½ � ¼ μtFA �
r

2
σ2tFA ¼ δFA 1� τð Þfap þ 1� δFAð Þ 1� γð Þ 1� fap

� �	 

μFA �

r

2
σ2tFA

ð14Þ

δ∗FA ¼
μp-μs
� �

1-τð ÞfaP þ 1-γð Þ 1-faPð Þ½ � þ rσ2S fa2P 1-τð Þ2 þ 1-faPð Þ2 1-λð Þ2
h i

-rσPS
	
faP 1-fap

� �
1-τð Þ 1-γð Þ


r σ2Pσ
2
Sfa

2
P 1-τð Þ2 þ 1-faPð Þ2 1-γð Þ2-2σPS faP 1-faPð Þ 1-τð Þ 1-γð Þ

h i

ð15Þ

Monte Carlo Simulation

For the purpose of analyzing the theoretical model presented above, a Monte Carlo

simulation is carried out. Here, the expectations regarding the returns (p,s) in both

countries are estimated by using the BACH database of the manufacturing compa-

nies that are registered in ten EU member states.

For further assumptions referring to μp , μs, as well as θp , θs, the study outcomes

of the European Investment Bank (2013) are also taken into consideration. As these

show differences in the expected returns (μp , μs) in high- and low-tax countries

within the EU, the theoretical model is analyzed under three different cases,

namely, A, B, and C. This is measured for three levels of expected returns, low,

moderate, and high, where Case A assumes low, B moderate, and C the highest

differences between both countries. Moreover, based on the assumptions mentioned

in the previous part, the standard deviation of S is set higher than the other one.

Here, Cases A and B should represent the expectations of the investor under usual

stable economic conditions, whereas Case C assumes a higher fluctuation in

country S (given by θs). The last-mentioned assumption represents the expectations

of investors in the case of unstable economic conditions. This and the previous

assumptions referring to the expectations of investors are summarized in the

following Table 1:

μP and μS are derived from 20,000 simulations of p and s. In each simulation,

1000 values were generated. These simulations are run for Cases A, B, and C, under

the three conditions: without taxation of returns as well as with taxation of returns

under SA and FA, respectively. Moreover, it is assumed that the investor compen-

sates any negative outcomes of the investment with the positive outcomes of the

The Impact of Corporate Income Taxation on Location Choice of Investments. . . 7



investment generated in the other country under FA, for instance, CCCTB includes

cross-border offset (European Commission 2016).

Furthermore, the risk aversion parameter r is determined between 0.25 and

2. Here, r ¼ 0.25 represents the lowest, whereas r ¼ 2 is the highest risk aversion

level. On the other hand, as the nominal tax rates across the 28 member states vary

but only to a small extent in some of them, tax rates are clustered in six groups for γ
in S and in three groups for τ in P. Here, the differences across the tax rates are

determined in round figures as in the following1:

r . . . 0:25, 0:5, 0:75, 1, 2 τ . . . 0:125, 0:20, 0:30 γ . . . 0:10, 0:125, 0:15, 0:20, 0:25, 0:30

Results and Discussion

Outcomes Without Taxation

As taxation is not considered, here the risk aversion factor r is the sole factor

affecting the optimal investment proportion. The parameters of r given above are

set in Eq. 6 for Cases A, B, and C. The outcomes show that the optimal investment

in country P increases with increasing r in all Cases A–C, which is in line with the

fundamental assumptions regarding the risk-averse decision maker. The highest

impact is shown when the risk-averse behavior changes from the low level to the

moderate one. This means that any condition causing concerns for less risk-averse

managers affects the riskier investment to a larger extent than in the case of one

with a risk-averse behavior at the moderate level. Furthermore, with increasing risk

aversion r, the distribution of the optimal investment levels of the simulation gets

narrower. So the range between the minimum and maximum investment levels is

wider across the less risk-averse investors and gets tighter with increasing risk

aversion. If the investor expects higher fluctuations in S, represented in C, although
the risk premium given by the investment in S is very high, it is not able to overlap

with the risk factor r. This means, in Case C, that the investment amount for the less

risky investment in country P is higher than in Cases A and B. So, if the investor

expects the difference between both countries not to be high, the outcomes suggest

Table 1 Input values for Monte Carlo simulation

Cases Parameters for simulation in P Parameters for simulation in S

A p¼ 0.07 ; θP ~N(0, 0.1) s¼ 0.1 ; θS ~N(0, 0.2)

B p¼ 0.05 ; θP ~N(0, 0.1) s¼ 0.1 ; θS ~N(0, 0.2)

C p¼ 0.07 ; θP ~N(0, 0.1) s¼ 0.2 ; θS ~N(0, 0.3)

1As the corporate income tax rates are designed as flat rates in most countries, it is assumed that the

marginal tax rate of the investment equals the nominal tax rate.
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investing about 50% in both countries. The results show a lower difference for the

optimum investment level across the risk aversion levels, i.e., about a 1% difference

on average between the lowest and highest risk-averse investors for all three cases

as shown in the Table 2.

Outcomes Under SA

As mentioned above, the nominal corporate income tax rates vary to a small extent

across some member states. Therefore, they are clustered in six groups, and the

differences across them are determined in round figures. The highest tax rate is set

at 33%, and the minimum tax rate is determined as 10%, and these represent the

highest and lowest tax rates within the EU.

Here, the impact of tax rates and differences is analyzed under three scenarios

(S1–S3) – as shown below – and is determined by using Eq. 10 (Table 3).

S1, for instance, assumes that the tax rate of country P is 12.5% and that of S is

10%, whereas in S3 the tax rate of P is assumed to be 33% and that of S to be one of
the following rates: 10%, 12.5%, 15%, 20%, 25%, or 30%.

In all three scenarios, i.e., S1–S3, the results show that taking taxation into

consideration overrides the impact of the risk-related behavior. This means, invest-

ment in country P is higher in the case of taxation than without taxation for all three

scenarios regarding the tax rates (S1–S3) and cases with respect to the expected

returns (A–C). For instance, in S2 and S3, the lower γ is, the higher δ∗SA is, i.e., the

higher the investment proportion in P (see Table 4, rows 2 and 7). This shows that
the tax rate differences between the high- and low-tax countries lose their impact

when the risk aversion of the investor is taken into consideration. Furthermore, the

impact of τ is ambiguous in Cases A and B because increasing τ triggers an increase
in the investment proportion in P. However, if the variation between P and S is very
high, like in C, an increase in τ from 12.5% to 20% or 33% reveals ambiguous

impacts.

However, in S1 to S3, the difference across the different parameters shows that

the increasing risk level triggers an increase in the investment in country P because

of the expected lower deviation. For Case B, this means a 3% increase for P on

average. Furthermore, as in the case without taxation, higher risk aversion narrows

Table 2 Cases A, B, and C without taxation

r

Case A Case B Case C

mean δ∗ max δ∗ min δ∗ mean δ∗ max δ∗ min δ∗ mean δ∗ max δ∗ min δ∗

0.25 0.4940 0.7517 0.2211 0.4996 0.7026 0.2787 0.6334 0.8582 0.4073

0.5 0.4996 0.7026 0.2787 0.5014 0.7018 0.2937 0.6380 0.8332 0.4393

0.75 0.5014 0.7018 0.2937 0.5024 0.7062 0.2996 0.6396 0.8261 0.4445

1 0.5024 0.7062 0.2996 0.5033 0.7106 0.2983 0.6403 0.8286 0.4457

2 0.5033 0.7106 0.2983 0.5038 0.7128 0.2976 0.6415 0.8324 0.4474
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the distribution of the optimal investment levels of the simulation results. So the

range between the minimum and maximum investment levels is wider across the

less risk-averse investors and gets tighter with increasing risk aversion (see

Table 5).

Outcomes Under FA

The impact of FA by means of different FA levels is analyzed in the aforementioned

three scenarios, S1–S3 and Cases A–C. In this case, δ∗FA is investigated by using

Eq. 15. As shown above in Eq. 11, the calculation of fa depends, for instance, within
the framework of CCCTB, on the factors assets, sales, and employees (number and

payroll) of each corporate group member in relation to the total of these factors.

However, in Canada, the allocation of the tax base is based on equally weighted

allocation factors of sales and asset, whereas the USA uses different weights for the

allocation factors. As the aim of this paper is to analyze the impact of different fa

Table 4 Case C and Scenario 3 under SA

r

mean δ∗SA
γ¼ 0.30 γ¼ 0.25 γ¼ 0.20 γ¼ 0.15 γ¼ 0.125 γ¼ 0.10

0.25 0.6485 0.6784 0.7051 0.7290 0.7399 0.7502

0.5 0.6555 0.6855 0.7122 0.7360 0.7469 0.7572

0.75 0.6578 0.6878 0.7145 0.7383 0.7492 0.7595

1 0.6590 0.6890 0.7157 0.7395 0.7504 0.7607

2 0.6607 0.6908 0.7175 0.7413 0.7522 0.7624

Table 5 Scenario 1 (γ¼ 0.10, τ¼ 0.125): Cases A, B, and C under SA

r

Case A Case C

mean δ∗SA max δ∗SA min δ∗SA mean δ∗SA max δ∗SA min δ∗SA
0.25 0.5110 0.7875 0.2240 0.6288 0.9594 0.2800

0.5 0.5151 0.7291 0.2890 0.6448 0.8762 0.4139

0.75 0.5165 0.7148 0.3053 0.6501 0.8484 0.4504

1 0.5172 0.7192 0.3134 0.6519 0.8392 0.4568

2 0.5182 0.7259 0.3135 0.6528 0.8369 0.4582

Table 3 Scenarios

Scenarios Tax rate in P Tax rates in alternative S country/countries

S1 τ¼ 0.12.5 γ¼ 0.10

S2 τ¼ 0.20 γ¼ 0.10, 0.125, 0.15

S3 τ¼ 0.33 γ¼ 0.10, 0.125, 0.15, 0.20, 0.25, 0.30
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levels in relation to risk aversion and tax rate differences, determination of fa
according to these different weights and factors goes beyond the scope of this

paper. Instead, this study investigates how fa affects investment I in each country, if
the FA intensity in each country is taken into consideration, where, for instance, fa
0.7 means that the company in P occupies 70% of the fa allocation factors assets,

sales, and employees of the whole corporate group. As FA is based on consolidating

the tax base of all corporate group members, the sum of investment returns in both

countries represents the tax base of all the corporate group members. fa of 0.7 also

means that 70% of the total tax base of all the corporate group members is taxed in

country P, where 30% of the total taxable income is taxed in S.2

In each scenario, the higher r is, the higher δ∗FA is, which means higher

investment proportion in country P. This is in line with the principle of a rational

decision maker. However, the impact of the risk-averse behavior is lower under FA

than under SA, i.e., lower than 1% if r increases from 0.25 to 1.

A further outcome is that the intensity of fa has an ambiguous and marginal –

nearly no – impact on δ∗FAwhen it increases between 0.1 and 0.9 (see Tables 6, 7 and
8). Moreover, the outcomes show that FA leads to higher allocation of the invest-

ment between the low- and high-tax country. For instance, if τ is 33% and γ is 10%
or 30%, the average invested amount in P under FA is lower than under SA, which

Table 6 Case C and Scenario 3 (γ¼ 0.30 , τ¼ 0.33) under FA

r

mean δ∗FA
fa ¼ 0.1 fa ¼ 0.2 fa ¼ 0.3 fa ¼ 0.4 fa ¼ 0.5 fa ¼ 0.6 fa ¼ 0.7 fa ¼ 0.8 fa ¼ 0.9

0.25 0.6256 0.6224 0.6191 0.6165 0.6153 0.6159 0.6182 0.6214 0.6248

0.5 0.6336 0.6320 0.6305 0.6293 0.6287 0.6290 0.6300 0.6315 0.6332

0.75 0.6363 0.6352 0.6343 0.6335 0.6332 0.6334 0.6340 0.6349 0.6360

1 0.6376 0.6368 0.6361 0.6357 0.6355 0.6356 0.6359 0.6366 0.6374

2 0.6396 0.6392 0.6390 0.6389 0.6388 0.6388 0.6389 0.6391 0.6395

Table 7 Case C and Scenario 3 (γ¼ 0.10 , τ¼ 0.33) under FA

r

mean δ∗FA
fa ¼ 0.1 fa ¼ 0.2 fa ¼ 0.3 fa ¼ 0.4 fa ¼ 0.5 fa ¼ 0.6 fa ¼ 0.7 fa ¼ 0.8 fa ¼ 0.9

0.25 0.6294 0.6269 0.6242 0.6215 0.6193 0.6183 0.6189 0.6211 0.6244

0.5 0.6355 0.6343 0.6330 0.6318 0.6308 0.6303 0.6305 0.6315 0.6330

0.75 0.6375 0.6367 0.6359 0.6352 0.6347 0.6343 0.6344 0.6349 0.6359

1 0.6385 0.6379 0.6374 0.6369 0.6366 0.6364 0.6363 0.6366 0.6373

2 0.6400 0.6398 0.6396 0.6395 0.6394 0.6394 0.6392 0.6392 0.6394

2The assumption of fa being, e.g., 0.1 does not seem to be realistic, because a higher fa is expected
in the parent company’s country P. In order to see the impact of all fa levels, too, this fact is

ignored.
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varies between 2 and 13% (see Tables 4, 6, and 7). This also means that the tax rate

differences between P and S lose their importance under FA compared to SA. For

instance, in Case C Scenario 3 under SA, the investment level for the high-tax

country increases by approx. 10% when the tax rate in the low-tax country

decreases by 20%. However, under FA, the difference is marginal, i.e., lower

than 0.5%, for the same case (see Tables 4, 6, and 7).

Also, the range between the optimal minimum and maximum invested amount in

country P is narrower in the case of FA than under SA, which means distribution

becomes tighter under FA (see Table 5 (Case C) and Table 8).

Conclusion

As mentioned at the beginning, the review of literature shows that increasing tax

rate differences across the member states affect the investments in high-tax coun-

tries. Despite the tax rate differences, the production costs gap (e.g., in payroll,

charges on labor) between the high- and low-tax countries is a further point that

makes investment in a low-tax country more advantageous (see, e.g., Schroeder

2012). However, as shown in the study by the European Investment Bank (2013),

Table 8 Scenario 1 (γ¼ 0.10 , τ¼ 0.125 ) Case C under FA

r

fa ¼ 0.1 fa ¼ 0.2 fa ¼ 0.3

mean

δ∗FA
max

δ∗FA
min

δ∗FA
mean

δ∗FA
max

δ∗FA
min

δ∗FA
mean

δ∗FA
max

δ∗FA
min

δ∗FA
0.25 0.6291 0.8202 0.3999 0.6266 0.8437 0.3837 0.6243 0.8794 0.3661

0.5 0.6353 0.7948 0.4309 0.6342 0.8103 0.4216 0.6331 0.8389 0.4123

0.75 0.6374 0.7961 0.4352 0.6367 0.8036 0.4302 0.6360 0.8254 0.4252

1 0.6385 0.7991 0.4369 0.6379 0.8074 0.4322 0.6375 0.8187 0.4276

2 0.6400 0.8038 0.4394 0.6398 0.8130 0.4353 0.6397 0.8228 0.4311

r

fa ¼ 0.4 fa ¼ 0.5 fa ¼ 0.6

mean

δ∗FA
max

δ∗FA
min

δ∗FA
mean

δ∗FA
max

δ∗FA
min

δ∗FA
mean

δ∗FA
max

δ∗FA
min

δ∗FA
0.25 0.6224 0.9100 0.3462 0.6216 0.9237 0.3348 0.6221 0.9136 0.3425

0.5 0.6323 0.8634 0.4048 0.6320 0.8744 0.4015 0.6322 0.8662 0.4038

0.75 0.6356 0.8479 0.4204 0.6355 0.8580 0.4178 0.6356 0.8504 0.4196

1 0.6373 0.8402 0.4238 0.6372 0.8497 0.4223 0.6322 0.8662 0.4038

2 0.6398 0.8308 0.4278 0.6398 0.8379 0.4264 0.6398 0.8316 0.4275

r

fa ¼ 0.7 fa ¼ 0.8 fa ¼ 0.9

mean

δ∗FA
max

δ∗FA
min

δ∗FA
mean

δ∗FA
max

δ∗FA
min

δ∗FA
mean

δ∗FA
max

δ∗FA
min

δ∗FA
0.25 0.6238 0.8845 0.3625 0.6262 0.8481 0.3800 0.6287 0.8224 0.3973

0.5 0.6329 0.8427 0.4107 0.6339 0.8134 0.4201 0.6351 0.7947 0.4298

0.75 0.6359 0.8288 0.4245 0.6365 0.8041 0.4296 0.6373 0.7961 0.4348

1 0.6374 0.8218 0.4270 0.6378 0.8080 0.4317 0.6384 0.7993 0.4365

2 0.6397 0.8238 0.4306 0.6397 0.8138 0.4348 0.6400 0.8041 0.4392
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returns on investments in the manufacturing sector have higher fluctuations in

low-tax countries than in high-tax ones. Analyzing the investment locations in the

principal-agent setting leads to outcomes that have not been discussed in literature

so far. Taking the differences in taxation, the delegation of investment decisions to

managers, as well as their risk behavior into consideration, the outcomes show that

across the different risk-averse levels, the change from the less to the moderately

risk-averse investors has the highest impact on the investment in the high-tax

country. Taking taxation into consideration changes this outcome. If risk aversion

increases, the investment in the less risky investment (in high-tax country)

increases, too, even in the case of higher taxation. However, an interesting outcome

is that the lower the tax rate in the low-tax country is, the higher the investment in

the high-tax country is, where the risk is lower. Considering the tax rates together

with the standard deviation and risk aversion weakens its influence, which becomes

ambiguous. In contrast to this outcome under SA, FA shows a more significant

impact on the investment location. The impact of tax base allocation factors located

in the high-tax country is negatively related to the amount that is invested in this

country. Also, here the influence of the tax rate in the low-tax country decreases,

which means decreasing tax rates in the low-tax country lead to higher investment

in the high-tax one.

And “What if the investment decision was not delegated to managers?” In this

case, the rational and risk-neutral owners of the MNE would prefer investing the

whole initial cash in the risky investment in the low-tax country, where the expected

returns are higher, because the owners’ objective is to maximize their returns, which

is not impacted by the riskiness of investments (see, e.g., Spremann 1987). This

means no investment in the high-tax country at all. So, the difference between the

results of the study and investing the whole amount in the low-tax country shows also

the impact of decision delegation to managers on the location of investments. Here,

this impact is higher under SA than under FA, namely, since SA facilitates investing

higher amounts for the less risky investment in the high-tax country.

As discussed above, taking risk-averse behavior of a decision maker into con-

sideration impacts the investment across the high- and low-tax countries. In the case

of FA, the allocation of the tax base ( fa) is measured by means of intensity between

0.1 and 1. Instead of analyzing the impact of fa in 0.1 steps, in future research the

change of FA factors caused by the investment can be analyzed together with the

risk aversion coefficient. Detailed information about the assets, sales, and labor

factors in each country can be researched in detail by using data taken from the

income statements and balance sheets of companies across the member states.
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Environmental Sustainability as a Determinant

of Foreign Direct Investments: Empirical

Evidence from Sweden

Olga Golubeva

Abstract A regression model which investigates the relationship between loca-

tional choice of multinational enterprises (MNE) and environmental sustainabil-

ity in host countries as the determinant of foreign direct investments (FDI) has

been suggested. The following proxies are proposed for analysis of the environ-

mental sustainability: variables measuring environmental damage, efficiency of

natural resources’ employment, availability of renewable resources and, finally,

governmental ability to maintain a fair distribution of resources. Swedish FDIs in

73 countries worldwide have been examined using a dataset provided by Statistics

Sweden. According to the study, 83.2% of variation in the dependent variable,

FDI, can be explained by the profitability of investments. The empirical evidence

also indicates that environmental sustainability has little impact on foreign inves-

tors and that most investment location decisions are not made on the basis of

environmental sustainability criteria, at least as it represented by proxies chosen

in the paper.

Keywords Foreign direct investments (FDI) • Environmental sustainability •

Pollution haven hypothesis • Pollution halo hypothesis • Return on invested

capital (ROIC)

Introduction: Research Problem and Purpose

Foreign direct investments (FDI) play an increasingly significant role in the modern

economy. In 2015, global FDI flows jumped by 38% to USD 1.76 trillion, their

highest level since the global financial crisis of 2008–2009. Looking ahead, FDI

flows are expected to decline by 10–15% during 2016. This reflects the fragility of

the global economy with its persistent weakness of aggregate demand, elevated

geopolitical risks and a slump in multinational enterprises’ (MNE) profits. Over the
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medium term, however, global FDI flows are projected to resume growth in 2017

and to surpass USD 1.8 trillion in 2018 (UNCTAD 2016).

Analysis of the determinants of FDI has already received much attention in the

literature. Existing studies suggest that macroeconomic and political issues, insti-

tutions, labour costs, human capital, financial and trade openness, country sizes and

natural resources, taxes and investment climate in beneficiary countries are all

important factors. Empirical evidence, however, in favour of the above suggested

determinants often remains ambiguous (Blonigen and Piger 2011; Goswami and

Haider 2014). Several factors have been found to have both negative and positive

effects; this indicates an eventual lack of robustness and a limited predictive power

of regression models (Kok and Ersoy 2009). Many studies emphasise the open-

ended character of this research field, and they suggest that more effort needs to be

invested in the systematisation and testing of existing hypotheses to reflect the

priorities for FDI decision-making in different regions and countries. Furthermore,

additional variables that have not yet been properly investigated may also signif-

icantly affect the inflow of FDI.

Sustainability as a possible determinant of FDI has started to attract attention

of researchers. The concept of sustainable development was launched in 1987

when the World Conference on Environment and Development (WCED) defined

the term as a development that meets the needs of the present generation without

compromising the ability of future generations to meet their own needs (WCED

1987). The International Union for Conservation of Nature and Natural

Resources (IUCN) proposed three main pillars of sustainable development:

social, environmental and economic (IUCN 1980). In September 2015, the

United Nations Summit adopted the 2030 Agenda for Sustainable Development

together with Sustainable Development Goals (SDGs) to be achieved over the

next 15 years.

The SDGs carry significant implications for future investments worldwide, includ-

ing a much larger contribution by MNE through FDI. UNCTAD has estimated that

achieving the SDGs by 2030 in developing countries alone will require investment in

the range of USD 3.3 trillion to USD 4.5 trillion annually (UNCTAD 2016).

Academic scholars stress the importance of MNE for integrating the SDGs in

international investment decision-making and to make FDI to strictly observe the

principles of sustainable development (Voica et al. 2015). At the same time,

theoretical issues regarding interaction between FDI and the environment of the

host countries are far from being settled.

One of the most contentious issues debated today in connection with FDI

activities is whether intercountry differences in environmental regulations are

turning poor countries into “pollution havens” for foreign investors. The pollution

haven hypothesis (PHavenH) predicts that owing to the liberalisation of trade and

FDI, firms which are active in pollution-intensive sectors and operate in countries

adopting more restrictive environmental policies will transfer production abroad

and serve the domestic markets from these new foreign plants (see, e.g. Copeland

and Taylor 2003). However, while theoretical studies converge in predicting such a

shift, empirical evidence has been mixed.
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Studies testing the PHavenH by considering intercountry FDI location choice

often do not find robust support for the prediction (Smarzynska Javorcik and Wei

2004). The findings of Dean et al. (2009) regarding the location choice of FDI

within China support PHavenH for ethnically Chinese capital in industries that are

highly polluting but not for investors from high-income countries.

Mixed evidence is also provided by studies on intra-country FDI location choice,

analysing whether differences in environmental stringency across sub-national

units affect the spatial allocation of FDI within a country. Eskeland and Harrison

(2003) examined the pattern of industrial country FDI across industries within

Mexico, Venezuela, Morocco and Cote d’Ivoire but found little evidence to support
PHavenH. In contrast, studies focusing on the location of investment in the United

States found evidence consistent with the PHavenH (List et al. 2004). These US

studies argue that lack of evidence for PHavenH in research articles may be due to a

failure to account for endogeneity and measurement error. On the other hand, the

behaviour observed in the United States may not characterise FDI flows into

developing countries, the focus of concern in the PHavenH (Blonigen and Wang

2005).

A significant part of the research done in this respect has found little evidence

for widespread, systematic pollution haven effects; nevertheless, the hypothesis

that stricter regulation may, in some given conditions, shift the FDI location still

cannot be completely rejected (Golub et al. 2011). Sanna-Randaccio and Sestini

(2012) suggested that stricter climate legislation does not lead to relocation of FDI

in capital-intensive sectors in the short term. In the long-run, however, total

relocation becomes a feasible option, especially for a smaller country with limited

market size and when unit transport cost is not high, thus supporting reasonable

expenditure for moving the plant to alternative destinations with less strict

legislative climates.

The pollution halo hypothesis (PHaloH), by way of contrast, assumes that FDI

spreads best environmental management practices and technologies and contributes

to the improvement of the environment. According to Gallagher and Zarsky (2007),

FDI determines three types of greening effects: transfer of clean technologies, by

achieving more efficient and less polluting compared to domestic production;

technology leapfrogging, by transferring technologies to control pollution; and

spillovers to domestic firms, by transferring best practices in environmental man-

agement towards affiliates, domestic competitors and suppliers. Some cross-

sectoral econometric studies support the hypothesis that foreign firms are, on

average, cleaner than domestic firms after controlling for age, size and productivity

of plant (Dardati and Tekin 2010).

Researchers also suggest that FDI, through the adoption of new technologies and

the promotion of innovation and efficiency, helps to create a low-carbon economy

(Tamazian et al. 2009). MNE, for example, promote environmentally friendly

practices in countries with weak regulations by implementing high industrial

standards such as ISO 14001 (Zeng and Eastin 2012). Tamazian et al. (2009)

found that the increase in FDI inflows is associated with lower levels of CO2

emissions, because FDI inflows encourage research and development investments.

Environmental Sustainability as a Determinant of Foreign Direct Investments. . . 17



These, in turn, possibly lead to higher technological energy-related efficiency and

therefore to lower emissions.

Zheng et al. (2010), testing the hypothesis concerning the relationship between

FDI and ambient air pollution across major Chinese cities, found that those cities

featuring higher per capita FDI flows have lower pollution levels. Witkowska

(2011) examined the potential impact of foreign investors’ activities in the Czech

Republic, Poland and Slovakia. The research results show that as yet there has been

no empirical evidence that FDI has a particularly negative impact on the natural

environment in these new EU member states. This study is less conclusive as the

absence of such a negative effect does not directly support PHaloH.

A review of the literature suggests that economic theory is ambiguous regarding

the question of whether FDI is positive or negative concerning environmental

sustainability, as concluded by Yue et al. (2016). The first group of problems in

the research field investigating relationships between FDI and environmental issues

has been created by weak measures of environmental quality and stringency and by

insufficient data for estimating variation in degree of response to different environ-

mental variables (Dean et al. 2009). Another group of problems emerges from the

introduction of drastic simplifications in modelling, resulting from attempts to

endogenise both location and policy decisions (e.g. Ikefuji et al. 2016). Golub

et al. (2011) stressed that the absence of a clear definition of theoretical concepts

in the research field constitutes a serious problem and concluded that “the contri-

bution of FDI to the environment is potentially large but largely ignored so far”

(p. 33).

This paper attempts to fill some of the gaps in the research field by proposing a

theoretical model which investigates the relationship between the locational choice

of MNE and environmental sustainability in host countries where environmental

sustainability proxies are assessed as determinants of FDI. In our study, we examine

Swedish FDI using a dataset provided by Statistics Sweden for the period

2003–2014. The value of Swedish FDI amounted to SEK 2824 billion at the

end of 2014, which is approximately 72% of Swedish GDP (Golubeva 2016). A

Swedish foreign assets portfolio is relatively diverse, enabling a search to be

conducted for general patterns that explain foreign investments made by a

particular developed country (Sweden) in the global arena. The study sample

covers 73 countries.

Theoretical Model, Method and Definition of Variables

A multiple regression model has been applied to test the ability of suggested

independent variables to explain the behaviour of the dependent variable, FDI. We

restrict the study of sustainability to an environmental factor. Firstly, economic and

social peers in connection with FDI have already been attracted by many researchers,

18 O. Golubeva



while investigations of environmental sustainability are still rare. Furthermore, there

is some evidence that the most important influence comes from the environmental

pillar followed by social and economic pillars (Voica et al. 2015).

Several authors suggested that foreign investors are influenced by the profitabil-

ity of the project (Kok and Ersoy 2009; Kinda 2010; Mottaleb and Kalirajan 2010;

Golubeva 2016). In accordance with standard economic textbooks, Nnadozie and

Njuguna (2011) defined profit (Π) as the difference between revenues (R) and costs
(C). Given that total revenue is a product between quantity of goods (Q) and its

corresponding price (P), Π may be expressed as:

Π ¼ Π P;Q;Cð Þ, where ∂Π=∂P > 0; ∂Π=∂Q > 0 and ∂Π=∂C < 0 ð1Þ

Furthermore, total cost is a combination of the input costs (IN), operational costs
(OP) and hidden costs (HD). Input costs are defined as the costs of different factors
of production such as land, labour, raw materials and electricity; operational costs

include financial and transaction costs, while hidden costs involve, for example, the

monetary costs of applying for a licence to start a business.

It is reasonable to assume that profits are maximised in a country where foreign

investors can operate their businesses at low cost and produce at full scale with

competitive market prices. Therefore, variables which determine profit can also

determine the FDI flows into a country. The equation for FDI will be:

FDI ¼ f P;Q; IN;OP;HDð Þ ð2Þ

The equations assume that foreign investors prefer to invest in countries where

they can produce large amounts of goods at lower costs. We apply return on the

invested capital (ROIC) as a measure of profitability of FDI.

Several researchers have argued that the profit-related incentives for investors do

not generally work unless they are appropriately combined with other incentives

that improve the general investment climate (Athukorala 2009).

The introduction of environmental sustainability variables into the model is

handled in a manner similar to the previous studies of Liu (2006), Wang et al.

(2011), Voica et al. (2015), Peng et al. (2016) and Yue et al. (2016).

Compared to previous articles, which applied a rather restricted number of

variables, this study extends the search to multiple groups of proxies representing

the concept of environmental sustainability. These include variables measuring

environmental damage (greenhouse gases emission, air pollution), efficiency of

natural resources’ employment (GDP per energy unit), availability of renewable

resources (electricity and freshwater) and a government’s ability to maintain a fair

distribution of resources (Government Effectiveness Index and Rule of Law). The

majority of independent variables chosen for regression analysis are represented by

objective data, but two variables are represented by indices (Government Effective-

ness Index and Rule of Law). These indices are assigned scores that are used as

criteria to rank different countries and are a perception-based data source.
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The following equation is proposed for assessing the impact of various environ-

mental sustainability factors on FDI:

FDI (Model 1)¼ α + β1 (ROIC) + β2 (GDP per energy unit) + β3 (Greenhouse gases
emission) + β4 (Air pollution) + β5 (Renewable electricity) + β6 (Renewable freshwa-
ter) + β7 (Government effectiveness) + β8 (Rule of law) + ɛ, where α is a constant, β1 –
β8 are vectors of parameters to be estimated and ɛ is the stochastic error term.

The paper goes a step further by removing the profitability factor from the

regression model. The revised model (Model 2), with the indicator of ROIC, is as

follows:

FDI (Model 2)¼ α + β1 (GDP per energy unit) + β2 (Greenhouse gases emission)

+ β3 (Air pollution) + β4 (Renewable electricity) + β5 (Renewable freshwater) + β6
(Government effectiveness) + β7 (Rule of law) + ɛ.

Finally, we investigate whether determinants of FDI and return on these invest-

ments, ROIC, can be explained by the same environmental sustainability factors.

ROIC becomes the dependent variable, while independent variables previously

chosen as determinants remain the same. Model 3 is therefore developed as follows:

ROIC (Model 3) ¼ α + β1 (GDP per energy unit) + β2 (Greenhouse gases

emission) + β3 (Air pollution) + β4 (Renewable electricity) + β5 (Renewable

freshwater) + β6 (Government effectiveness) + β7 (Rule of law) + ɛ.
FDI is defined as an investment involving long-term control by a foreign direct

investor of 10% or more of the foreign enterprise resident within a different

economy (UNCTAD 2015). The value of Swedish FDI abroad is defined as.

FDI¼ E + LC + CC – LL – CL + P + IL + OH; where E – total equity; LC – long-

term claims; CC – current claims; LL – long-term liabilities; CL – current liabil-

ities; P – directly-owned properties abroad; IL – parent company investment loans;

OH – overseas homes.

In the study, as the dependent variable, we use data about FDI stock per country

(average for 2003–2014 in million SEK). Direct investment can vary considerably,

but for a small country like Sweden, large individual transactions may have a

substantial impact on the development of assets going abroad on a year-on-year

basis. Averaging allows us to address the long-term implications of foreign stocks

mitigating cyclic investment activity.

Income on Swedish direct investment assets abroad, ROIC, is defined as ROIC

¼ R +W + CL – CG – T + I; where R – income after net financial items; W – write-

downs (net) included in R; CL – capital losses included in R; CG – capital gains

included in R; T – tax in Swedish-owned companies abroad; I – interest on parent

company investment loans.

The data for profitability was provided by Statistics Sweden for 2007–2014.1

Definitions of variables and descriptive statistics are summarised in Table 1.

1We performed regression analysis applying FDI stock average as a dependent variable for the

periods 2003–2014 and 2007–2014, leaving the other independent variables unchanged. There is

no material difference which can lead to disparity in conclusions when results for the two periods

2003–2014 and 2007–2014 are compared.
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The 73 countries included in the analysis are (in alphabetical order) Algeria,

Argentina, Australia, Austria, Bahamas, Belgium, Bosnia and Herzegovina,

Botswana, Brazil, Bulgaria, Canada, Chile, China, Colombia, Croatia, Cyprus,

Czech Republic, Denmark, Ecuador, Egypt, Estonia, Finland, France, Germany,

Greece, Hong Kong, Hungary, Iceland, India, Indonesia, Ireland, Israel, Italy,

Japan, Kazakhstan, Kenya, Korea (South), Latvia, Lithuania, Luxembourg,

Malaysia, Mexico, Morocco, the Netherlands, New Zealand, Norway, Panama,

Peru, the Philippines, Poland, Portugal, Romania, Russia, Saudi Arabia, Serbia,

Sierra Leone, Singapore, Slovak Republic, Slovenia, South Africa, Spain,

Sri Lanka, Switzerland, Taiwan, Thailand, Turkey, Ukraine, the United Arab

Emirates, the United Kingdom, the United States, Uruguay, Venezuela and

Vietnam.

A stepwise methodology has been chosen to present the empirical results so that

only statistically significant variables are presented in the model. Stepwise regres-

sion implies that we add sequentially independent variables that are statistically

significant.

Table 1 Definition of variables and descriptive statistics

Theoretical

concepts Definition of variables

Time

period Mean Std. deviation

Swedish FDI FDI stock per country in MSEK Average

2003–2014

29679.22 63361.255

Return on

capital

Return on capital in MSEK Average

2007–2014

3049.47 5826.359

GDP per unit

of energy

used

GDP per unit of energy use is

the PPP GDP per kilogramme of

oil equivalent of energy use

Average

2007–2013

9.7970 3.80155

Greenhouse

gas emission

Total greenhouse gas emissions

(kt of CO2 equivalent)

Average

2007–2012

563748.71 1534685.360

Air pollution Population-weighted exposure

to ambient PM2.5 pollution

Average

2010–2014

21.5241 19.02665

Renewable

electricity

Renewable electricity output (%

of total electricity output)

Average

2007–2012

26.9016 26.35701

Renewable

freshwater

Internal renewable resources

(billion cubic metres)

Average

2007,

2012, 2014

470.7911 1024.04807

Government

effectiveness

index

Measures quality of public ser-

vices; ranges from 0 (lowest) to

100 (highest rank)

Average

2007–2014

69.3771 22.67760

Rule of law Measures quality of contract

enforcement, property rights,

police, courts; ranges from

0 (lowest) to 100 (highest rank)

Average

2007–2014

65.4756 25.68195

Source: Author’s calculations, Statistics Sweden, World Development Indicators Metadata, The

Worldwide Governance Indicators project

N, number of observations ¼ 73
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Empirical Results

Table 2 summarises the empirical results for Models 1–3. Collinearity statistics are

satisfactory. The VIF value being equal to 1 indicates that the independent variables

are not strongly correlated with one another. The Durbin-Watson statistic measur-

ing autocorrelation, where successive residuals are correlated, ranges between 1.7

and 2.2, indicating no or very minor autocorrelation.

In our multiple regression, R square for Model 1 as a predictor of FDI is 83.2,

which means that 83.2% of variation in the dependent variable, FDI, is explained by

the profitability of investments (ROIC). Furthermore, we did not find any evidence

that the proxies used for the analysis of environmental sustainability are statistically

significant determinants of Swedish FDI. When the profitability factor was removed

from the regression model, then the rule of law and greenhouse gases emission

appeared to be statistically significant determinants via a stepwise inclusion. R

square for Model 2 decreased from 83.2% to 29%. During the next step of analysis,

ROIC became the dependent variable, while independent variables previously

chosen as determinants remained unchanged. We found that the rule of law and

greenhouse gases emission are statistically significant determinants of profitability

of investments with R square of 26.2%.

The regression coefficients of greenhouse gases emission are very low in both

Model 2 and Model 3. The average amount of increase in FDI (in MSEK) for a

1 unit increase in greenhouse gases emission (kt of CO2 equivalent) is 0.013 (equal

to 13,000 SEK) for Model 2 and 0.001 (equal to 1000 SEK) for Model 3. For these

Table 2 Summary of the empirical results

Model

Unstandardised

coefficients

Sig.

VIF

collinearity

R

square

Durbin-

WatsonB Std. error

Model 1

(Constant) �572.067 3458.739 0.869

Profit_MSEK 9.920 0.529 0.000* 1.000 0.832 1.742

Model 2

1 (Constant) �41306.017 18481.336 0.029

Rule_of_law 1084.148 263.012 0.000* 1.000 0.193

2 (Constant) �52466.040 17833.735 0.004

Rule_of_law 1143.771 249.272 0.000* 1.006

Greenhouse_gas 0.013 0.004 0.003* 1.006 0.290 1.900

Model 3

1 (Constant) �2926.636 1732.031 0.095

Rule_of_law 91.272 24.649 0.000* 1.000 0.162

2 (Constant) �4071.354 1648.692 0.016

Rule_of_law 97.388 23.045 0.000* 1.006

Greenhouse_gas 0.001 0.000 0.001* 1.006 0.262 2.184

Source: Author’s calculations; *Significant at 1%
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two models, empirical data supports PHavenH, suggesting that FDI is positively

related to higher pollution levels in countries chosen as their investment destina-

tions. More important, however, is the discovery that proxies for environmental

sustainability lack statistical significance as soon as ROIC is incorporated into the

analysis.

In summary, the empirical results of the regression analysis suggest a decisive

role of return on capital in predicting FDI. When the profitability factor is

included in the regression, only 16.8% of the variation in FDI stock is due to

other sources such as random error or variables outside this analysis. The study

therefore provides additional support for the literature highlighting the impor-

tance of profitability as a determinant of FDI (Kok and Ersoy 2009; Kinda 2010;

Golubeva 2016). The results of this study also suggest that variables associated

with environmental sustainability have little impact on the stock of Swedish FDI

in 73 countries worldwide.

Only when the profitability factor has been removed from the regression do two

variables – the rule of law and greenhouse gases emission – become statistically

significant determinants. The predictive power of the model decreases alongside the

removal of the profitability factor. It seems that further investigation is required in

order to understand how to incorporate the requirements of environmental sustain-

ability into the profitability goals pursued by MNE.

The empirical evidence suggests that the rule of law has a significant impact on

foreign investors. Transparency, accountability and predictability in the design and

implementation of investment and environmental policies and regulations can be an

important step in stimulating FDI. Due to the importance of the rule of law for

foreign investors, the possible union of two goals – raising FDI and promoting

sustainability – may be achieved through enhancing environmental legislation. This

conclusion is consistent with the findings of Golub et al. (2011) who suggested that

the lack of predictable and transparent regulations (including environmental regu-

lations) has deterred FDI in a number of countries.

Conclusions

The International Chamber of Commerce (ICC), the world business organisation,

believes that investment, broadly, and FDI, specifically, can play a critical role

towards realising the SDGs. The Addis Ababa Action Agenda – agreed in July 2015

– places a significant emphasis on mobilising private finance in order to support

implementation of the SDGs. Investment, specifically FDI, is a key tool for business

involvement in sustainable development (ICC 2016). FDI can potentially play a

very important role for two reasons. Firstly, the scale of FDI and its significant

growth over recent decades makes it a crucial source of financing. Looking at

climate change-related financial flows from developed to developing countries,

Buchner et al. (2011) note that FDI is the largest source of financing across all

public and private sources. Secondly, whereas trade has largely indirect effects, FDI
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has the potential to transfer environmentally friendly industries, technology and

know-how that directly contribute to environmental progress.

Foreign investors, having multiple options, will seek the best investment oppor-

tunities – those with the best prospects for returns on investment and with the lowest

perceptions of risk. The empirical evidence of our study shows that most invest-

ment location decisions are not made on the basis of environmental sustainability

criteria, at least as they are represented by the proxies chosen in this paper.

Environmental variables are eventually a small element in these international

investment decisions. While the debates regarding the pollution haven or halo

hypothesis continue, the current reality might be that businesses, including MNE,

are just beginning to take on board the implications of the post-2015 development

agenda.

With the SDG targets agreed only in 2015, it is unsurprising that indicators are

not yet reflected in the current FDI portfolio of MNE. Neither are policies and

processes to encourage further sustainable investment yet in place. It is interesting,

however, that one of the policy pillars formulated for investing in sustainable

development is related to well-established legal systems (ICC 2016), and the

importance of this factor has been supported by our study.

The balance of evidence also suggests that governments must be proactive in

capturing the economic, social and environmental benefits of FDI; supportive

public policies are required to ensure a reunion between environmental sustainabil-

ity and the profitability of particular investment projects.
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Are R&D-Active SMEs in the Emerging
Markets Financially Constrained? Self-
Evaluation Approach

Katarzyna Prędkiewicz and Paweł Prędkiewicz

Abstract The paper aims to examine whether R&D-active companies are finan-

cially constrained based on a self-assessment approach. A second aim is to check

whether a company’s size has any impact on access to capital for R&D-active

firms. The study is based on data collected from more than 400 enterprises

operating in Poland. The analysis has confirmed that there is a significant differ-

ence between R&D-active companies and their peers with no R&D activity;

however, the “size effect” was not strongly proven. It seems that both SMEs

and large companies are financially constrained, thereby justifying the direct tools

(e.g. grants) used for alleviating the problem of access to capital regardless of the

company’s size.

Keywords Innovation • Financial constraints • R&D

Introduction

Capital market imperfections, such as asymmetry of information between potential

capital providers and companies which invest in research and development (R&D),

contribute to difficulties in judging the quality of innovative projects and finally

lead to financial constraints on R&D-active companies. They may have problems

collecting funds for a project, whereas internally generated cash flow is limited and,

therefore, insufficient to enable successful completion of the R&D venture. When

an innovative project is run by small- and medium-sized companies (SMEs), this

problem may become even more severe because this group is also believed to be

financially constrained in comparison to larger entities (Stiglitz and Weiss 1981;

Chittenden et al. 1996; Beck and Demirguc-Kunt 2006; Agur 2012). Researchers

try to identify, understand and explain the occurrence of financing constraints for
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R&D-active companies using a variety of different approaches, and the findings

from studies are still mixed, so there is an ongoing need to continue this research.

This is also the reason why various tools which aim to reduce this problem are

implemented by policymakers (e.g. subsidies and tax relief). Additionally, most of

the studies conducted so far were based on data from well-developed markets such

as the USA, UK, Germany and Belgium (Harhoff 1998; Bougheas et al. 2003;

Cincera and Ravet 2010; Brown et al. 2012; Borisova and Brown 2013; Hottenrott

et al. 2016) and only a few from emerging markets (Ayyagari et al. 2011).

Therefore, the aim of this paper is to answer the question as to whether R&D-

active companies are financially constrained based on a self-assessment approach.

We would also like to establish whether there is a significant difference between

SMEs and large entities in the overall group of R&D-active firms. The studies are

based on surveys of the group of more than 400 enterprises operating in the

emerging market – Poland.

Literature Review

When a company is considered to be financially constrained, it is not able to carry

out R&D projects at an expected level due to a shortage of funds or very high cost of

financing (Hottenrott et al. 2016). On the theoretical level, Stiglitz and Weiss

(1981) and Myers and Majluf (1984) comment on possible credit rationing by

lenders. One of the first empirical studies but focusing mainly on financing con-

straints for capital investment was conducted by Fazzari et al. (1988); however,

Kaplan and Zingales (1997) have some comments on the methodology and doubt if

higher sensitivities of investment to cash flow changes can be interpreted as

evidence that firms are more financially constrained. One of the further directions

of research has focused on investments in intangible assets, which are a feature of

innovative firms, and, potentially, a company with this type of investment is

exposed to higher financial constraints. Intangible assets (know-how, patents,

R&D) have lower collateral value for lenders than capital goods and raise the

asymmetry of information. Some of the research has produced evidence that

R&D activities may be sensitive to cash flow changes (Hall 1992; Himmelberg

and Petersen 1994; Harhoff 1998; Cincera and Ravet 2010).

The key issue in the described research is still establishing the right measure of

financial constraints. Most of the empirical literature uses investment in R&D

sensitivity to cash flow changes (Carreira and Silva 2010), but there are also

other possible measures like cash holding and financial ratio related to liquidity

and debt, e.g. working capital or financial leverage (Czarnitzki et al. 2014; L€o€of and
Nabavi 2016). In parallel, an approach based on a firm’s self-assessment also exists

– the company managers indicate how difficult it is to access capital or indicate

what the success rate of achieving different forms of capital was (Savignac 2006;

van der Zwan 2014). Nevertheless, a better method is based on a combination of

self-evaluation with firms’ financial information (Carreira and Silva 2010).
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Taking into account the above literature review, we formulated the following

hypotheses:

H1 R&D-active companies consider access to capital as a more serious problem

than their non-R&D-active peers.

The firm’s size may play a central role for R&D-active companies because small

firms are more likely to be to a higher degree, sensitive to the availability of internal

finance (Harhoff 1998; Cenni et al. 2015).

And so, the second hypothesis is as follows:

H2 Smaller R&D-active companies consider access to capital as a more serious

problem than their larger R&D-active peers.

Data and Methodology

The research is based on a sample of 409 companies operating in Poland in

5 industries. Most of the sample consists of SMEs (89%) – the rest, large compa-

nies, are a control group. The data was collected in a survey in 2015, and respon-

dents in charge of innovation or finance were selected from the upper management

levels. The aim of the questionnaire was to collect information on innovative

activity from one side and financing decisions from the other side.

In the survey, respondents were asked, inter alia, a simple question: “To what

extent is access to capital (funding) an important factor hindering the development

of the company”. The answers were arranged in five ordinal response categories

(Likert scale):

1. No problem

2. Slight problem

3. Moderate problem

4. Significant problem

5. Very serious problem

The respondents also answered questions concerning their innovative activity,

inter alia, whether the company has its own research and development department,

its own or external R&D expenditure, patents granted, etc.

In the presented study, we used a dummy variable with respect to R&D depart-

ment. Information on a firm’s employment, revenue, assets and independence were

also collected, and, based on this information, the company was qualified as

belonging either to the group of SMEs or large companies.

The structure of answers was analysed using chi-squared and Welch’s t-test

which allowed us to check whether differences in answers between groups of

companies that declared R&D departments and those with no R&D department

were statistically significant. Similar methods were used to check whether there is a

difference between SMEs and large companies in this area.
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An ordered probit model based on the answers to a question regarding access to

capital was also employed in the study. A dummy variable that responds to the

presence of an R&D department and the control variable referring to industry,

company age, assets structure and profit margin was used in this model.

Results and Discussion

When we consider all the companies in the sample, most of them indicated they

have a slight (35% of sample) or moderate (33%) problem with access to capital

(Table 1). Every fifth examined company declared that access to capital is not a

problem. Only one company declared that fundraising was a very serious problem

(relative to the sample as a whole, the share of this one answer is well below 1%, so,

in Table 1 in the fifth column, the share is given as 0%). The situation changes when

we compare the sample structure separately for companies who have an R&D

department and those without. Companies which conduct R&D projects more

often than their peers indicated that access to capital may be a problem that hinders

company development – it was a significant issue for 15% of innovative companies

and 10% of non-innovative companies. Moreover, only 8% of R&D-active com-

panies indicated that raising capital is not a problem, whereas in non-R&D-active

companies this share was much higher, reaching 27%. The results initially confirm

the first hypothesis – R&D-active companies see access to capital as a more serious

problem than their peers, meaning that they may indeed be financially constrained.

When we focus only on R&D-active companies and compare SMEs with large

entities, the structure of the sample changes in that access to capital (funding) is a

slight (2), moderate (3) and significant (4) factor hindering the development of the

company (Table 2). The answers given by SMEs vary especially for 4 (significant

problem), with 16% of SMEs indicating this level of difficulty against only 8% of

large entities, whereas in 2 (slight problem), 38% of SMEs, as opposed to 50% of

large companies, indicated this level of difficulty. These results initially confirm the

second hypothesis – small R&D-active companies consider access to capital as a

more serious problem than large R&D-active firms.

The difference between R&D and non-R&D firms is statistically significant,

with p-values of 0.02169% based on the chi-squared test (Table 3). Also, there are

significant differences in the structure of answers between R&D-active SMEs and

Table 1 Access to capital as a problem in R&D and no R&D companies

Access to capital as a problem 1 2 3 4 5 Total

No R&D 27% 32% 31% 10% 0% 100%

R&D 8% 40% 37% 15% 0% 100%

Whole sample 20% 35% 33% 12% 0% 100%

Source: authorial computation

Note: Likert scale: 1 – “No problem” to 5 – “Very serious problem”
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large companies ( p-value 0.00011%). Moreover, in non-R&D companies, their size

has an impact on reporting of problems with access to capital.

Additionally, we used Welch’s t-test (adaptation of student’s t-test), a

two-sample location test, to check the hypothesis that two populations have equal

means. We calculated the average difficulty in accessing capital for each subgroup,

assigning values of 1–5 for each answer on the Likert scale (Table 4), and then

compared them using Welch’s t-test horizontally and vertically. We confirmed that

the difference between non-R&D-active companies and R&D-active companies is

statistically significant in SMEs ( p-value 0.03%) and in large companies ( p-value
1.17%). However, when we compare the groups vertically, the difference between

SMEs and large firms in the “non-R&D” and “R&D” group appears only statisti-

cally significant in the first set. This could be explained by the fact that innovative

activity has a more significant impact on financial constraints than the size of

companies and R&D-active firms are financially constrained regardless of their

size.

In the next phase of research, an ordered probit model was employed for

403 observations (Table 5) with a 5-point scale response (from 1 – “No problem”

to 5 – “Very serious problem”). Different control variables were considered in the

model – those reflecting the current financial status of companies, e.g. financial

Table 2 Access to capital as a problem in R&D companies – SME vs. large companies

Access to capital as a problem 1 2 3 4 5 Total

R&D SME 9% 38% 37% 16% 0% 100%

R&D large 8% 50% 35% 8% 0% 100%

R&D all 8% 40% 37% 15% 0% 100%

Source: authorial computation

Note: Likert scale: 1 – “No problem” to 5 – “Very serious problem”

Table 3 Results of chi-squared test – difference is significant?

Category CHI2 Degree of freedom p-value

No R&D vs. R&D 21.82788 4 0.02169%

R&D large vs. R&D SME 30.52043 3 0.00011%

No R&D large vs. no R&D SME 93.80104 4 0.00000%

Source: authorial computation

Table 4 Average difficulties in capital access and results of Welch’s t-test

Access to capital as a problem No R&D R&D p-value

SME 2.29 2.61 0.03%

Large 1.86 2.42 1.17%

p-value 3.44% 14.00%

Source: authorial computation
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liquidity, debt ratios and profit margin; however, none of those variables were

statistically important. Nevertheless, the control variable that responds to the R&D

department is statistically significant with a positive coefficient. This result could

be interpreted as evidence that R&D-active companies with the higher probability

indicate that access to capital is a problem slowing down their development

compared to companies without R&D department. However, the size of the com-

pany (based on a natural logarithm of asset size but also other measures such as

number of employees, natural logarithm of revenue size) and the industry have no

impact on the answers, whereas age (moderate) and R&D department (signifi-

cantly) influence the fundraising problem. The last result is in line with Welch’s
t-tests.

Conclusion

In the paper, we used a self-evaluation approach to assess whether R&D-active

companies are financially constrained. We found that entities which have an R&D

department more frequently perceive access to capital as a serious problem, ham-

pering the company development, when compared to their non-R&D peers. How-

ever, we have not confirmed strongly that there is a significant difference between

Table 5 Ordered probit-dependent variable “access to capital”

Variables Coefficient Std. error z p-value

LNassets �0.0482524 0.0461255 �1.0461 0.29551

AGE 0.00653779 0.00309401 2.1130 0.03460**

ASSETS2 �0.0409044 0.298119 �0.1372 0.89087

EBITDAMargin 0.00612711 0.00524906 1.1673 0.24310

RDDEP 0.385776 0.118659 3.2511 0.00115***

Industry dummies Included

cut1 �0.948948 0.581377 �1.6322 0.10263

cut2 0.0511244 0.580712 0.0880 0.92985

cut3 1.10983 0.581775 1.9077 0.05643*

cut4 2.76626 0.656119 4.2161 0.00002***

Mean dependent var 2.369727

Log-likelihood �524.2792

Schwarz criterion 1126.545

S.D. dependent var 0.943570

Akaike criterion 1074.558

Hannan–Quinn 1095.140

Source: authorial computation

Note: Standard errors based on Hessian. *p-value <0.1; **p-value <0.05; ***p-value <0.01.

LNassets, natural logarithm of total assets; AGE, company age; ASSETS2, sum of fixed assets and

stocks divided by total assets; EBITDAMargin, earnings before interest, tax, depreciation and

amortization (EBITDA) divided by total revenue
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small and large R&D companies (only the chi-squared test confirmed this). There-

fore, R&D activity may give rise to an asymmetry of information for all companies,

regardless of their size. Debt and equity providers may have problems with eval-

uating the worth of a project and future cash flow, both for SMEs and large

companies. This means that policymakers should still support both SMEs and

large companies in financing R&D (innovative) projects and design tools that

mitigate the financial constraints regardless of the company’s size.
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Tax Incentives for Innovative Small Business:
The Russian Model

Anastasiia Grinkevich, Larisa Grinkevich, and Olga Belomyttseva

Abstract Designing an effective tax regime for small businesses remains a press-

ing issue. The authors engaged a comparative analysis of types and methods of tax

incentives for small business and innovative business in global practice. It is

concluded that the stimulating function of the taxation system in the Russian

Federation has low efficiency and that innovative tax incentives are to be intro-

duced. The authors propose a model of small business taxation with an embedded

automatic regulator of the degree of tax burden on particular small entities with

regard to their socio-economic impact and innovativeness.

Keywords Small business • Innovation • Tax incentives

Introduction

The Russian Federation has developed an approach to stimulating innovative small

business through tax incentives, which consists in the following: tax reliefs are

granted to small business as special tax regimes; innovative tax incentives are

implemented within the standard taxation regime; innovative business has the

opportunity to use tax incentives, granted to residents of special economic zones

of technology and innovation type, in an integrated manner.

The objective of our study is to investigate tax incentives for innovative small

business in Russia and other countries and to develop a model for improving this

instrument for stimulating innovation.

In fact, mechanisms of tax incentives for small business and evaluation of these

mechanisms’ effectiveness are attended to in various papers. For example,
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contribution of small business to economy as well as types and mechanisms of tax

incentives in countries of the Organization for Economic Co-operation and Devel-

opment (OECD), G20 and EU countries is considered within the OECD report

(2015) and a study by Blažić (2012). Bergner et al. (2017) suggest a classification of
tax incentives and discuss the impact and appropriateness of tax incentives for

small- and medium-sized businesses (SMEs) in the European Union. Recommen-

dations for creating an effective tax regime for SMEs are provided by Engelschalk

(2007). Logue and Vettori (2010), Yitzhaki (2007) and Engelschalk and Loeprick

(2015) state that presumptive taxation systems can enhance small business’s tax

compliance in developed countries.

Intarakumnerd and Goto (2016) and Gale and Brown (2013) emphasize that

stimulation of innovative small business is to be performed by means of tax

incentives. A classification of tax incentives for innovation business activity is

presented by the European Commission (2014) and Busom (2012).

Approaches to Providing Tax Incentives to Innovative Small
Business

Tax Incentives for Small Business in Other Countries

The world’s practice has developed two schemes for providing tax incentives to

small businesses, which include presumptive tax systems for small business and tax

incentives for small business within the standard taxation regime.

Engelschalk (2007) classifies presumptive tax systems for small business into

presumptive taxation based on turnover or gross income, presumptive systems

based on indicators, combination of turnover and indicator-based systems, patent

systems and agreed systems.

According to another approach suggested by Bergner et al. (2017), the following

types of tax incentives for SMEs in the European Union are distinguished:

expenditure-based tax incentives, which are granted as special depreciation

schemes, investment allowances and tax credits (i.e. input-based incentives), and

tax incentives that depend on the enterprise’s operating results and are granted as

special tax rates, tax exemptions and tax holiday (i.e. output-based incentives).

Besides, tax incentives are classified into corporate-level incentives and

shareholder-level incentives (e.g. general shareholder relief, venture capital incen-

tives). When developing tax incentives for SMEs, additional restrictions can be set

on their application with regard to a company’s age, location, time period and the

area of the taxpayer’s activity.
Based on the analysis of tax incentives for micro and small enterprises

implemented in the European Union, it can be concluded that only expenditure-

based and shareholder-level tax incentives stimulate creation of new jobs and

development of new products and technologies (Bergner et al. 2017).
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Thus, tax incentives for innovative small business include research and devel-

opment allowances within the standard taxation regime; however, no additional

incentive mechanism for stimulating innovation within presumptive taxation has

been developed so far.

Tax Incentives for Small Business in Russia

Presumptive Tax Systems

Tax incentives for small business in Russia are embodied only in the following

presumptive tax regimes: simplified tax system (STS), uniform tax on the imputed

income (UTII) and patent tax system. These tax regimes substitute for income

taxes, property taxes and value-added tax. They have input limitations on the

number of employees, turnover and scope of application. STS is based on gross

income or gross profit. UTII and patent taxation system use a synthetically esti-

mated amount of income (imputed income, patent fee), which is not related to the

actual operating results and is calculated with the following indicators: number of

employees, area of the business site, number of vehicles, etc. The size of the final

taxable income and the indicators can vary considerably across Russia.

Presumptive tax regimes significantly reduce tax burden on small business in the

Russian Federation, which is visualized in Table 1. However, the socio-economic

contribution of small business to the development of the nation is insufficient.

For instance, in 2013–2015, the share of revenue from the presumptive tax

regimes in the total tax revenues of the consolidated budget of the Russian Feder-

ation was only 3%. In 2015, the share of small business employees in the total

number of employees was approximately 23%; the share of small enterprises in the

total number of enterprises, 42%; and the share of innovative small businesses, 3%

of the total number of small businesses (Source: compiled by the authors based on

the reported data of the Russian Federation Federal State Statistics Service, http://

www.gks.ru).

Incentives for Residents of Special Economic Zones of Technology

and Innovation Type

Innovation activity is stimulated by means of special innovation tax incentives

within the standard taxation regime (i.e. reduction of the tax base for income tax by

deducting research and development expenditure, bonus depreciation, VAT relief

on inventions and industrial samples, exemption from property tax on objects with

high energy efficiency, investment tax credit, etc.)

Moreover, innovation is stimulated through integrated provision of tax relief to

residents of special economic zones of technology and innovation type. These

incentives include VAT relief, corporate income tax relief (i.e. the federal part of
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the tax rate is 0%; the regional part is reduced), exemption from corporate property

tax, transport tax and land tax for a period of 5–10 years and reduced rates of

insurance payments to non-budgetary social funds.

A Presumptive Model for Small Business Taxation Targeted at
Stimulating Innovation Activity

There is an obvious need to enhance the socio-economic impact of small business

and its innovation activity in the Russian Federation. Under these circumstances,

presumptive tax regimes remain the primary tax instruments for incentivizing small

business in our country. Therefore, we propose a relevant model of implementing

tax incentives.

The equation for estimation of patent cost (imputed income) can be presented as

follows (Eq. 1):

PC ¼ F
�
ƒ1; ƒ2

� ð1Þ

Table 1 Tax burden in the Russian economy depending on types of economic activity, %

Type of activity

All businesses Small businesses

2012 2013 2014 2012 2013 2014

Agriculture, hunting and forestry 2.19 2.07 2.69 2.95 2.85 2.56

Fishing, fish farming 9.42 8.12 8.46 5.95 5.71 6.96

Mining 53.86 55.56 59.69 31.44 57.38 158.07

Manufacturing facilities 25.02 24.88 23.95 1.60 1.62 1.58

Production and distribution of electricity, gas

and water

15.16 16.78 17.75 2.04 1.85 1.75

Construction 14.92 14.69 15.31 1.18 1.22 1.29

Wholesale and retail trade; repair of motor

vehicles, household goods and personal use

items

13.37 11.59 12.64 1.25 1.25 1.25

Hotels, restaurants, catering 12.70 12.69 12.36 3.93 4.24 4.15

Transport and communications 16.94 13.85 14.69 2.98 2.62 2.58

Real estate, renting and service provisioning 16.43 16.34 17.05 5.56 5.89 5.87

Education 13.46 13.87 14.91 31.56 32.47 31.04

Health care and social services 8.77 8.80 8.64 4.55 4.80 4.45

Other community, social and personal

services

16.61 16.86 16.47 7.16 7.16 7.20

Average tax burden 20.67 19.90 20.64 2.29 2.44 2.87

Source: The table is compiled by the authors based on the reported data of the Russian Federal Tax

Service, Form 1-NOM, and the Federal State Statistics Service, GDP section and statistical

compilation “Small and Medium Business in Russia”, http://www.gks.ru/
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where PC is patent cost (imputed input); ƒ1 stands for a group of factors that reveal

the scale of business; and ƒ2 is a group of factors that characterize the social and

economic value of business or a particular innovation and investment project.

Assessment of Scale of Business

Assessment of scale of business is based on an analysis of reported data for existing

enterprises or on the basis of business plan data for new enterprises.

Patent cost (imputed income) is to be directly proportional to the scale of

business and inversely proportional to the socio-economic and innovation impact

of the enterprise. The analytical equation used to calculate patent cost can be

presented as Eq. 2:

PC ¼ Vc

50

∗ 1

I0

� �
ð2Þ

where PC is patent cost (imputed input); Vc represents the scale of business in ruble;

and I0 stands for an integrated criterion of the socio-economic and innovation

impact of business. The range of values of the integral criterion varies from the

minimum value, which is close to 0.1, to 1.

The situation, where the value of the integrated criterion of the socio-economic

and innovation impact is equal to 1, is best for business. Under this condition, the

amount of patent fee will be 1/50 of the sales volume. Conversely, for the least

efficient business, the patent cost will be 1/5 of the sales (20%).

Evaluation of the Socio-economic Impact of Business or
an Innovation and Investment Project

For the purpose of evaluating the integrated criterion of the socio-economic and

innovation impact of an enterprise, or an innovation and investment project, we

propose to calculate I0 as the average of the following components (Eq. 3):

I0 ¼
�
I1 þ I2 þ I

3
�

3
ð3Þ

where I1 is the number of jobs created by a business (project), in relation to the best

value of all the proposed projects. I1 is calculated by means of Eq. 4:
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I1 ¼ I1 realð Þ
I1 bestð Þ ð4Þ

where I1(real) is the number of jobs created within the enterprise, I1(best)means the

best value of the indicator of all the proposed projects and I2 is used for budget

revenues per one job in relation to the best value of all the proposed projects and

calculated as (Eq. 5):

I2 ¼
I2

BR
JN

� �
I2

BR
JNbest
� � ð5Þ

where BR is budget revenues, i.e. revenues from an enterprise to budgets of all

levels; JN stands for job number, i.e. the absolute number of created jobs; and BR/
JN(best) represents the best of all proposed values of the indicator.

Evaluation of the degree of business (project) innovativeness (I3) can be

performed on the basis of determining a complex (integrated) criterion of innova-

tiveness (Eq. 6). The complex (integrated) criterion of the innovativeness of a small

enterprise’s development and operation includes expert fractional assessment of the

general innovativeness criterion according to its resource intensiveness and ten

local indicators that are averaged in a ratio of 2/3 to 1/3. It should be taken into

consideration that reduction in significance of the resource intensiveness of the

economy should be 2/3:

I3 ¼ CCIe ¼ 2

3

∗

EIDe þ 1

3

∗ X10
i¼1

Ki
∗ 1

10
ð6Þ

where CCIe is the complex (integrated) criterion of innovativeness of business’s
(enterprise) development and operation, EIDe represents the degree of innovative-

ness of business (enterprise) according to the resource intensiveness and is obtained

by means of Eq. 8 and Ki stands for the indicator of enterprise innovativeness

(Eq. 7):

Ki ¼ pi
pi bestð Þ

ð7Þ

where pi is the value of the enterprise’s local indicator that reveals innovative

activity of business. pi(best) represents the best value of the indicator across enter-

prises or projects proposed for implementation:

EIDe ¼ ri T � 1ð Þ
ri Tð Þ ð8Þ

where ri(T-1) is resource intensiveness per unit of added value in the base period

and ri(T) is resource intensiveness per unit of added value in the analysed period.
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The local indicators that are used to evaluate degree of innovativeness comprise

the following:

1. Amounts of market-promising innovative products according to the degree of

novelty (new products) in the total volume of production

2. Share of promising innovative products according to the degree of novelty

(improved products) in the total production volume

3. Preparation of patent applications

4. Obtaining protection documents on applications for inventions

5. Obtaining protection documents on applications for discoveries

6. Total science and innovation costs

7. Internal costs of research and development

8. Personnel engaged in research and development

9. Ratio of the degree of commercialization of research and development to the

total amount of research and development

10. Share of products sold on the world market

The presented method can also be used in situations, where enterprises them-

selves rather than specific innovation and investment projects are selected for

comparison analysis. However, in this case, with regard to companies that submit

their data for a particular session of expert committee on the cost of patents, it is

required to use the best value of enterprises’ performance as the base for calculating

relative values (denominators to calculate I1 and I2).
Thus, the proposed model for determining patent cost is practical and illustrative

and makes it possible to ensure greater fairness in taxation of small business as well

as efficient and targeted tax regulation in this sector because special feature of this

model is that the degree of the tax burden on small business is established

depending on its socio-economic contribution to the national economy and its

degree of innovativeness.

Conclusion

It is obvious that the modern practice of taxation of small business requires

elaboration and introduction of a new mechanism that will establish correlation

between the degree of tax burden and business performance of innovative small

business entities. This will ensure goal-oriented tax incentives for innovative small

business and increase the socio-economic and innovative effect of their operations.

The model we have developed is a contribution to solving the stated problem

because implementation of the model can enable us to harmonize the aspects of

equity and efficiency in taxation. This model can also be used in European

countries.
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Relationships Between World Stock Market
Indices: Evidence from Economic Networks

Vojtěch Fučı́k

Abstract The main objective of this paper is to analyse the relationships between

world stock market indices. Classical minimum spanning tree approach is used,

supported by edge stability analysis via bootstrap technique. Centrality measures

analysis is applied for finding hubs in the network. Stock market indices are found

to cluster according to the geographical continent they belong to. Hang Seng Index

and CAC 40 are argued to be the most influential and important indices in the world.

Evidence of large intra-continental and lower intercontinental stock market inte-

gration is observed.

Keywords Minimum spanning tree • Clustering • Stock market indices

Introduction

The study of topological properties of complex systems such as economic networks

has become very popular. This growing interest may be observed not only in

economics and finance but also in natural sciences or medicine.

Our main aim in this paper is to investigate the similarities among world stock

market indices. Each index is represented as a node in the network. Edge weights in

this network are then connected to pairwise cross-correlations. This network,

however, contains too much information. For this purpose, we need to apply an

algorithm filtering the network. By filtering we mean the removal of the weakest

links. As an algorithm for filtering the network, we utilize the minimum spanning

tree (MST) approach. After construction of the MST, we determine stability of its

links. In the end, our task is to determine which node is central in the MST network,

or in other words, we are trying to answer the question which stock market index

plays a role of a hub in the network.
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In this paper, we utilize the methodology provided by Mantegna (1999) for the

construction of the MST. The MST construction is then accompanied by link

stability analysis described in Tumminello et al. (2005) in more detail.

A milestone in the research of topological properties of stock markets is

represented by an early work of Mantegna (1999), where he analyses a hierarchical

structure of stocks traded on the US stock exchanges. Mantegna analyses portfolios

of stocks used to compute S&P 500 and DJIA indices. He finds out that the

investigated US stocks cluster according to the industry sector they belong to.

Bonanno et al. (2000) study the links between different world economies

through the analysis of time series of the sets of stock market indices. Bonanno

et al. (2001) find out that the pairwise cross-correlations between stock returns vary

with the changing time horizon.

Although the vast majority of studied stock markets are American or British,

there also exist papers focusing on different markets. For instance, Sandoval (2012)

studies topological properties of Brazilian stock market, and Situngkir and Surya

(2005) researched into the consequences caused by different lengths of the MSTs.

Situngkir and Surya (2005) claim that the total length of the MST varies over time.

They also find out that a higher length of the MST indicates stock market stabili-

zation after previous monetary crisis.

Tabak et al. (2010) are engaged in the investigation of topological properties of

commodities markets. They find out that the commodities form clusters according

to the sector they belong to. Methodology similar to the one used in Mantegna

(1999) is also often applied to the study of volatility of stock returns, e.g. Micciche

et al. (2003).

The paper is structured as follows. In Data and Methodology we present a brief

review of methodology utilized in the paper. Data and Methodology also provides

data description and subsequent data transformations and statistical tests. We

provide the results of our analysis in Results and Discussion. Finally Conclusion

concludes the paper.

Data and Methodology

We analyse the price evolutions of 21 most important global stock market indices.

Analysed indices named with their tick symbols are presented in Table 1. All data

were downloaded from Yahoo Finance.

Our data span the period from January 2007 to February 2017, altogether 2405

daily observations.

Let us denote Pi(t) the adjusted closing price of the i-th index at time t,
t¼ 1 , . . . ,T, where T corresponds to the last observed time period. We are able

to express logarithmic daily returns as follows:
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ri tð Þ � Pi tð Þ � Pi t� 1ð Þ
Pi t� 1ð Þ , t ¼ 2, 3, . . . ,T: ð1Þ

Since for our subsequent analysis we need to work with stationary data, we

cannot use highly nonstationary adjusted closing prices but rather logarithmic

returns defined in Eq. 1 as is common in scientific literature.

The similarities in a group of stock market indices are standardly expressed

using pairwise cross-correlations. The pairwise cross-correlation coefficient ρij for a
pair of indices i and j with logarithmic returns ri(t) and rj(t), respectively,

t¼ 2 , . . . ,T, can be calculated as follows:

ρij ¼
ri tð Þrj tð Þ
� �� ri tð Þh i rj tð Þ

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2i tð Þ � ri tð Þh i2

D E
r2j tð Þ � rj tð Þ

� �2D Er ð2Þ

where symbol h∙i stands for the average over the studied period T. The correlation
coefficients range between �1 (perfect anti-correlation) and 1 (perfect correlation).

When ρij¼ 0, then a pair of indices is uncorrelated. Since we assume n stock market

indices, we finally obtain a square correlation matrix C¼ (ρij)i , j¼ 1 , . . . , n of size n.
Using a nonlinear transformation proposed by Mantegna (1999), cross-

correlation coefficients are then transformed into the distance coefficients dij as
follows:

dij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 1� ρij
� �q

ð3Þ

The distance coefficients range between 0 (perfect correlation) and 2 (perfect

anti-correlation). When dij ¼
ffiffiffi
2

p
then a pair of indices (i, j) is uncorrelated. Finally

we may arrive at a square symmetric distance matrix D¼ (dij)i , j¼ 1 , . . . , nwith zeros

on diagonal.

Now we are able to construct a graph G¼ (V,E), where V is a set of stock market

indices and E is a set of edges between these vertices. The weights of the edges are

Table 1 Analysed world

stock market indices
Europe USA Americas Asia/Pacific

ATX DJI MERV AORD

BFX IXIC BVSP SSEC

FCHI GSPC MXX HSI

GDAXI GSPTSE BSESN

SSMI JKSE

KLSE

N225

KS11

TWII

Source: Yahoo Finance

Relationships Between World Stock Market Indices: Evidence from Economic. . . 45



already provided in the distance matrix D. The graph G, however, contains too

much information for an easy interpretation. There are
n n�1ð Þ

2
unique edges between

pairs of indices in G.

To address this problem, we utilize Kruskal’s algorithm for finding the MST of

G. The main idea of the MST procedure is that it filters the edges between pairs of

indices such that only the most important ones prevail.

The algorithm proceeds as follows. First it finds an edge with a minimum weight

and marks it. It then searches for edges with minimum weights among all the

unmarked edges that do not produce a loop with the already marked edges. The

algorithm stops when it succeeds in finding a spanning tree, i.e. when the set of

marked edges contains n� 1 elements. Kruskal’s algorithm produces a MST which

is not unique. A number k of different MST produced by the algorithm may exist,

but the sum of weights of the edges in the MST is minimized and unique, or

X

e2MST1

w eð Þ ¼
X

e2MST2

w eð Þ ¼ � � � ¼
X

e2MSTk

w eð Þ ð4Þ

where w(e) : Ei 7! [0, 2] is a weight function that assigns a weight (distance) to

every edge e from the set of edges Ei�E corresponding to theMSTi , i¼ 1 , 2 , . . . ,
k.

After the MST procedure is completed, we arrive at a connected graph that

contains only n� 1 unique edges between pairs of indices and does not contain any

loop. Now we can carry out centrality measures analysis. The property of centrality

of a particular node coincides with a size of influence this node has in the whole

network.

We will assess node’s centrality according to the following four criteria:

(1) degree, (2) closeness, (3) betweenness and (4) eigenvector centrality. The

proper definitions of the above-mentioned measures can be found in Sandoval

(2012). For our purposes it, however, suffices to state very informal definitions.

Degree of a node is the number of neighbours this node has in the network. The

higher the degree, the more influence the particular node has in the network.

Closeness of a node measures the average distance from it to all other nodes in

the network. The higher the closeness, the more influence in the network the

particular node has. Betweenness centrality answers the question whether it is

necessary to involve a particular node in communication between any other two

nodes, in other words whether the particular node is transitory between other pairs

of nodes in the network. If it is, then the particular node is important. Eigenvector
centrality boosts the strength of degree centrality by taking into account not just the

number of neighbours but also their own influence in the network.

The simplicity of the MST methodology is redeemed by its serious drawback.

Sometimes we cannot be sure whether a particular edge in the constructed MST is

present because of its relevance for the network or only by coincidence. This edge

stability problem can be analysed using bootstrap technique described in

Tumminello et al. (2007).
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In this method we first construct the original MST. Then we resample or

bootstrap the original time series such that the length of the series is fixed. Some

observations may be repeated, and some may not be present at all in the

bootstrapped sample. Then, we construct the MST from the bootstrapped series,

and we record the links. Such procedure is repeated up to 1000 times. The stability

of a particular link in the original MST is then determined as a proportion of number

of occurrences of a particular link in the bootstrapped MSTs and the number of

bootstrap samples 1000.

Results and Discussion

In this section we present and comment on the results of the MST for the studied

network of stock market indices. In Fig. 1 we illustrate the MST for stock market

indices together with stability of the links.

We detected three main clusters of stock market indices:

1. Asia/Pacific

2. Europe

3. USA + Americas

Therefore, we may argue that the stock market indices do cluster according to

the geographical location, which is the main finding of this paper. We also detected

that a large cluster of Asia/Pacific can be further divided into two smaller sub-

clusters. N225, AORD, TWII and KS11 are Japanese, Australian, Taiwanese and

South Korean indices, respectively. We may also argue that this subcluster is

composed of indices of more “western-style-oriented” countries, although the

definition of “western-style” country is not very rigorous.

Regarding stability of the edges, there are several findings worth noting. First,

the stabilities among stock market indices in all three clusters are very high, often as

high as 100%. This again proves large interdependence between indices situated in

similar geographical locations. Second, the stability of the transitory edges between

these three main clusters, i.e. HSI – ATX and GDAXI – GSPC, is very poor. Thus

we may argue that relations and similarity between indices from particular geo-

graphical areas/cluster are not that high. Based on this and above-mentioned

findings, we may argue that the globalization or integration is very high on the

local regional level (in terms of continents), but there exist further possibilities for

enlarged stock market integration between individual continents (with the excep-

tion of USA + Americas). This might suggest a possibility for international diver-

sification while investing in the stocks, i.e. the similarity between stock market

indices and different clusters/regions has not reached the levels of similarity that are

observable between indices in the particular clusters/regions.

In order to determine the most influential nodes in the network (MST), we

utilized centrality measures described in Data and Methodology. The results are

depicted in Table 2 in Appendix. Based on degree centrality, there is always one
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central stock market index for every cluster (geographic area): for Asia/Pacific it is

HSI (Hang Seng Index), for Europe it is FCHI (CAC 40), and for USA + Americas

it is GSPC (S&P 500). We can also observe the relative importance of KS11

(KOSPI Composite Index) in the Asia/Pacific cluster which again relates to the

possible existence of two main subclusters in the overall Asia/Pacific region.

Using betweenness centrality we can draw several conclusions. There are two

most transitory indices in the network – FCHI and HSI which further proves the

hypothesis about these two indices being the most important in the network.

Relative importance of ATX (Austrian Traded Index), GDAXI (DAX 30) and

GSPC is also obvious from Table 2. However, importance of KS11 as a means of

communication between other indices was not supported by betweenness centrality.

Therefore, we can think of KS11 only as a local centroid not the global one.

Fig. 1 MST of stock market indices network (Source: Author’s computations)

48 V. Fučı́k



Finally eigenvector centrality further supports the local dominance of ATX in

the Europe cluster (apart from FCHI). HSI can be thought of as an index with the

largest number of the most influential neighbours in the network. The results of

closeness centrality further indicate most dominant role of FCHI and HSI indices in

the network.

To sum up the centrality measures analysis, we found that

1. Every cluster/region has its own hub: FCHI (Europe), HSI (Asia/Pacific) and

GSPC (USA + Americas).

2. FCHI and HSI can be thought of as hubs for the entire network, i.e. these are the

most influential indices in the network (world).

3. American indices (mainly GSPC) do not play such an overwhelming role as is

usually believed (based on our analysis).

4. European indices (ATX, FCHI, GDAXI) are transitory indices, i.e. they are very

open and needed in the communication between other global stock market

indices.

5. Indices from Americas region are situated in the periphery of the network

without much communication and influence of global importance.

Conclusion

We analysed the relationships between world stock market indices in the period of

2007–2017 using the MST approach. We managed to detect three large clusters of

indices based on the geographical location of underlying indices. We proved the

integration of stock markets on the level of continents but stated that there are

possibilities for global stock market integration enlargement still present. This

might suggest a possibility for international diversification when investing in

stocks. The clustering into three large clusters may not be based solely on geo-

graphic location but also on culture and investment style in these locations. For the

question of whether this is the case, however, our analysis cannot provide relevant

answers.

We managed to detect large interdependence between US and Americas stock

market indices, but we argued that the global importance of Americas indices

is low.

Using the centrality measures analysis, we argued that every region/cluster has

its own hub: HSI for Asia/Pacific, FCHI for Europe and GSPC for the USA.We also

argued that based on our analysis the most important stock market indices in the

global scale are HSI and FCHI.

The added value of this paper for the investment society is straightforward. Since

we are able to describe both visually and quantitatively the hierarchical structure of

the stock market indices network, we are also able to detect those indices situated in

the periphery of this network. Following the results of Pozzi et al. (2013), we may

thus claim that there can be built a well-diversified portfolio that effectively reduces

the investment risk.
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There exist many possibilities for further research. Mainly we need to mention

the MST dynamics. It requires the observation of the changing MSTs with respect

to different time windows. This possibility is motivated by our assumption that the

MSTs would differ, if we analysed only precrisis period, crisis period or postcrisis

period. This kind of research could suggest whether any particular index had set for

different trajectory of closing price evolution owing to the postcrisis stock market

consolidation.
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Appendix

Table 2 Centrality measures

Index Degree Closeness Betweenness Eigenvector

ATX 2 0.024 99 0.514

BFX 1 0.020 0 0.035

FCHI 4 0.024 117 0.172

GDAXI 2 0.023 91 0.037

SSMI 1 0.019 0 0.046

DJI 1 0.019 0 0.002

IXIC 1 0.018 0 0.002

GSPC 5 0.020 96 0.019

GSPTSE 1 0.016 0 0.006

MERV 1 0.011 0 0.001

BVSP 2 0.014 19 0.003

MXX 2 0.017 36 0.007

AORD 2 0.014 19 0.221

SSEC 1 0.015 0 0.462

HSI 5 0.022 117 1.000

BSESN 1 0.016 0 0.407

JKSE 2 0.017 19 0.490

KLSE 1 0.013 0 0.203

N225 1 0.012 0 0.083

KS11 3 0.018 53 0.505

TWII 1 0.014 0 0.176

Source: Author’s computations
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The Financial Evaluation of Population
Growth in Relation to Development Aid: China
Versus India (Two Nation Brands’ Stories)

Rostislav Mansfeld and Barbora Růžičková

Abstract For the past 40 years, the most dynamic economies in the world were

China and India. From approx. 5% of US GDP level, China grows to 26% and

India to 11% of current US levels. The ratio of foreign trade to GDP is similar

for both countries as well as capital flows to GDP. So why did China

outperform India twice in terms of GDP growth and why is India first now

catching up?

This is of extreme relevance in relation to implementation of Sustainable

Development Goals (SDGs) of Agenda 2030 in which the objective is to eradicate

poverty and to enhance economic growth in developing countries. The reduction of

poverty in shortest time was best mastered by China over the last 30 years; hence, to

put developing countries on the same track is the beginning of the path of their

development. A theoretical comparison analysis, backed by observations of China,

India, Uganda, and Chad GDP as well as their population growths, indicates that

population growth is the major negative enabler of GDP growth per capita of

developing countries. Using our drafted methodology, we can assess if certain

levels of development aid will be sufficient to overcome the negative GDP per

capita pull driven by overpopulation and calculate how much development aid is

needed to get countries on sustainable GDP per capita growth path. We ask

ourselves, are current SDGs (especially SDG 1, 2, and 8) in developing countries

really financially achievable?
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Introduction

The major challenge in implementation of United Nation Agenda 2030 is the fact

that there seems to be very little relating to the population growth in developing

countries, which clearly influences the financial amounts we need for sustainable

development. We even believe it is the second most deciding factor, after macro-

economic and political factors (e.g., North Korea vs. South Korea, which both have

no population growth).

On China and India comparison, we will investigate the influence on GDP

caused by the reduction of population growth in China caused by one child policy.

The greatest goals of Agenda 2030 are SDG 1 – eradication of poverty - and

SDG 2, eliminate hunger (Sachs 2015). Hence the focus is mainly on the least

developed countries (LDCs), which is majorly Africa, where population growth

ranges between 3% and 4% p.a.

A theoretical comparison analysis, backed by data from the World Bank,

International Monetary Fund, UN publications, and OECD statistics about China,

India, Uganda, and Chad (especially GDP as well as their population growths),

indicate that population growth is the major negative enabler of GDP growth per

capita.

India’s nominal GDP per capita in 1985 was $313 and China’s $295 where

India’s year-on-year population growth was 2.2% and China’s 1.4% and decreasing.

Fifteen years later (which is the scope of Agenda 2030), India had GDP per capita

of $463 and China of $941. Population growth in India was relatively stable at YoY

of 2% throughout the 15 years where China has decreased to 0.8%.

Hence we can summarize that both bordering countries started with similar

conditions with less than $1 per day per person but after 15 years of GDP growth

over 5% p.a. India GDP per capita almost did not improve; in contrary China on the

other hand doubled its GDP per capita per day to $2.

Financial Evaluation of Population Growth

Data and Source

We rely on World Bank database and International Monetary Fund for extracting

GDP, GDP per capita, and population growth data as well as on OECD statistics.

Source relating to United Nation Agenda 2030: Sustainable development knowl-

edge platform, custom processing.

Source relating to The Sustainable Development Goals: Global Policy Watch,

7th October 2016 Nr.13.
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Population Growth Financial Impact

If an average consumption of one person in India was at, e.g., $400 pear year, then

India lost $60 bn p.a. (150 m additional inhabitants on average * $400) on potential

investment which is $900 bn wealth creation in 15 years (150 m * $400 * 15 years)

in comparison to scenario if India population would not grow at all. Furthermore, if

we assume that return on investment in India is at approx. 10% p.a.,1 then the

$60 bn annual investment would generate a return in the 15th year of approx.

$191 bn (what would be a net GDP increase in that year), and the India’s total

wealth would increase by $2.1 tn (of which is $0.9 tn cumulative shift from

consumption to return-generating asset creation and $1.2 tn cumulative reinvested

returns from undertaken investments). Hence the total cumulated loss for India’s
wealth was at $2.3 tn or approx. $150 bn p.a. on average.

GDP would be even higher when Indian government and other economic sub-

jects would increase debt levels and foreign direct investments accordingly to GDP

grow as India would then consume or invest in the 15th year the additional, e.g.,

$0.2 tn, hence reaching a GDP of approx. $0.9 tn in the year 2000 (of which 0.5 tn

reached GDP, 0.2 tn return on investment, and 0.2 tn higher debt and foreign

investment).

The more the country is developed, the higher the debt levels to GDP. In our

case we will work conservatively with the assumption that $1 of GDP increase

driven by return from investment creates exactly $1 of higher debt or foreign

direct investment. Hence in our calculations we very conservatively assume

that total debt to GDP of India without population growth will always be below

100%. In comparison China’s total debt by mid of 2014 was already at 282%

of GDP.

The population annual growth of 2% over 15 years has been equal to approx.

200% loss on potential nominal GDP as shown in Fig. 1.

Two reasons why in the rebased Fig. 1 China (which at that time had 1%

population growth p.a.) still outgrows India are:

1. The abovementioned conservative assumption of total debt to GDP never

reaching 100%.

2. Wealth destruction by population growth. The additionally net newborn child

must obtain the total wealth per capita of the country where it was born to avoid

any decrease of wealth per capita or shift from investment into consumption to

provide for such a wealth what would then later result into lower GDP per capita

driven by lower investment.

1The average annualized return of the S&P 500 Index was about 10.8% from 1973 to 2015.

20 Years of Stock Market Returns, by Calendar Year (The balance 2017).
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Even when abstracting from the above points 1 and 2 if India would have

reduced the annual population growth to pure replacements, then its GDP per capita

in 2000 would have been at approx. $1103 hence well above China’s $941 (China’s
population during these 15 years was in absolute terms still increasing by more than

1% p.a.).

We can break down the potential GDP per capita of $1103 to:

• $463 which is the actual GDP in 2000 per capita in India (India nominal GDP in

2000 was $476 bn and population was 1 bn)

• $164 if the population would stay on the level of 1985 (calculated by dividing

the nominal GDP in 2000 by population of 1985 which is $627 minus GDP per

capita in 2000 of $463) and the saved annual consumption of $60 bn on the new

born which would not be reinvested

• $476 the return on investment and higher debt that was not spent on consumption

of the net newborn net Indians instead. In other words, what the consumption

could have returned if it was effectively invested (Fig. 2)

If a developing country without effectively used human resources reduces

population growth to replacement level and reinvests the consumption, which it

would otherwise be forced to spend on the newborn population, it can without any

significant international financial aid increase its GDP per capita during 15 years

by approx. Four times (to $1.1 k from $0.3 k) than with an annual population

growth of 2%.

This was shown on the above example of India between the years of 1985 and

2000. This conclusion is realistic as China which was growing annually its popu-

lation by 0.5% between 2000 and 2015 increased its GDP per capita approx. Three

times from $2939 to $9328.

Fig. 1 GDP in percent rebased to 1985 values (Source: World Bank database and authorial

computation and Debt and not much deleveraging. McKinsey [online] (2017). Note: Y axes are

percentages and X axes are years)
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Population Growth Financial Cost for African Countries
in Scope of Agenda 2030

The annual population growth of the developing countries in focus of Agenda

2030 (particularly in Africa, e.g., Nigeria, Congo, DR of Congo, etc.) is at least

2.8% p.a.,2 (with peaks up to 4% YoY) growth, which is 50% above India’s
population growth rate. To develop a model for Africa, let us on the example of

India simulate a population growth of 3% from 1985 to 2000.

When using the same logic as for the calculation of lower population growth in

section “Population Growth Financial Impact”, GDP loss in the 15th year would be at

$178 bn, the $178 bn is the total approx. Loss on revenue from the not executed

investment over 15 years and the loss possibility of debt increase driven by the

higher consumption of 70 million additional inhabitants under the assumption of

$400 p.a. consumption per capita. Hence, the GDP of India would have to be 40%

lower as India had in the year of 2000 GDP of $477 bn when growing its population

annually by 2%. This implicates that if a country grows its population annually by 3%

ormore, it decreases its GDP per capita; hence, the next-generation available nominal

consumption is lower than the one of their parents as shown in the charts.

This has adverse effects, e.g., the countries’ debt to GDP ratio is increasing;

hence, these countries are likely to declare state bankruptcies and have hyperinfla-

tion as, e.g., Zimbabwe. As the average GDP decreases hence the average con-

sumption in nominal USD. (This ensures that the GDPmathematically does not turn

negative.)

Furthermore as the country is forced to consume more and to invest less, the

wealth creation stagnates at best. If we assume amortization of the infrastructure

and other assets, the country wealth is accordingly decreasing.

Fig. 2 GDP per Capita in USD between 1985 and 2000 (Source: World Bank database and

authorial computation. Note: Y axes are USD and X axes are years)

2Country Comparison (2014).
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Limited resources on excessive population growth lead to decreasing amount of

consumption per capita; hence if the country grows its population over 2% annu-

ally, the consumption per capita is decreasing to the level that leads to famine,

epidemics (driven by not sufficient funds for health care), migration (due to lack of

infrastructure and resources to support the net population additions, this effect is

sometimes called an “export of poverty”), and resulting wars (where the countries

defend themselves from migrants or fight over the scarce resources). All these

effects then accordingly result into lower life expectancy; hence, the excessive

population growth rate regulates itself into sustainable levels through higher death

rates.

This is visible on most of countries as, e.g., Uganda or Chad that have population

growth at approximately 3%, which nominal GDP per capita has not changed

during the period in scope (from 1985 to 2000).

The simulated India (with 3% p.a. population growth) as well as in Fig. 3 Chad

has per capita nominal GDP decreasing hence the real GDP per capita is signifi-

cantly worsening (with assumed inflationary USD environment, e.g., just 2%

inflation over 15 years decreases real purchasing value from $100 to $63). Growing

population must then accordingly decrease its consumption in real terms by approx.

50% in just 15 years.

Evaluation of the Development Aid Needed for African
Countries

To durably improve living conditions in Africa we need to compensate for 3%

annual population growth that is causing major shift from potential investment to

consumption. This consumed amounts we need to invest into the African countries

from our own resources as development aid.

In our exercises we have so far ignored the fact that increased population growth

effects are not only limited to 15 years but go well beyond as once the additional

Fig. 3 Chad GDP per capita between the years of 1985 and 2000 (with population growth at 3%)

compared with China (1%) and India (2%) (Source: World Bank database and authorial compu-

tation. Note: Y axes are USD and X axes are years)
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population turn 16 or 18, they will need on top of their consumption new infra-

structure as well as new jobs.

Hence, if we only subsidize the consumption, we improve the living conditions

for the parents and their net “replacements” (¼ core population), but we do not do

anything for the net population additions. To durably improve the standing of the

whole population, we need to give the new additions the wealth of their parents on

top of subsidizing their consumption.

Let us then make an assumption that the wealth per capita in India was at $5000

in the years between 1985 and 2000. To keep the wealth per capita constant, we

need to give each of the net new additionally born Indian an infrastructure and

housing investment of $5000. The population of India, if assuming 3% annual net

population growth, would grow from 757 m to 1182 m hence by 423 m. We need to

invest $2115 bn (423 m net additions * $5000) ¼ $2115 bn/15 years ¼ $141 bn per

year in our 15-year cycle. As calculated in previous chapters, the annual loss of

potential investment was $88 bn, based on assumption that one additional child

costs $400 p.a. to feed; hence, on average over 15 years simulated 3% population

growth would generate 220 million additional new inhabitants in every single year,

(150 m + 70 m) * $400 p.a. ¼ $88 bn p.a.)

To sum it up, if India was growing its population by 3% p.a. to fully compensate

for these new population additions, we would need to provide India with a devel-

opment aid between 1985 and 2000 of $229 bn p.a. (¼ $141 bn + $88 bn), which is

48% of India GDP in 2000 (¼ $477 bn when growing a population by just 2%) and

97% of India GDP in 1985 (¼ 237 bn). Calculated GDP in 2000 when assuming 3%

p.a. population growth in India is just $299 bn; hence, the development aid would

need to be at approx. 76% of GDP.

The needed development aid ratio to GDP between 76% and 97% in order to

elevate 3% p.a. population-growing country to China development path seems

precise as growing population by 3% or more keeps the GDP constant as shown

in previous charts. Figures are based on the conservative assumption without

accounting for the wealth destruction effect as described earlier.

Africa has currently annual population growth at 2.8%; hence, it will increase

from current 1.2 bn inhabitants to 2 bn in just next 15 years.

According to our calculations, to bring Africa to a sustainable development path,

which it would take without any population growth, we would need to annually

transfer in form of development aid somewhere between 48% and 97% of its

current GDP of $2.39tn. That is at least $1.14tn p.a. but more realistically approx.

$1.82tn p.a. Currently it cannot be achieved only from the governments budgets of

which there is only approx. $0.135tn available (Net ODA 2016).

Conclusion

A theoretical comparison analysis indicates that population growth is the major

negative enabler of GDP growth per capita.
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If a developing country with not effectively used human resources reduces

population growth to replacement level and reinvests the consumption, which it

would otherwise be forced to spend on the new born population, it can without any

significant international help increase its GDP per capita during 15 years by approx.

four times.

On the other hand 3% p.a. or more growing population must then accordingly

decrease its consumption in real terms by approx. 50% in just 15-year- period.

The financial cost of compensation in terms of transfers needed to offset the 3%

p.a. population growth is between 48% and 97% of the respective country GDP.

Just for Africa it would be at least $1.14tn p.a. of which only $0.135tn is available.

Hence the current Agenda 2030 of the United Nations should primary concen-

trate on measures decreasing the population growth, e.g., SDG 5 – gender equality -

and SDG 4, education. The consequences of not doing so will be failed states as,

e.g., Zimbabwe and resulting famine, migration, and wars.

Currently the UN Agenda 2030 barely mentions the population growth directly

in its sustainable development goals. Many of its goals and respective budgets

relating to developed world are goals that just increase the already high standard of

wellbeing and would be demanded by local populations anyway, e.g., better health

in Czech Republic.

In this paper we try to concentrate on countries where achieving SDG goals as

gender equality or better education, which should result in lower population

growth, will determine borderlines between peace and war hence are decisive for

the future survival of the majority of the inhabitants of the developing countries.
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The Relationship Between Government
Expenditure on Education and Economic
Growth: The Case of France

Nesrin Ozatac, Nigar Taspinar, Oubayda El Rifai, and Baris Eren

Abstract The aim of this study is to investigate the long-run equilibrium relation-

ship between economic growth, capital, labor, and government expenditure on

education between the years of 1970 and 2012 for the case of France. Johansen

co-integration test results suggest the existence of the long-run equilibrium rela-

tionship between variables. Existence of the co-integration relationship indicates

that capital, labor, and government expenditure on education are long-run determi-

nants of GDP for the case of France. Granger causality test results suggest that there

is a bidirectional long-run causality between GDP and gross capital formation. In

addition, there are long-run unidirectional causalities which run from labor and

expenditure on education to GDP and from labor and expenditure to capital. Results

of the study suggest the existence of education-induced economic growth for the

case of France.

Keywords Economic growth • Education • Co-integration

Introduction

Education is one of the most important factors of economic growth, and the

relationship between education and economic growth has been an important area

of investigation in economics. Education affects the overall economic system at

macrolevels such as aggregate production and GDP. Endogenous growth theory

and human capital theory suggested that education has a substantial impact on the

economic growth at the micro- and macrolevel, respectively. The positive effect of

education on economic growth is mostly attached with the production of skillful

labor and development of human capital by education, training, and skills.
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The aim of this paper is to investigate the long-run relationship between eco-

nomic growth and government expenditure in France. There are various factors that

help to put a country’s economy at the top for most rapidly growing economy in the

world. Government expenditure on education has historically imposed itself as one

of these factors in many countries, especially after the period that followed the end

of the Second World War, by raising the human development in the countries,

which is considered one of the most profitable investments in the long term. This

kind of spending can be defined as the amount of money that should be provided for

building schools and universities with the supplying of technical and physical tools

and laboratories, in addition to teachers’ salaries and the support of development of

the scientific research, which has allocated the largest amount of education spend-

ing in the developed countries. Therefore, the education is a costly project that

needs continuous financial resources, and this is because of the increasing demand

on education, which is a right for every single individual in the society.

France had the world’s 12th highest research and development spending with

almost 2.24% of the gross domestic product. In addition, the government spent

3.42% of the gross domestic product on education in 1970, while this number raised

to 5.53% in 2012. Therefore, these numbers clarify how much the French govern-

ment is interested in elevating the quality of education among the last 40 years

where they specialized a bigger number for education spending compared with

other spending like the military, even though France has witnessed many terrorist

attacks during the last years.

There are theoretical framework of the economic growth and its relationship

with education (Mankiw et al. 1992; Barro and Sala-i-Martin 1995; Romer 1990;

Barro 1991, 2002; Barro and Lee 2013; Krueger and Lindahl 2001; Benhabib and

Spiegel 1994). Regarding with the listed literature, the positive relationship

between more education and economic growth is indicated that education influ-

ences economic growth significantly.

In the last decade, researches have used different methods. In order to examine

the impact of education on the economic development, in recent studies Cobb

Douglas pattern is used by many researchers (Lin 2004; Aziz et al. 2008; Loening

2002; Odit et al. 2010). Lin (2004) analyzed Taiwan’s economic development from

the year 1965 through 2000 indicating that higher education left a favorable and

important impact on the growth of the economy in Taiwan. The output of higher

education on the Pakistani economic development was also examined by Aziz et al.

(2008) using the Cobb Douglas pattern in the period between 1972 and 2008, where

the findings showed that the higher education’s gains affected the development of

the Pakistani economy positively. Similar findings were found by Loening (2002)

using the same pattern, where his study concluded that a work force that is

preferable in proficiency and education is likely to affect the economic develop-

ment favorably and significantly. Human resources are introduced as the reason

behind the progress of the high level of returns by Odit et al. (2010). Moreover, it

was proved that work force is able to enhance productivity.

The generality of experimental researches such as Asteriou and Agiomirgianakis

(2001), Changzheng and Jin (2009), and Musila and Belassi (2004) used Johansen
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co-integration test. Asteriou and Agiomirgianakis (2001) examined the connection

between the work force and the economic growth in Greece and discovered that

co-integrating relationship between education and the GDP per individual.

Changzheng and Jin (2010) followed the same analysis for the period between

1978 and 2004 for China, and the findings revealed a favorable connection between

the educational equivalence and the fineness of the economic development. The

research made by Musila and Belassi (2004) on Uganda between the years of 1965

and 1999 indicates the relation between the country’s government education

expenditure per laborer and the economic development. By using the error correc-

tion model, it was revealed that government spending on education has an essential

role in affecting the economic development in the developing countries and pre-

dominately in Uganda. On the other hand, Shaari (2014) investigated the connec-

tion between the levels of education and economic growth in Malaysia for the

period of 1982–2011. He found out that there is no indication that education

affected the economic growth. Furthermore, Jaoul (2004) studied the relationship

between higher education and gross domestic product in both France and Germany

after the Second World War, from 1899 to 1937. He found out that the higher

education had an impact on GDP in the case of France, while it did not appear as a

reason for Germany. Another study by Babalola (2011) for Nigeria for the period of

1977–2008 indicated a unidirectional causality from economic growth to education.

Dănăcică et al. (2010) and Mariana (2015) in which both employed vector

autoregression (VAR) model and Granger causality test aimed to examine the

occasional connection among the higher education and the economic development

in the period between 1980–2008 and 1980–2013, respectively, for the case of

Romania. The findings of this researches reached experimental proof of the long-

term relation among the GDP per individual and the education through the period,

where education has positively affected the economic growth. Hussin et al. (2012)

confirmed that in Malaysia, for the period between 1970 and 2010, the education

has a long-run relationship on gross domestic product (GDP).

Most of the studies with different regions and different methodology applied

showed that there is a positive long-run connection between the education spending

and economic growth and in most cases where there is a causal run from education

to economic growth.

In this study, we will investigate the long-run equilibrium relationship between

economic growth, capital, labor, and government expenditure on education

between the years of 1970 and 2012 for the case of France.

Data and Methodology

The data used in this study are annual figures that cover the period 1970–2012.

Variables used in this study are real gross domestic product (GDP), gross capital

formation (K), labor force (L), and government expenditure on education. The data
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for GDP, K, and ED are collected from the World Bank (2016), while L is gathered

from the OECD database (2016).

This study adopts the endogenous growth model which is suggested by Mankiw

et al. (1992), which indicates the relationship between economic growth and

education. The functional relationship based on the standard neoclassical growth

model can be suggested as follows:

GDPt ¼ f Kt;Lt;EDð Þ ð1Þ

where GDP is a function of capital, labor, and government expenditure on

education.

The variables in the model can be transferred into the logarithmic form in order

to capture impacts of growth:

ln GDP ¼ β0 þ β1lnKþ β2lnLþ β3lnEDþ εt ð2Þ

where ln GDP, lnK, lnL, and lnED are the natural log of gross domestic product,

capital, labor, and education expenditure, respectively. εt stands for the error term.

Unit Root Test

Zivot and Andrews (Z-A) (1992) unit root test under a structural break is employed

in the study in order to determine the integration orders of the variables. Z-A (1992)

suggests three different specifications in their estimations based on Perron (1990).

Model (1) allows an exogenous break in the level form of the series; Model

(2) allows an exogenous break in growth rates of the series; andModel (3) combines

Models (1) and (2) together. Z-A (1992) unit root test suggests the null hypothesis if

there is a unit root in the series.

Johansen Co-Integration Test

The long-run equilibrium relationship between variables is investigated by

Johansen co-integration test. Johansen test can be applied when variables are

integrated of the same order. Minimum one co-integrating vector is required in

order to have long-run equilibrium relationship between variables. Johansen test

takes its initial point in the vector autoregression (VAR) of order p given by:

yt ¼ μþ A1yt�1 þ . . .þ Apyt�p þ εt for t ¼ 1, . . . , T ð3Þ

where yt, yt-1,. . .,yt-p are vectors of level and lagged values of P variables, respec-

tively, which are I(1) in the model; A1,. . ., Ap are coefficient matrices with (PXP)

64 N. Ozatac et al.



dimensions; μ is an intercept vector; and εt is a vector of random errors. Johansen

(1988) and Johansen and Juselius (1990) suggest that trace statistics are obtained by

using the eigenvalues. The trace statistic (λtrace) could be estimated by the formula

below:

λtrace ¼ �T
X

Ln 1� λið Þ, i ¼ r þ 1, . . . , n� 1 ð4Þ

The null hypotheses are given as follows:

H0: v ¼ 0 H1: v � 1

H0: v � 1 H1: v � 2

H0: v � 2 H1: v � 3

Estimation of Long-Run Coefficients

After revealing a possible co-integration relationship between variables, DOLS

methodology can be applied in order to estimate the long-run coefficients of the

variables. DOLS method can be applied irrespective of the order of integration of

the regressors, but regressand in the conducted model should be integrated of order

one, I(1). Esteve and Requena (2006) indicate that the DOLS method provides

stronger and more consistent estimations in the presence of internality and auto-

correlation problems. The DOLS model can be estimated as follows:

lnGDPt ¼ α1 þ α2 lnKt þ α3 ln Lt þ α4 lnEDt

þ
Xq

i¼�q

βiΔ lnGDPt�i þ
Xq

i¼�q

γiΔ lnKt�i þ
Xq

i¼�q

δiΔ ln Lt�i þ
Xq

i¼�q

μiΔ lnEDt�i þ εt

ð5Þ

where q stands for lag structure (level) to be determined by Akaike information

criterion (AIC) and t is time trend.

Causality Test

In order to test the directionality of the relationships between variables, this study

adopts conditional Granger causality tests under the ECM. By doing so, the short-

run deviations of series from their long-run equilibrium path are also captured by

including an error correction term (Katircioglu 2010). Therefore, conditional error

correction models for Granger causality can be estimated as follows:
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Δ lnGDPt

Δ lnKt

Δ ln Lt

Δ lnEt

2
6664

3
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μ2
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μ4
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7775þ
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þ
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3
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ε1, t

ε2, t

ε3, t

ε4, t

2
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3
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ð6Þ

Empirical Results

Zivot and Andrews (1992) unit root test results under a possible structural break are

indicated in Table 1. The null hypothesis if there is a unit root with a structural

break cannot be rejected at level forms of the variables which means variables are

not stationary at their level forms. They become stationary when their first differ-

ences are taken, that is to say, lnGDP, lnK, lnL, and lnED variables are integrated of

order one, I(1).

Co-Integration Analysis

According to unit root test results, all variables are integrated of the same order

which is I(1). That is why co-integration test should be employed in order to

investigate the long-run equilibrium relationship between variables. Table 2

shows Johansen co-integration test results. Trace statistics indicate that there is

one co-integrating vector in the conducted model. Co-integration test results sug-

gest that there is a long-run equilibrium relationship between GDP, capital, labor,

and government expenditure on education.
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Estimation of Long-Run Coefficients

After revealing the long-run equilibrium relationship between variables, DOLS

regression is applied to estimate the long-run coefficients of independent variables.

Estimation results are reported in Table 3.

DOLS estimation results suggest that gross capital formation and government

expenditure have statistically significant, inelastic, and positive impacts on GDP

which is used as a proxy for economic growth. In addition, the effect of labor force

on economic growth is positive and elastic.

Table 1 Zivot and Andrews (1992) unit root test

Statistics (level) Statistics (first difference)

ZAB ZAT ZAI ZAB ZAT ZAI Result

lnGDP �3.946 �3.983 �2.964 �5.390a �4.42a �5.301a I(1)

Break year 2005 2005 2006 1986 2005 1997

Lag length 0 0 0 0 2 0

lnK �3.272 �3.119 �3.542 �4.872a �4.466a �4.614a I(1)

Break year 1987 1984 1998 1998 2005 1986

Lag length 0 0 0 4 4 4

lnL �4.959a �3.528 �4.578 �7.117a �6.532a �6.856a I(1)

Break year 1990 2001 2003 2003 1991 1989

Lag length 0 0 0 0 0 0

lnED �3.895 �3.357 �3.455 �6.434a �7.270a �5.472a I (1)

Break year 1993 1997 1997 1981 1980 1991

Lag length 1 1 1 2 0 3

Notes: GDP is gross domestic product; K is gross capital formation; L is labor force; ED is

government expenditure on education. All of the series are at their natural logarithms. ZAB

represents the model with a break in both the trend and intercept; ZAT is the model with a

break in the trend; ZAI is the model with a break in the intercept
adenotes the rejection of the null hypothesis at the 10% level of significance. Tests for unit roots

were carried out in E-VIEWS 9.0

Table 2 Johansen co-integration test

Hypothesized no. of CE(s) Eigenvalue

Trace

statistic

5 percent

critical value

1 percent

critical value

None a 0.535912 58.66315 47.21 54.46

At most 1 0.388883 27.95594 29.68 35.65

At most 2 0.129771 8.257264 15.41 20.04

At most 3 0.065210 2.697316 3.76 6.65

Notes: adenotes the rejection of the hypothesis at the 1% level of significance
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Causality Test

Short-run and long-run causalities between variables are investigated by Granger

causality test under block exogeneity approach. According to Table 4, there is a

bidirectional long-run causality between GDP and gross capital formation which

means any change in gross capital formation causes a change in GDP and vice

versa. In addition, there are long-run unidirectional causalities which run from labor

and expenditure on education to GDP and from labor and expenditure to capital as

the overall χ2 statistics are significant for both models. Moreover, there are short-

run causalities which run from government expenditure on education to GDP and

gross capital formation.

Conclusion

The aim of this study is to investigate the long-run equilibrium relationship between

economic growth, capital, labor, and government expenditure on education

between the years of 1970 and 2012 for the case of France. Johansen

co-integration test results suggest the existence of the long-run equilibrium rela-

tionship between variables. Existence of the co-integration relationship indicates

that capital, labor, and government expenditure n education are long-run determi-

nants of GDP for the case of France. Estimated long-run coefficients suggest that

when capital, labor, and government expenditure increase by 1%, GDP of France

increases by 0.247%, 2.018%, and 0.217%, respectively. Estimated positive and

elastic coefficient of labor suggests that well-educated and qualified labor force

may contribute to the manufacturing sector and productivity in France as a devel-

oped country.

Granger causality test results suggest that there is a bidirectional long-run

causality between GDP and gross capital formation which means any change in

gross capital formation causes a change in GDP and vice versa. In addition, there

are long-run unidirectional causalities which run from labor and expenditure on

Table 3 Estimation of long-run coefficients by DOLS approach

Regressors Coefficient Standard error P-value

lnK 0.247 0.117 0.043

lnL 2.018 0.499 0.000

lnED 0.217 0.122 0.034

C 0.860 2.100 0.086

R-squared 0.995

S.E. of Regr. 0.020

Long-run variance 0.001

Notes: Optimum lag length is selected by Akaike information criteria, and long-run covariance is

estimated by Bartlett Kernel and Newey-West fixed bandwidth, which is 4
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education to GDP and from labor and expenditure to capital. Causality which runs

from education expenditure to GDP in the long run and in the short run suggests

education-induced economic growth. Education expenditures help France to edu-

cate its labor force and increase the productivity level and contribute to the

economic growth process.

Policy makers should be aware of the positive impact of education expenditures

on GDP and allocate their resources more on education expenditures to increase the

productivity level of the host country.
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Exchange Rate Exposure and Usage of Foreign

Currency Derivatives by Indian Nonfinancial

Firms

Krishna Prasad and K.R. Suprabha

Abstract This paper investigates the usage of currency derivatives and its impact

on the exchange rate exposure. A sample of 387 nonfinancial Indian firms listed in

the National Stock Exchange of India were studied for a period of 5 years from

2011–2012 to 2015–2016. The currency derivatives data was collected from the

annual reports of the sample firms, and the stock price data was collected from Ace

Equity and Centre for Monitoring Indian Economy (CMIE) database Prowess. The

results of the study indicate that the currency forward contract is the most preferred

hedging instrument among the sample firms. The Indian firms showed the lower

interest in exchange-traded instruments especially currency futures. This is in spite

of the growth in the third-generation innovative and low-cost derivative instru-

ments. This study also provided evidence that hedging using currency derivatives

decreased the firms’ foreign exchange exposure level, while the use of foreign

currency borrowing was found insignificant in decreasing the firm’s level of

currency exposure.

Keywords Currency derivatives • Exchange rate exposure • Currency forward •

Exchange-traded derivatives

Introduction

The year 1991 was a major turning point in the liberalization and globalization

process in India. In 1991 the foreign exchange reserves had nosedived to $1.2

billion which was barely enough to finance 13 days’ worth of imports. The external

help of IMF was accompanied by market-oriented conditionalities such as

K. Prasad (*)

Justice K S Hegde Institute of Management, Nitte, Karkala Taluk, Udupi 574110, India

e-mail: kprasad@nitte.edu.in

K.R. Suprabha

School of Management, National Institute of Technology Karnataka, Srinivas Nagar,

Surathkal, Mangalore, India

e-mail: suprabha.kr@gmail.com

© Springer International Publishing AG 2018

D. Procházka (ed.), The Impact of Globalization on International Finance and
Accounting, Springer Proceedings in Business and Economics,

https://doi.org/10.1007/978-3-319-68762-9_8

71

mailto:kprasad@nitte.edu.in
mailto:suprabha.kr@gmail.com


liberalization and globalization. At the face of crisis, the Government of India

opened up the economy (Gaikwad and Scheve 2016). This important decision of

the Indian government opened windows for global business in India; many multi-

national corporations (MNCs) entered Indian markets; similarly, many Indian

companies cashed this opportunity to enter foreign countries. India’s total imports

were $18,145.2 million and the exports were $24,072.5 million in the fiscal year

1990–1991, and the imports and exports have increased to $262,290.1 million and $

381,006.6 million in the fiscal year 2015–2016. Besides, there was a spectacular

growth in foreign investment to India and Indian firms investing in foreign coun-

tries. The foreign direct investment (FDI) inflow to India was $73.5 million in the

year 1990–1991 which increased to $44,009.4 million in 2015–2016. These devel-

opments led to more volatility in the foreign exchange market (Mondal 2014). The

changes in the exchange rate are one of the important risks faced by the firms

involved in international business (He and Ng 1998; El-Masry et al. 2007). With the

increased international trade coupled with the volatile exchange rates exposed the

Indian firms to the exchange rate exposure forcing the Indian MNCs to manage the

exposure.

This paper principally answers three questions: First, whether the exchange rate

movement influences the stock returns of a firm by using sample Indian

nonfinancial firms listed in National Stock Exchange (NSE) for a period of

5 years from 2011–2012 to 2015–2016.1 Second, we study the currency risk

hedging strategies and the usage of derivatives of the sample firms. The information

about the usage of derivatives are collected from the published annual reports of the

company manually. Third, we examine the relationship between usage of deriva-

tives and exchange rate exposure.

The remainder of the paper is organized as follows. In the second section, we

review the existing literature. The third section discusses the methodology along

with details about sample and the data. The empirical results and findings will be

reported in the fourth section. The paper concludes with the fourth section.

Literature Review

Theoretically, unintuitive movements in the exchange rate should affect the value

of the firm and its cash flows. The empirical findings in the past documented the

relationship between stock returns and the changes in the exchange rate. The earlier

studies measured the exchange rate exposure as the regression coefficients of the

value of the firm on the changes in the exchange rates (Hodder 1982; Adler and

Dumas 1984). Jorion (1991) developed the two-factor arbitrage pricing model to

measure the firm-specific exchange rate exposure after controlling for the market

1Some of the sample firms followed calendar year, and the data for those firms were from January

2011 to December 2015.
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return. This model reported the weak correlation between the exchange rate

changes and stock returns for the sample US firms. However, with the improve-

ments in the measurement techniques, some of the recent studies reported that large

number of firms are significantly exposed to the exchange rate exposure (Fraser and

Pantzalis 2004; Kang and Lee 2011; Salifu et al. 2007; Agyei-Ampomah et al.

2013; Bartram 2007). As exchange rate exposure affects the firm value and cash

flows, it becomes necessary for the firms to hedge the exchange rate exposure.

The hedging of financial risks is a costly activity, and therefore the benefit of

hedging should outweigh the cost of hedging in order to increase the firm value.

According to Modigliani and Miller (1958), it is useless for a firm to reduce risk by

using derivatives under perfect capital market conditions as it would not increase

the value of a firm and individual investors can manage hedging strategies them-

selves by investing in diversified portfolios. The subsequent studies by Stulz (1984)

and Smith and Stulz (1985) revealed that, under certain market frictions, corpora-

tions having specific operating characteristics, like higher financial distress costs,

tax convexity, growth opportunities, managerial holdings and liquidity constraints,

have an opportunity to enhance firm value by optimally utilizing hedging tech-

niques. The implications of these findings are that benefits of hedging depend on

various firm level factors. In this situation, whether hedging adds value for the firms

is an important issue for both shareholders and managers.

The past research findings on the relationship between hedging and exchange rate

exposure had given mixed results. Copeland and Joshi (1996) using a sample of

200 US firms found that measuring the outcomes of hedging may be difficult as many

other macro-economic factors change along with the changes in exchange rate.

Further, they stated that given the scarce resources and substantial amount of capital

allocated to hedging, it may diminish the value instead of creating. Therefore,

hedging the currency exposure may become wasteful to the shareholders. The

hedging may not have yielded the expected results due the behavioural issues also.

The survey results of Malindretos and Tsanacas (1995) reported that the managers

had the clear understanding about the exchange rate exposures but were unsure about

the appropriate techniques to address the exposure. On the other hand, Zhou and

Wang (2013) in their study of 500 UK-based firms evidenced that using derivatives to

hedge against the risk of unfavourable exchange rate movements was effective in

decreasing the exchange rate exposure. This finding was supported by the finding of

many other studies (Hagelin and Pramborg 2004; Praveen Bhagawan and Lukose

2014; Al-Shboul and Alison 2009). In the light of contradicting findings, it may be

noted that partial or selective hedging could bemore effective as it reduces the overall

cost of hedging (Cvitanic 1999; Savchenko and Makar 2010).

The use of currency derivatives is one of the important methods to manage the

currency risk (McGann and Shade 1997). The survey results indicate the firms

extensively use the currency derivatives to manage exchange rate exposure (Bodnár

2009; Loderer and Pichler 2000; Bodnar and Gebhardt 1999). Jesswein et al. (1995)

opine that the availability of large variety of foreign exchange risk management

products helped the managers to handle the risks effectively. Further, they catego-

rized the development of derivatives market into three generations. The forward
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contract was considered as first-generation product. In the second generation,

exchange-traded instruments such as currency futures, options and warrants along

with currency swaps flourished. The third generation witnessed the growth in

innovative derivatives such as synthetic derivatives, compound options, foreign

exchange agreements, hindsight options and so on. The innovations in the products

may be attributed to the demands of corporate and bank users for more sophisti-

cated products at a lower cost over existing products. Marshall (2000) surveyed the

large British, American and Asia-Pacific multinational firms and found that the

forward contract was the popular method to hedge the transaction exposure, and

majority of these firms did not favour the exchange-traded instruments such as

currency futures and options. The usage pattern was found similar even in the

American context (Jesswein et al. 1995).

Foreign currency borrowings are also viewed as tool to hedge the exchange rate

exposure. Based on the sample US and Canadian firms, Graham and Harvey (2001)

found that use of foreign currency debt provided a natural hedge against exchange

rate devaluation. Similarly, foreign currency debt was found to be an effective tool

to reduce the exchange rate exposure (Aabo et al. 2012).

In this paper we first assess the relationship between changes in the exchange rate

and stock returns of nonfinancial Indian firms. Subsequently, we analyse the usage of

currency derivative instruments by the sample firms and examine whether the cur-

rency derivatives reduced the exposure. The usefulness of foreign currency borrowing

as a tool to reduce the currency risk is also studied. The size, extent of international-

ization and leverage were found to be related to the exposure (Davies et al. 2006;

Makar & Huffman 2001). Therefore, the study uses these as control variables.

Methodology

Sample

The sample for this study was drawn from nonfinancial firms listed in NIFTY

500 index of the National Stock Exchange of India. On April 2016, out of 500 firms

constituted in the index, 76 were firms from financial services sector. After elim-

ination of 76 nonfinancial firms, the sample was reduced to 424 firms. The data for

the companies was collected from Ace Equity database and Centre for Monitoring

Indian Economy (CMIE) database Prowess for a period of 5 years starting from

April 2011 to March 2016. Some of the sample firms followed calendar year and

most were following financial year, and the data was adjusted accordingly. Out of

424 sample firms, data of 37 firms was not available for full 5 years as they were

listed during the study period; hence, they were eliminated from the final sample.

The final sample consisted of 387 firms. The sample firms represented 17 industry

portfolios, namely, automobile, cement and cement products, chemicals, construc-

tion, consumer goods, energy, fertilizers and pesticides, healthcare services,
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industrial manufacturing, IT, media and entertainment, metals, paper, pharma,

services, telecom and textiles. The usage of derivatives was manually collected

from the annual reports of the sample firms.

Measurement of Exchange Rate Exposure

The two-factor model based on arbitrage pricing model was proposed by Jorion

(1991) to estimate the economic exposure sensitivity coefficient of individual firms.

A two-factor model, where Rit, the return on company i’s stock at time t. Rmt is the

market return of the market and eit is the exchange risk factor. This model can be

described as below:

Rit ¼ β0 þ β1eit þ β2Rmt þ vit ð1Þ

From the above regression model, coefficients β1 and β2 provide the measure of

exchange rate exposure and market risk of the firm i; vit is the error term. The

similar equation is employed by Adler and Dumas (1984), Bodnar and Gentry

(1993) and Jorion (1990). This model is often used to examine the null hypothesis

that the exchange rate fluctuations have no effect on stock returns, i.e. HO: β1 ¼ 0.
The alternate hypothesis is H1: β1 ¼ 0. The sign of exchange rate coefficient can be
positive or negative depending on the foreign currency cash flows of the firm.

This model exhibits potential problem of multicollinearity. That is, while esti-

mating two-factor model, there is a possibility that the market and exchange rate

factors are correlated and influenced by similar macro-economic factors. In order to

control this problem, we use the component of the market return that is orthogonal

to the changes in the exchange rate (Kiymaz 2003; Kanagaraj and Sikarwar 2011).

This was done in two steps:

In the first step, the return of market portfolio is regressed on the changes in the

exchange rate as shown by Eq. 2:

Rmt ¼ θ0 þ θ1eit þ eit ð2Þ

where Rmt is the daily log return of NIFTY 500 index from April 2011 to March

2016 and eit is the corresponding daily log return of the trade-weighted nominal

effective exchange rate (NEER) index. The NIFTY 500 index data was collected

from the website of National Stock Exchange archives. The data on NEER (39 cur-

rency trade-based weights) was collected from the European Central Bank Statis-

tical Warehouse.2 The error term (εit), that is, difference between actual and

2Available at: http://sdw.ecb.europa.eu/browseSelection.do?df¼true&ec¼&dc¼&oc¼&pb¼&

rc¼&DATASET¼0&removeItem¼&activeTab¼&FREQ¼D&node¼9691301&

legendRef¼reference&legendNor¼
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predicted market return, is used as the component of the market portfolio return that

is orthogonal to the changes in the exchange rate (Fmt).

Finally, exchange rate exposure of firms was estimated by regressing firm’s
stock returns on adjusted market returns (Fmt) and on exchange rate eit as illustrated
in Eq. 3:

Rit ¼ λ0 þ λ1eit þ λ2Fmt þ uit ð3Þ

where Rit is the daily log-normal return of i at time t, Fmt is estimated orthogonal

component of market portfolio and eit is weekly log-normal change in the trade-

weighted exchange rate index (NEER) over the same period. Daily closing prices of

firm’s stock are extracted from CMIE database Prowess and are used to calculate

the stock returns of firms.

The time series regression model in Eq. 3 may have the econometric problems of

multicollinearity, autocorrelation and heteroskedasticity. The problem of

multicollinearity was minimized by using the market portfolio return which is

orthogonal to the changes in the exchange rate as explained above. To eliminate

the heteroskedasticity, log-normal return of the variables is used in the model. Elton

and Gruber (1974) argued that stocks follow log-normal distribution; therefore,

log-normal returns should be used in the capital market models. Hence, we use

daily log-normal firms’ stock returns, market returns and changes in exchange rate

index.

Model

The cross-sectional model, summarized in Eq. (4), relates the use of currency

derivatives and foreign currency debt to exchange rate exposure while controlling

for firm size, extent of internationalization and leverage. Equation (4) is a cross-

sectional regression between the coefficients of exchange rate exposure (λi) esti-
mated in the capital market model (Eq. 3):

λit ¼ γ0 þ γ1FCDit þ γ2FCBit þ γ3SIZEit þ γ4FCI=TIit þ γ5LEVit þ zit ð4Þ

where λi is the exchange rate exposure estimated in the capital market model

(Eq. 3), FCD is the dummy variable of 1 if currency derivatives are used and

0 otherwise, FCB is the dummy variable of 1 if the firm has foreign currency

borrowing and 0 otherwise, SIZE is the natural log of total assets, FCI/TI is foreign
currency income divided by total income as measure of the extent of internation-

alization and LEV is the total debt to market capitalization ratio as a measure of

leverage.

The model is tested using panel data regression with fixed effects as the

Hausman’s test statistic was 157.74 (p < 0.01) that favoured fixed effect model.
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Results and Discussion

The derivatives usage of the sample firms is reported in Table 1. From the table, it can

be observed that over 69% of the firms in the 2011–2012 hedged using the currency

derivatives and it slightly increased to over 72% for the rest of the years. Clearly, the

forward contract was the popular currency derivatives used by sample Indian firms as

a hedging tool. All the firms using currency derivatives reported that the currency

derivatives were used only for hedging purpose and not for speculation.

The exchange-traded products were not a preferred instrument to hedge in the

global context that was found to be true even in the Indian context. The reason could

be the flexibility offered by the forward contract. Currency futures were the least

preferred instrument, while usage of options contract was ten times more than futures.

The options were particularly popular among firms with contingent exposure. Cross-

currency interest rate swap was also used by the firms to cover the foreign currency

borrowing. Principal-only swaps (POS) were also used in some cases. From the

above findings, it can be noted that the second-generation and third-generation

currency derivative products were not popular. Especially, the third-generation

derivative instruments are still in a nascent stage in India. In spite of the innovations

and the cost advantages offered by some of the hybrid products, forward contract still

is the most preferred instrument to hedge the exchange rate exposure.

As most of the firms were found using currency derivatives to hedge the

currency risk, we now test the model to see the impact of usage of currency

derivatives on the foreign exchange exposure. The summary statistics correlation

matrix of the variables is presented in Tables 2 and 3. The mean exposure of the

sample firms during the study period was 0.912 with the maximum exposure of

4.506 and minimum of �1.364. It was found that 71.7% of the sample firms used

foreign currency derivatives and 19.3% of the firms had borrowed in foreign

currency. The average total debt to market cap ratio (LEV) was 0.833 with a

minimum of 0 indicating zero debt firms and a maximum of 53.419 indicating

high leverage.

Table 1 Hedging practices in nonfinancial Indian firms

2011–2012 2012–2013 2013–2014 2014–2015 2015–2016

Total number of firms 387 387 387 387 387

Firms using currency

derivatives

270 280 280 279 279

Hedging using forward

contract

268 271 272 273 269

Hedging using futures

contract

7 6 6 6 7

Hedging using options

contract

73 74 72 70 70

Hedging using forward

contract

73 76 76 75 77

Source: Compiled by authors from the respective annual reports
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The results of the relationship between explanatory variables and the exchange

rate exposure are presented in Table 4. As argued, the exchange rate exposure (λit)
of the firms using foreign currency derivatives (FCD) was less. In comparison with

the firms not hedging, the exposure of firms hedging was 0.626 times lower which

Table 2 Summary statistics Variable Obs Mean Std. dev. Min Max

λit 1935 0.912 0.747 �1.364 4.506

FCD 1935 0.717 0.450 0.000 1.000

FCB 1935 0.193 0.395 0.000 1.000

SIZE 1935 3.384 0.626 1.621 5.505

LEV 1935 0.833 2.589 0.000 53.419

Source: Compiled by the authors

Table 3 Correlation matrix λit FCD FCB SIZE LEV

λit 1

FCD 0.018 1

FCB 0.086 0.147 1

SIZE 0.155 0.119 0.176 1

LEV 0.113 �0.008 0.190 0.139 1

Source: Compiled by the authors

Table 4 Estimates of the

model
λit

FCD �0.626

(3.48)***

FCB 0.159

(1.66)*

SIZE 1.837

(12.84)***

FCITI �0.003

(1.60)**

LEV 0.011

(1.30)

_cons �4.860

(9.69)**

R2 0.11

N 1935
*p < 0.10; **p < 0.05, ***p < 0.01

Note: Table 4 reports the cross-sectional regression between

exchange rate exposure coefficients (λ) estimated from Eq. (3)

and explanatory factors mentioned in Eq. (4). The models include

387 firms studied for a period of 5 years between 2011 and 2012

and 2015–2016. The estimates are obtained by running panel data

model with fixed effect. t-statistics for coefficient estimates are

reported in parentheses
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was significant at 1% level. The empirical results of this study prove that usage of

currency derivatives adds value to the firm.

Foreign currency borrowing (FCB) which was also found to be a method used to

hedge exchange rate exposure in the literature was positively related to the exposure.

This implies that the exposure of the firms without foreign currency borrowing was

lower compared to the firms borrowing in foreign currency. The important finding of

this paper is that while usage of FCD reduced the risk, FCB increased the exchange

rate exposure. The control variables the log of total assets (SIZE) and debt to market

cap ratio (LEV) were positively related to exchange rate exposure. The foreign

currency income to total income (FCI/TI) was negatively related to the exposure.

Conclusion

This paper investigates the usage of currency derivatives and its impact on the

exchange rate exposure by studying a sample of 387 nonfinancial Indian firms. The

results indicate that the currency forward contract is the most preferred hedging

instrument among the sample firms. The Indian firms showed the lower interest in

exchange-traded instruments especially currency futures. This study also provided

evidence for hedging using currency derivatives that decreased the firms’ foreign
exchange exposure level. Foreign currency borrowing did not reduce the firms’
exposure; in fact it increased the level of currency exposure.
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Are the Central and Eastern European
Countries More Vulnerability to the External
Shocks?

Vilma Deltuvaitė

Abstract Due to the higher degree of economic openness, the Central and Eastern

European countries (CEECs) are more exposed to the external shocks that can be

transmitted through international trade channel. The CEECs are one of the most open

economies worldwide those have undergone different types of shocks and structural

changes during the last two decades. This raise a question: are the CEECs more

sensitive to the external shocks compared to most developed countries worldwide?

The main findings are that the CEECs with higher share of final domestic consump-

tion and export are more vulnerable to the domestic and global shocks. The CEECs

with higher share of gross value added by agriculture, hunting, forestry, fishing,

manufacturing, wholesale, retail trade, restaurants and hotels, transport, storage, and

communications are more sensitive to different shocks, while these economic activ-

ities are focused on domestic market. Higher concentration and diversification of

import portfolio of the CEECs affect higher volatility of real GDP. In other words, in

the CEECs where import is concentrated on several products and similarity of the

import structure between a given CEEC and the rest of the world is lower, volatility

of real GDP is higher. In conclusion, the empirical results provide substantial

evidence that the CEECs are more vulnerability to the domestic and external shocks.

Keywords Economic openness • Shocks • Vulnerability

Introduction

The Central and Eastern European countries (CEECs) (Bulgaria, Czech Republic,

Estonia, Hungary, Latvia, Lithuania, Slovakia, and Slovenia) are one of the most

open economies worldwide and vulnerable to the external shocks that can be

transmitted through international trade channel. Despite the fact that many econo-

mists highlight the importance of trade openness on the vulnerability of countries to
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the external shocks, literature provides very little evidence on factors explaining

sensitivity of countries to the external shocks. Jin (2006) found a short-term negative

effect of global shocks on economic growth and inflation. Claessens et al. (2012)

examined the impact of external shocks on nonfinancial corporations’ performance

and various shocks transmission channels. They found that in more open economies,

the external shocks had a more significant negative impact on nonfinancial corpora-

tions. Elekdag et al. (2015) found that increased trade openness in Germany, Czech

Republic, Hungary, Poland, and Slovakia resulted a greater exposure of these coun-

tries to external shocks. Milani and Park (2015) state that globalization resulted a

higher sensitivity of domestic macroeconomic variables, in particular, domestic

output and inflation. Vannoorenberghe (2012) states that a higher share of exports

in the total sales of a nonfinancial corporation results a higher volatility of its sales. In

addition, Vannoorenberghe (2014) shows that international trade induces

nonfinancial corporations to make riskier decisions and increases the volatility of

sectoral sales. This study investigates factors explaining sensitivity of countries to the

external shocks with a special focus on the CEECs.

Data and Methodology

The investigation of countries’ sensitivity to the external shocks was examined by

applying a panel regression model (1):

Yi, t ¼ αþ βi, tX
0
i, t þ δi þ γt þ εi, t, εi, t � WN 0;Σεð Þ ð1Þ

where Yi , t is dependent variable characterizing economic vulnerability of country

(real GDP volatility (ΔRGDPV)); X
0
i, t is a k-vector of regressors characterizing the

structure of GDP, gross value added by different kind of economic activity, and

characteristics of international trade pattern (see Table 1); εi , t are the error terms for

i¼ 1 , 2 , . . . ,M cross-sectional units (countries) observed for dated periods

t¼ 1 , 2 , . . . ,T, α parameter represents the overall constant in the model, while

the δi and γt represent cross section and period fixed effects.

The structure of gross domestic product (GDP) was decomposed by expenditure

approach using the following types of expenditure: final consumption expenditure

(household consumption expenditure (including nonprofit institutions serving house-

holds) and general government final consumption expenditure), gross capital forma-

tion, export of goods and services, and import of goods and services. Gross value added

(VA) was decomposed by following economic activities: agriculture, hunting, forestry,

fishing (ISIC A-B), mining, manufacturing, utilities (ISIC C-E), manufacturing (ISIC

D), construction (ISIC F), wholesale, retail trade, restaurants and hotels (ISIC G-H),

transport, storage and communication (ISIC I), and other activities (ISIC J-P).

This empirical study focuses on annual data for EU-28 countries, G-8 countries

(including Canada, Japan, Russia, the United States), and China with a special focus
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Table 1 Definition of variables

Variable Description Source

lnGDP Logarithm of current price GDP expressed in billions of US dollars

(GDP in national currency converted to US dollars using market

exchange rates (yearly average))

IMF WEO

ΔRGDPV Real GDP volatility is a rolling standard deviation of real GDP

change during the last 5 years

Author’s
calculation

FCON Final consumption expenditure as percentage of GDP UNCTD

HCON Household consumption expenditure as percentage of GDP UNCTD

GGCON General government final consumption expenditure as percentage

of GDP

UNCTD

GCFOR Gross capital formation as percentage of GDP UNCTD

EXP Exports of goods and services as percentage of GDP UNCTD

IMP Imports of goods and services as percentage of GDP UNCTD

VAA VA by agriculture, hunting, forestry, fishing as percentage of GDP UNCTD

VAI VA by industry as percentage of GDP UNCTD

VAMI VA by mining, manufacturing, utilities as percentage of GDP UNCTD

VAMA VA by manufacturing as percentage of GDP UNCTD

VAC VA by construction as percentage of GDP UNCTD

VAS VA by services as percentage of GDP UNCTD

VAW VA by wholesale, retail trade, restaurants, and hotels as percentage

of GDP

UNCTD

VAT VA by transport, storage, and communications as percentage of

GDP

UNCTD

VAO VA by other activities as percentage of GDP UNCTD

IMPC

(EXPC)

Concentration of import (export) index shows how import (export)

of individual country is concentrated on several products or oth-

erwise distributed in a more homogeneous manner among a series

of products. Index (also named Herfindahl-Hirschman index) is a

measure of the degree of import (export) concentration that is

calculated for all trading partners. Index has been normalized to

obtain values ranking from 0 to 1: a value that is close to 1 indicates

a very concentrated market (maximum concentration) and, on the

contrary, values closer to 0 reflect a more equal distribution of

market shares among importers (exporters)

UNCTD

IMPD

(EXPD)

Diversification of import (export) index signals whether the struc-

ture of import (export) by product of a given country differs from

the world pattern. Diversification index that ranges from 0 to

1 reveals the extent of the differences between the structure of trade

of the country and the world average. The index value closer to

1 indicates a higher difference from the world average. Diversifi-

cation index is computed by measuring absolute deviation of the

country share from world structure

UNCTD

TROP Trade openness indicator is expressed as sum of imports and

exports of total trade in goods and services divided by GDP

UNCTD

Source: International Monetary Fund, World Economic Outlook Database, United Nations Con-

ference on Trade and Development
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on the 11 CEECs’: Bulgaria, Czech Republic, Croatia, Estonia, Hungary, Latvia,

Lithuania, Poland, Romania, Slovakia, and Slovenia. Annual data for the period

from 1980 to 2015 have been obtained from different data sources. The following

data sources have been used: International Monetary Fund (World Economic

Outlook Database (IMF WEO)) and United Nations Conference on Trade and

Development (UNCTD).

Results and Discussion

The empirical results of fixed-effects panel regression models are presented by

using two different data samples. The first data sample includes the 11 CEECs

while the second one – all 33 countries (EU-28 countries, G-8 countries, and

China). The results presented in Table 2 suggest that size of economy is the most

significant factor explaining economic vulnerability of country in both data

Table 2 The empirical results of fixed-effects panel regression models (Regressors – GDP’s
components by expenditure approach)

Model 1 Model 2

CEECs countries All countries CEECs countries All countries

C �35.0314*** 5.8193 �30.4326*** 4.1359

(10.9254) (4.9658) (10.7745) (4.7961)

lnGDP �0.6134*** �0.3768*** �0.5877*** �0.3728***

(0.0724) (0.0218) (0.0712) (0.0211)

FCON 0.4090*** �0.0202

(0.1095) (0.0496)

GGCON 0.3112*** �0.0535

(0.1111) (0.0480)

HCON 0.3740*** 0.0131

(0.1076) (0.0480)

GCFOR 0.3761*** 0.0047 0.3317*** 0.0215

(0.1094) (0.0494) (0.1078) (0.0477)

EXP 0.4068*** 0.0165 0.3668*** 0.0456

(0.1093) (0.0496) (0.1076) (0.0480)

IMP �0.4142*** �0.0310 �0.3702*** �0.0600

(0.1096) (0.0496) (0.1080) (0.0480)

Country FE No No No No

Year FE Yes Yes Yes Yes

Observations 259 888 259 888

R2 0.4902 0.3748 0.5145 0.4186

S.E. of regression 0.8957 0.7954 0.8761 0.7675

Source: authorial computation

Note: Standard errors in parentheses. ***p < 0.01
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samples. The results indicate that larger economies are less sensitive to domestic

and external shocks. However, the CEECs with higher share of final domestic

consumption (both household and general government) and export are more vul-

nerable to the domestic and global shocks.

The analysis of interrelation between the structure of economy and economic

vulnerability revealed that the CEECs with higher share of gross value added by

agriculture, hunting, forestry, fishing, manufacturing, wholesale, retail trade, res-

taurants and hotels, transport, storage, and communications are more sensitive to

different shocks. These results confirm the previous empirical results, while eco-

nomic activities such as agriculture, wholesale, retail trade, restaurants and hotels,

transport, storage, and communications are focused on domestic market, in partic-

ular in the CEECs. Very similar results are observed for the whole data sample. In

addition, the size of economy is more important factor than the structure of

economy influencing economic vulnerability of the CEECs (Table 3).

The empirical results suggest that higher concentration and diversification of

import portfolio of the CEECs affect higher volatility of real GDP. In other words,

in the CEECs where import is concentrated on several products and similarity of the

import structure between a given CEEC and the rest of the world is lower, volatility

Table 3 The empirical

results of fixed-effects panel

regression models

(Regressors – VAs by

different kinds of economic

activity)

Model 3

CEECs countries All countries

C 0.3553 0.4003

(0.7935) (0.3222)

lnGDP �0.2640*** �0.1261***

(0.0817) (0.0180)

VAA 0.1089*** 0.0566***

(0.0190) (0.0098)

VAMI �0.1035*** 0.0400***

(0.0387) (0.0119)

VAMA 0.1176*** �0.0291**

(0.0363) (0.0137)

VAC �0.0377 �0.0093

(0.0411) (0.0170)

VAW 0.0753*** �0.0026

(0.0251) (0.0096)

VAT 0.1620*** 0.1509***

(0.0247) (0.0146)

Country FE No No

Year FE Yes Yes

Observations 259 869

R2 0.5711 0.4548

S.E. of regression 0.8253 0.7293

Source: authorial computation

Note: Standard errors in parentheses. ***p < 0.01, **p < 0.05
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of real GDP is higher. In general, higher concentration of export portfolio leads to

lower economic vulnerability, while a higher diversification of export and import

portfolios results a higher volatility of real GDP. These results contradict economic

theory; however, they could be explained by the fact that share of export to GDP is

not statistically significant variable explaining volatility of real GDP in the whole

data sample (Table 4).

Conclusion

The empirical findings suggest that size of economy is the most significant factor

explaining economic vulnerability of country, i.e., larger economies are less sensi-

tive to domestic and external shocks. Higher concentration of export portfolio leads

to lower economic vulnerability, while a higher diversification of export and import

portfolios results a higher volatility of real GDP. These results contradict economic

theory and could be explained by the fact that share of export to GDP is not

statistically significant variable explaining volatility of real GDP.

Table 4 The empirical results of fixed-effects panel regression models (Regressors – different

indicators of international trade)

Model 4 Model 5

CEECs countries All countries CEECs countries All countries

C 5.1655*** 3.3379*** �1.2501 0.7422**

(0.4305) (0.1683) (0.9103) (0.3096)

lnGDP �0.5893*** �0.2631*** �0.1034 �0.1062***

(0.0697) (0.0205) (0.0863) (0.0237)

TROP �0.0054** �0.0017**

(0.0021) (0.0008)

EXPC �3.2819 �1.7673**

(2.2703) (0.7396)

EXPD 2.2756 2.9651***

(1.4075) (0.6603)

IMPC 5.6651* �1.7871

(2.5353) (1.1230)

IMPD 8.9947** 2.4560***

(2.1660) (0.8498)

Country FE No No No No

Year FE Yes Yes Yes Yes

Observations 270 896 227 682

R2 0.4595 0.2762 0.5354 0.3511

S.E. of regression 0.9129 0.8821 0.8098 0.8361

Source: authorial computation

Note: Standard errors in parentheses. ***p < 0.01, **p < 0.05, *p < 0.1
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The CEECs with higher share of final domestic consumption and export are

more vulnerability to the domestic and global shocks. In addition, the CEECs with

higher share of gross value added by agriculture, hunting, forestry, fishing,

manufacturing, wholesale, retail trade, restaurants and hotels, transport, storage,

and communications are more sensitive to different shocks, while these economic

activities are focused on domestic market. Higher concentration and diversification

of import portfolio of the CEECs affect higher volatility of real GDP. In other

words, in the CEECs where import is concentrated on several products and simi-

larity of the import structure between a given CEEC and the rest of the world is

lower, volatility of real GDP is higher.

In conclusion, the empirical results provide substantial evidence that the CEECs

are more vulnerable to the domestic and external shocks.
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Micro-level Evidences of Moral Hazard
in the European Financial Institutions

Karel Janda and Oleg Kravtsov

Abstract This article examines the evidences of moral hazard and the determi-

nants of risk-taking among 500 banks in Central Europe, the Baltic, and Balkan

region. We analyze moral hazard incentives and investigate which factors impact

the risk profile of the banks in empirical relationships between shareholders, bank

managers, regulatory restraints, and ownership structure. We find strong link

between level of risk-taking and bank manager performance and efficiency,

which supports the theoretical argumentation of the moral hazard. The capital

requirements and regulatory concerns exhibit significant effect on the risk-taking

behavior. A positive relation between government ownership and risk profile is

observed in the dataset.

Keywords Moral hazard • Risk-taking • Non-performing loans

Introduction

In this paper, we examine the determinants of bank risk-taking and moral hazard

incentives of the financial institutions. We refer to the theoretical framework of

Jeitschko and Jeung (2005) to describe the incentives of the agents and to model

their risk preferences. An empirical study is conducted to examine these theoretical

standings. Based on the dataset of 500 banks located in 21 countries of the Central

Europe, Baltic, and Balkan region over the period of 2006–2014, we investigate

which factors influence risk profile of the banks and if there are evidences of moral
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hazard existing in empirical relationships between shareholders, bank managers,

from regulatory restraints, and ownership structure. Several regression models have

been applied to identify and compare risk-taking patterns and hereby to draw

conclusions on the evidences of the moral hazard.

Theoretical literature stresses the key role of asymmetric information in lending

markets (Janda 2011; Mejstřı́k et al. 2015). A majority of studies show that

asymmetric information and moral hazard problems can generate market failures

such as inefficient provisioning and mispricing of risk and consequently incentivize

institutions to take higher risks. The study of the classical principal-agent problem

and the conflicts rising from managerial behavior, agency costs, and ownership

structure are widely investigated in the theory of the firm, e.g., Furlong and Keeley

(1991) Jeitschko and Jeung (2005), Jensen and Meckling (1976), and Laffont and

Martimort (2001). However, the empirical evidences are largely divided across

various geographies with different banking sector structures. For example, the

impacts of domestic, foreign, or state ownership on bank performance are studied

by Berger et al. (2005) and Iannotta et al. (2013). They found that the banks with a

large share of state ownership are associated with inferior long-term performance

and greater risk-taking. Similarly Dong et al. (2014) show that Chinese banks

owned by the government tend to exhibit more risk-taking strategies than those

owned by private investors. Whereas for the Russian banks (Fungáčová and

Solanko 2009) and banks of the Central Eastern Europe (Distinguin et al. 2013),

their findings show the opposite effect. The explanation is that state-owned banks

may benefit from an implicit government guarantee.

Moral hazard and adverse selection in financial markets could frequently derive

from regulations and governmental intervention that result in perverse incentives.

Acharya et al. (2015) analyze how the capital requirements can address moral

hazard problems in banking associated risk shifting and managerial under-provision

of effort in loan monitoring. A number of studies (Antzoulatos and Tsoumas 2014;

Cheng et al. 2016; De Caux et al. 2017; Janda 2009; Mariathasan et al. 2014;

Raudeliuniene et al. 2016) point to the evidences of moral hazard behavior of

financial institutions in case of various forms of government support, i.e., bailout,

guarantees, deposit insurance, etc. They suggest that the governmental guarantees

reduce the downside risk associated with financing decisions and thus incentivize

the banks to assume risks they would not choose to bear without the expected

government support. Duran and Lozano-Vivas (2012) and Ngalawa et al. (2016)

indicate further that generous deposit insurance schemes seem to incentivize risk

shifting to the non-depository creditors. By comparing the different forms of the

government support, Janda (2011) concludes that in some situations, the credit

guarantees and interest rate subsidies are beneficial for borrowers and lenders, e.g.,

in the Czech Republic, they positively affect the export finance (Janda et al. 2013).

The moral hazard hypothesis and banking management incentives are empirically

studied by Berger and DeYoung (1997). Their results show that decreases in bank

capital ratios generally precede increases in non-performing loans for banks. Evi-

dently, poor capitalized banks may respond to moral hazard incentives by taking

increased portfolio risks. Moreover, they suggest a positive relation between non-

performing loans and cost efficiency. Similar results were found by Podpiera and
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Weill (2008) who examine the question of the causality between non-performing

loans and cost efficiency whether either of these factors is the determinant of bank

failures. Analyzing data of Czech banks between 1994 and 2005, their findings

support the evidences of bad management practices as a “bad management” hypoth-

esis, according to which deteriorations in cost efficiency precede increases in non-

performing loans. On example of the Chinese banking industry, Zhang et al. (2016)

investigated how non-performing loans are related to moral hazard problems. They

used a threshold value for the non-performing loans expecting that there is a potential

threshold above which risk-taking of banks increases and the non-performing loans

worsen. They find the empirical evidences of moral hazard behavior among the banks

with higher portion of problematic loans on the book.

Theoretical Framework and Hypotheses

Jeitschko and Jeung (2005) propose a theoretical framework that describes the risk

preference of the agents in situation of various risk-return profiles. It is assumed that

capital and deposits are given exogenously to the bank, and the choice of risky

assets is not influenced by leverage considerations. There are three main incentives

that affect bank’s asset risk choice. The first is of the bank manager who makes the

risk decisions by assets allocation. He has a private interest in maximizing his

benefits, and by his choice, the assets risk is impacted. The second is of the

shareholders who want to maximize the bank’s equity value and influence the

asset choice through corporate governance structures. And at last, that of the

regulators who are interested in minimizing the cost of bank failures and use

regulation provisioning to indirectly affect the asset choice (e.g., deposit insurance

or government guarantees). Considering all three above incentives of agents in form

of separate objective functions, the bank choice of the risk can be represented by the

following maximization equation:

α2arg max ωV αsð Þ þ βE B αmð Þð Þ � ρOV arð Þf g; ω, β, ρ � 0 ð1Þ

The risk choice α of the bank in the above function is determined by relative

weights (ω, β , ρ) put on the bank’s equity value (V ), the expected value of private

benefit of managers (E(B)), and regulatory restraint as option value of deposit

insurance (OV). The preferred risk choices of shareholders, managers, and given

regulatory restraint are captured in αs , αm , and αr, respectively. The option value

(OV) of deposit insurance (or of guaranteeing the promised payment) is considered

as a put option on the assets and treated as an expected loss to guarantor. The

regulatory constraints obviously are not favored by the banks and are therefore

expressed with a negative sign. The weight ω is placed on the value of the bank

equity to capture the shareholders’ influence. The weight β is put on the managerial

private benefit, and ρ is the weight placed on the option value as a regulatory

restraint. Thus, the shareholder’s agency problems from the underpriced deposit

insurance are expressed in ω and ρ, while β refers to the agency problem associated
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with management. If there were no agency problem with management, then the

value of weights would be equal ω¼ρ and β¼0 .The shareholders will always prefer
a risk factor αs> 0 to maximize their profits. The deposit insurance provider

preference would be αr¼ 0, unless the higher risk and higher return profile of the

bank will require other optimum level αr2 [0, 1]. The bank manager’s risk choice

would be αm¼ 0, when the private benefits are decreasing proportionally (B� 0)

with reducing risk; otherwise, a preference is given to αm2 [0, 1]. In line with

theoretical framework, we address the following questions in the empirical analy-

sis: (a) which factors are influencing at most the risk profile of the banks in

relationships between shareholders, bank managers, from regulatory restraints

point of view, and ownership structure? (b) whether the insufficient monitoring

efforts or inefficient allocation of resources by bank managers affects loan-granting

behavior and causes the excessive risk practices by banks, thus supporting the

evidences of moral hazard or the “bad management” hypothesis (Podpiera and

Weill 2008) and rent-seeking behavior (Acharya et al. 2015; Berger and DeYoung

1997).

Data and Methodology

Our dataset consists of 500 financial institutions located in the 21 countries of

Central Europe and the Baltic region. The financial data is obtained from the

database BankScope and own calculations. The unbalanced data sample is due to

the partly not reported financial information for the entire period of 10 years over

the period 2006–2014, mostly for the small-sized banks.

Given that the nature of moral hazard problems does not allow direct observa-

tion, we will study their indirect impact which is reflected on micro-level in the

performance ratios of banking institutions. First of all we examine the factors

influencing risk profile of the banks and test whether the explanatory variables

reveal moral hazard behavior of the agents from the theoretical model. Several

regression models and two types of risk metrics are used with the double motivation

to analyze the hypotheses questions on one hand and as a robustness check of the

results on the other. By introducing the natural logarithm in the regression models,

we extend our analysis to accommodate possible nonlinearity patterns and to

investigate the nonlinear dynamics in relations between the observed variables:

Model 1:

yit ¼ β0 þ βnxit�1 þ δdit þ εit ð2Þ

Model 2:

log yit ¼ β0 þ βnlogxit�1 þ δdit þ εit ð3Þ
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Model 3:

yit ¼ ai þ βxit�1 þ δdit þ εit ð4Þ

Model 4:

log yit ¼ ai þ βlog xit�1 þ δdit þ εit ð5Þ

Model 1 (Eq. 2) refers to the pooled cross-sectioned ordinary least square (OLS)

linear regression. In Model 2 (Eq. 3), we apply similar OLS regression, where both

independent and dependent variables are log transformed. Additionally, we con-

sider panel data with fixed effects regression, as indicated by the Hausman test.

Model 3 (Eq. 4) is a panel data regression model with fixed effects and in Model

4 (Eq. 5) extended with the log-transformed independent and dependent variables.

In all models, x is a vector of bank-specific variables (all of them are listed in

Appendix 1), d is assigned dummies in the models, i represents the bank, and t is a
time period, respectively. The countries profile effects and the time-invariant

individual effect are captured in ai and the regular unobserved factor in εit. The
bank-specific variables x are lagged with 1-year period (t–1) to mitigate the

endogeneity problems and because of the delayed effect of management reaction

that is visible next year financial results. The correlation coefficients among all our

variables were found not to exceed 0.50 (except between ROE and ROA). The

dependent variable y refers to the risk-taking behavior of the financial institutions

and is represented by two ratios.

The asset risk is captured in the non-performing loan ratio (NPL), which is a

ratio of non-performing loans to total portfolio. The overall riskiness of the bank

can be measured by the ratio of risk-weighted assets to total assets (RWATA) that

reflects the riskiness of the business model of the banks in regulatory formulating

(Janda and Kravtsov 2016). The first ratio is suitable for more traditional banks,

where lending constitutes the main source of risk, while RWA includes the expo-

sure of the bank to all types of risks mentioned by the regulations (Tanda 2015;

Stádnı́k 2014; Stádnı́k and Miečinskienė 2015). In line with the theoretical frame-

work, our explanatory variables x reflect the incentives of the agents: the share-

holders who want to maximize the equity value (return on equity) and managers’
efforts in achieving it and the bank manager’s efficiency and monitoring efforts

(return on equity, return on assets, noninterest income to gross income) and

regulatory constraints reflected in the capital adequacy and leverage ratios. Two

types of dummies capture the regulatory pressure and the governmental background

of the banks in the dataset.

The controllable variable total assets (TA) are taken in the form of natural

logarithm to control for potential size effects and gains from diversification of

business lines. Efficiency ratios are represented by return on assets (ROA) and ratio

of noninterest income to gross income (NITI). As a proxy of bank manager’s
efficiency, they indicate the efforts in optimizing the resources of the bank. The

deteriorations in cost efficiency precede increases in non-performing loans due to
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the bad management and less monitoring efforts (Berger and DeYoung 1997;

Podpiera and Weill 2008). The capital adequacy ratio (CAR) and leverage ratio

(LR) address the restraints from regulatory requirements on solvency and capital,

i.e., the regulatory pressure considerations (Šútorová and Teplý 2014). For a

dummy variable “regulatory pressure,” we apply the same approach as Matejašák

et al. (2009). The dummy value “1” is assigned if the capital ratio of the bank is

below the threshold level which is equal to the minimum regulatory requirement

CAR (8%) plus one standard deviation of the bank’s own capital ratio. Otherwise,

the dummy value is 0. Although the choice of one standard deviation is somehow

arbitrary, the rationale for using this measure is that banks build a buffer above the

regulatory minimum for precautionary reasons and the amount of this buffer

depends on the volatility of capital ratio. Dummy variable “government ownership”

takes the value 1 if the share of state ownership is higher than 50% and the opposite

value ¼ 0. It addresses the hypothetical incentives for the shareholders to assume

higher risks if the potential governmental support is available (Cheng et al. 2016;

Mariathasan et al. 2014; Ngalawa et al. 2016).

Results

The estimation results of our Models 1–4 are shown in Appendix 1 together with the

coefficients of the explanatory variables, robust p-values, and the t-statistic for

individual significance. The models with OLS and fixed effects regression produce

in general comparable results and in most instances exhibit similar vector of the

regression coefficients. In both linear and log-linear regression models, our esti-

mated coefficients have the signs that we expected and generally compatible with

the theoretical arguments in the literature.

The link between risk-taking and banks’ performance valuation, as measured by

profitability indicator ROE, was found to be statistically significant at level of 5%

(p-value <0.05) in all Models 1–4. The negative sign and coefficients of both risk

indicators NPL and RWATA in linear and especially in log-linear regressions can

be interpreted in a way that deterioration in performance efforts by bank managers

or inefficient allocation of resources induce banks to take excessive risks that causes

further worsening of the risk profile and thus could indicate the evidences of moral

hazard or “rent-seeking” behavior (Acharya et al. 2015). The results are consistent

with the theoretical framework which explains the shareholder’s motivation on

maximizing equity value and manager efforts in achieving it.

The regression estimates for the indicators of the bank manager efficiency,

represented by ROA and NITI (noninterest income to gross income), are statisti-

cally significant with coefficients from �0.492 to �0.804 in the log-linear models

(II, IV) only for the asset risk indicator NPL. This could suggest that the decline in

bank managers monitoring efforts and efficiency precedes the deterioration in the

assets quality of the banks, described as “bad management” hypothesis by Podpiera

and Weill (2008).
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The capital adequacy ratio CAR has a strong impact on the level of credit risk taken

by the CEE banks contrary to the leverage ratio. The coefficients of CAR are

statistically significant (for risk indicator NPL) at a level of 5% (p-value <0.05) in

Models 1–3 with the coefficients from �0.356 to �0.157. In general, these estimates

imply that the banks adjust capital ratios and risk to desired levels; this is also

confirmed in the empirical study by Matejašák et al. (2009). The negative sign of all

coefficients are in line with logic of regulatory restraint in the theoretical model. This

observation is further reiterated in our empirical evidences by the negative vector of

coefficients of regulatory pressure which is represented by the dummy variable (REG).

Contrary to the findings of Berger et al. (2005), Dong et al. (2014), and Iannotta et al.

(2013), who suggest that the banks with a large share of state ownership are associated

with inferior long-term performance and greater risk-taking, our results show a

positive relation between government ownership and level of risk-taking. For both

risk indicators NPL and RWATA in Models 1–2, the dummy (GOV) has a negative

sign and statistically significant coefficients. This fact can be justified by several

factors: traditionally less risky business models of the state-owned banks, different

bank governance approach, and less pressure from the investor side on the profit

maximization. According to our empirical results, the size of the total assets of the

bank has no significant impact on the risk profile (NPL) and portfolio risk structure

(RWATA), i.e., the diversification and size effects do not play significant role.

Conclusion

This study focuses on the analyses of the moral hazard incentives and the exami-

nation of the determinants of risk-taking behavior among the 500 banks in the

Central Europe, Baltic, and Balkan region. We analyze moral hazard problems and

examine which factors impact the risk profile of the banks in relationships between

shareholders, bank managers, regulatory restraints, and ownership structure.

Our empirical findings point to the strong link between level of risk-taking and

bank manager performance and efficiency, thus supporting the theoretical argu-

mentation of the moral hazard incentives. The results could indicate that the decline

in bank managers monitoring efforts or efficiency could induce excessive risk-

taking and generally precedes the deterioration in the assets quality of the banks.

The regression estimates show that the capital requirements and regulatory

restraints have the substantial impact on the risk-taking proving the fact that the

bank capital requirements play a prominent role in sustaining financial stability. We

find positive relation between government ownership and level of risk-taking

among the banks in the dataset.
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Šútorová B, Teplý P (2014) The level of capital and the value of EU banks under Basel III. Prague

Econ Pap 2014:143–161

Zhang D, Cai J, Dickinson DG, Kutan AM (2016) Non-performing loans, moral hazard and

regulation of the Chinese commercial banking system. J Bank Financ 63:48–60

98 K. Janda and O. Kravtsov



Changes in Mortgage LTV Schemes: Are We
Facing New Price Bubble on Residential
Market?

David Mazáček

Abstract This paper describes the situation on the current residential real estate

market in the Czech Republic, which is driven by Prague residential market. We

are facing continuous price increase over the past few years. Recently banks came

with a new regulation scheme for mortgages, which limits maximum amount

could be lent in percentage of the apartment purchase price. This paper analyses if

the residential market in Prague is facing new bubble on the market and if this step

taken by banks in mortgage lending is caused by defensive strategy or if the

market is not facing any big troubles and the change in LTV is just the

regulatory step.

Keywords Real estate • Interest rates • Banking regulation • Price bubbles

Introduction

Apartment prices in Prague are continuously increasing over the few past years –

from year 2011 to 2016, prices of new apartment units increased by almost 25%

according to the Institute of Strategic Investments (2016). Jones Lang LaSalle

(2016) despite that shows the number of available apartments on the market went

down from 6200 to 4220 and every year is sold more new apartments. The

apartment prices are now slightly higher than were in 2008, when the crisis on

Czech real estate market started. The crisis in 2008 and the development on the

market before and after showed that the demand is not driven only by the absolute

price of an apartment but more is the demand driven by the future expectation of

price development when the individuals are speculating if it is better to buy an

apartment now or in few years and by the mortgage instalment, which is more

important than the absolute price of an apartment. This practical experience from
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the market is confirmed also in La Cava (2016). Taking a decision if the prices,

which look extremely high now, will cause next collapse or not needs deeper

analysis of other fundaments.

The most available papers are concerned on the relation between property prices

and one or two explanatory variables. Tsatsaronise and Zhu (2004) demonstrate the

characteristic of long cycles of growth and recessions on the real estate market. All

of 17 examined countries went through 2 cycles in the past 33 years. Similar

situation can be observed in the Czech Republic as well. Englund and Ioannides

(1997) proved in their paper that there is not any international real estate market

cycle, which does not deny the hypothesis that there can be cycles on national level.

Furthermore, Englund and Ioannides (1997) are demonstrating that GDP and

interest rates are very good prediction tools of residential price pathway. Bracke

(2010) derives that when the price boom is excluded, then the prices are oscillating

round stable numbers, while price boom is shifting prices to the next price level.

Sunega (2010) derives the presence of price bubble on the Prague market using

model consisted among all of residential price level, apartment lease prices, interest

rate and disposable income. Girouard and Kennedy (2006) demonstrate the relation

between residential price development and fundamental macroeconomic data.

Explanatory variables of residential price differ across different studies; Mikhed

and Zemcik (2007) allocate the importance to apartment lease prices, consumer

price index, disposable income and stock market wealth. Vizek and Posedel (2009)

are examining that the common macroeconomic variables like GDP growth, real

interest rates, stock market profitability or unemployment can be used for residen-

tial price development description also in CEE.

Data and Methodology

This chapter analyses and shows the view on existence of potential real estate

bubble on the Prague residential market and benchmarks relations between price of

new residential development against the main variables that influence the apartment

price and demand.

Introduction demonstrated that the price of new residential development

depends on interest rates, income and flat prices. The explanatory variables are

selected based on model presented by David Mazacek (2015), where it is demon-

strated that the price of new apartments in Prague can be explained by the following

variables: real transaction price change, GDP change per household, unemployment

rate, change in number of issued mortgages, VAT change, change in rents and the

presence of a boom on the market.

The first part is taking into account the empirical data and demonstrates current

development and changes in comparison to post-crisis period on the market; the

second part then analyses the proximity of real estate bubble on the market.
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Development of New Apartment Price Drivers

Figure 1 shows the comparison of individual gross wage burden by mortgage

payments over few years. In all years, an average apartment of 60 sq. m. size is

compared with market average price.

Nowadays market average price can be taken from Deloitte database1; for the

past years, the average prices were calculated by complicated model using data

from Jones Lang LaSalle reports, from database of Mr. Dolansky and from reports

prepared by Trigema, Central Group and Ekospol. Especially the difference

between the offering prices, which can be found in developers’ price list and the

real transaction prices, had to be reflected. The difference is always higher in crisis

period. Gross income was gained from Czech Statistical Office.

Figure 2 shows that due to lowering mortgage interest rates and increasing gross

wage in Prague, the share of mortgage instalment on the individual gross income is

significantly lower than in the real estate market crisis time in 2008, despite the

prices per sq. m. of new apartment raised rapidly over the last few years. It also

needs to be seen that the increase of average price per sq. m. of new apartment is

caused also by the change of the mix on the market. At the end of 2009, there were

60% of very cheap apartments with lower standard, with decreasing interest rates

and with better situation on the market; the clients could move to the higher

standard of housing; it means that the demand shifted to the more expensive

apartments and the share of low standard apartments on the market in year 2016

was below 40%. These shifts between segments played a big role in increasing the

average price of sq. m. of a new apartment. The average size of a new apartment is

slightly increasing over the past years in Prague. This figure underlines the

Fig. 1 Burden of average gross wage by average mortgage instalment (Source: Calculation based

on data from Czech Statistical Office, Deloitte – Cenova mapa, Jones Lang LaSalle)

1Deloitte is running in cooperation with other institutions portal cenovamapa.org where all price

indicators for Prague market as well as other cities in the Czech Republic can be found.
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statement that the demand is more oriented by the current height of mortgage

instalment than by the absolute price of an apartment.

Figure 3 shows the development of interest rates and average transaction price of

a sq. m. of a new apartment in Prague. It could be awaited that in the period of

increasing mortgage, interest rates will be pressured on the prices and demand will

be lowering. This figure shows increasing prices before the crises in the same time

when the interest rates were increasing as well. In the prior crises, situations were

very important in the future expectations on the demand side. This was confirmed

by Case and Shiller in their article. In that time was a big discussion about

increasing VAT on sale of new apartments and the market was afraid of rapid

Fig. 2 Gross wage vs. 20 years mortgage (Source: Calculation based on data from Czech

Statistical Office, Hypoindex data)

Fig. 3 Interest rates vs. average 20 years mortgage instalment (Source: Own calculation based on

data from Hypoindex, CZSO, Crestyl, Skanska)
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growth in prices, the feeling necessity of buying apartments before this legislative

change caused that the prices were speeding up and clients were able to spend even

54% of their average income to buy the apartment, prices went so high, that after the

VAT change was no difference in pricing and the VAT difference were absorbed

from the developer profits. Now market profits a lot from expectations of future

increase of interest rates, which will make apartments drive the relative expensive-

ness of new apartments. Increase of interest rates is very probable also in connec-

tion with change of Czech National Bank CZK/EUR exchange rate policy –

GAPKO (2017).

There is one more player coming on the market and helping to better understand

the future situation on the market – the supply. In the model of Mazacek (2015),

supply is not an explanatory variable on the Prague market, because in the observed

period, it was just too big. In 2016 for the first time in the last 15 years, the number

of available apartments on the market is lower than the yearly demand. Supply will

start to play significant role on the market in the next years. The gap in supply is

caused by low number of new permitted projects and lack of new development sites

which corresponds with the absence of a new Prague Metropolitan Plan. The

smaller supply in the next years can equal the impact of increasing interest rates,

and with the highest probability in the next years, we can expect either slightly

growing prices or steady state of the price development. After the new metropolitan

plan comes in game (estimated 2022), the supply can then in the next 2 years

increase massively, which probably will lead to the fall in apartment prices and

recession on the market for some given time, until the overlap of supply will be

absorbed.

Bubbles in New Apartment Pricing

There is no one widely accepted definition of a bubble. But we can define it as a

difference between real value of the asset and current market value. We talk about

bursting bubble when the actors on the market realise that the asset (in our case real

estate) is overpriced. By overpriced, it means that high price is not based on

fundamental factors but only expectation that prices will go up (Case and Shiller

2003). We can find some evidence about the influence of expectation on real estate

market in the work of Case and Shiller. They are stating that bubbles are caused by

amateurs on a real estate market who make infrequent transactions. Because they

can’t estimate the real present value, they are causing unbalance on the market and

therefore a bubble. Some academics explain bubble thru mortgage rates. For

example, Mints (2006) studied the Russian real estate market and concluded that

there is a bubble occurred, because of large disparity between mortgage rates and

rate of return risk – equivalent assets. For our purposes, we used adjusted model

from Čadil (2009). He chose the following variables to identify if there is any

bubble or not – flat prices, households income represented by gross monthly wages

and interest rates. The issue of real estate bubbles was described also by EU
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Commission in 2016 and real estate bubble index and the Czech Republic reached

on of the lowest rankings in Europe, which means low strength of real estate price

bubble despite the prices are reaching their maximums.

According to the model of Čadil (2009), we analysed the influence of interest

rates, gross income and development on occurrence of bubble this year. As we can

see from the data above, the situation on the market now shows just small resem-

blance to the situation in 2008. The similarity is that the real estate market is going

thru a period of great appreciation which can be seen on rising prices per

sq. m. Income of households has risen since 2008, and moreover the interest rates

went down compared to crises period when the rates were around 6%. This leads to

relative decrease in month instalments compared with gross month income. Gen-

erally, people have higher income and lower mortgage payments than they have

9 years ago.

For now we are not facing the bubble, but there is danger of rising instalments

after end of fixation period of the mortgages provided in the last years.

LTV Regulation on the Market

If the market is not facing the price bubble and the threat of fall in price seems to be

not the case of nearly future, why the regulation of LTVs is coming in place?

Several reasons can be seen: first of all, risk profile correction, second the awareness

of market development in longer term and last client segmentation. The topic of

LTV on mortgages is broadly in discussion on EU level as well. The riskiness of

mortgages is slightly increasing; especially the risk of increase in interest rates can

bring in troubles to those mortgages which fixation period ends. The banks need to

lower the number of clients who took mortgage without having savings and are

paying instalments up to the last remaining crown. The banks either have to

increase the interest rates significantly which will have huge impact on the market

or try to lower proportion of such clients on new deals. Individuals having 10% of

apartment price in cash will be more resistant to future changes in interest rates.

Some banks are offering purposeless loan on the remaining part of purchase price,

but this is with higher interest rates, significantly shorter period which makes the

instalments in initial period a lot more expensive. As the supply is currently

lowering, the potential caused decrease in demand will be not influencing the

market.

The regulation regarding buying second and third apartment will clearly seg-

ment the clients on those ones who are buying apartment to live there and on those

who are buying it as an investment and going to lease them.

Mortgages are very long-term financial instruments; currently common 30 years

lending period was not possible few years ago. The banks need to be prepared for

situation in the next 8–15 years while giving mortgage to an individual. If the

market will collapse in the next 10 years, the LTV limit of 80% will prevent banks

from loss and give them space of 20% of purchase price plus already repaid annuity
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as the total possible loss of apartment value without losing the value of the

mortgage loan.

On the other hand, we need to see as well that the current regulation is not

bringing much now and will be doing so in the next few years. Figure 4 shows the

percentage of value of new mortgage loans on the total amount lent in mortgages; it

shows also the percentage of loans covered under new more protective regulation.

Until the percentage will be significant, we have count with few years and would be

very beneficiary if the regulation is not changing over next years again and again.

Conclusion

This paper showed that the Prague residential market is not facing price bubble now

but will be very probably positioned in the price bubble within the next 6–8 years.

The regulatory step in terms of increasing LTV of mortgages is caused very

probably by two reasons: one of them is that mortgage is a very long-term financial

instrument, so the regulator is reacting now on the situation which might come in

the next 6–8 years. The other reason is that the mortgage interest rates were and still

are very low. Nowadays we can still obtain the mortgage interest rate under 2%

p.a. The pressure on increase of the interest rate is very clear since last year, and this

effect can be even multiplied if the Czech National Bank will stop intervening on

CZK/EUR exchange rate. Interest rate increase will make the mortgages with

elapsed fixation significantly more expensive. Putting limits on LTV brings first

kind of filter that only people who are having some savings to pay apartment

purchase price not covered by mortgage are of course clients with higher Bonita;

secondly it stops some households taking more mortgages just to create their small

apartments portfolio and thirdly in case that the client is not able to repay the

mortgage, the force sale of an apartment even with some discount repays the

outstanding mortgage. The LTV regulation is not the signal of overheated market,

but it is a signal of increase of mortgage interest rates, which is coming.

Fig. 4 Volume of new mortgages (Source: Hypoindex.cz)
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Liability Risk Management of Central
European Banks Under New Regulatory
Requirements

Hana Džmuráňová, Martina Hejdová, and Petr Teplý

Abstract This paper describes liability risk management of Central European

banks located in the Czech Republic, Slovakia, Poland, Austria and Hungary. We

find that liabilities of the analysed banks have similar features and report similar

exposure to both liquidity and interest rate risks. Additionally, we discuss the

share of demand and term deposits on bank funding and its implications for

liquidity and interest rate risk in relation to new regulatory requirements set by

the Basel Committee for Banking Supervision. We conclude that these require-

ments might be challenging for the analysed banks because of their liabilities’
structure.

Keywords Demand deposits • Term deposits • Liquidity risk • Interest rate risk

Introduction

Classical asset and liability management focus on a balance sheet view of the firm

and the control of two key balance sheet risks: interest rate risk and liquidity risk

(Skoglund and Chen 2015; Resti and Sironi 2007). In this paper, we focus on

liquidity and interest rate risk of liability side of banks in the Czech Republic,

Slovakia, Poland, Austria and Hungary, further denoted as ACs (analysed coun-

tries) in relation to new Interest Rate Risk in the Banking Book (IRRBB) guide-

lines. The aim of this paper is to assess the banks’ readiness for those guidelines by
comparative analysis of balance sheet structure.
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The following text continues as follows. First we discuss sound principles of

liability management of banks and new regulatory requirements related to this.

Second, we investigate structure of liabilities in ACs, and we derive conclusions

how this structure will influence interest rate and liquidity risk of liabilities in those

banks under the new regulatory requirement. Finally, in conclusion we state final

remarks.

Methodology

Bank client liabilities can be divided into two major groups: (i) Non-maturity

deposits (NMDs), which are deposits redeemable on notice. Typical examples of

NMDs are current accounts and savings deposits without defined maturity.

(ii) Maturing deposits (thereby denoted MDs) are deposits with given maturity.

Typical examples of MDs are term deposits.

Both NMDs and MDs are in central of regulators attention as both are a source of

liquidity and interest rate risk due to their embedded options. The liquidity crisis

that started in 2007 clearly showed the importance of stable funding sources for

banks (Skoglund and Chen 2015), and henceforth regulators’ push in this area is

logical consequence of those events.

Regulatory Requirements: Overview of NMDs and MDs

In 2015, the European Bank Authority published final version of an IRRBB

guideline (Interest Rate Risk Management of the Banking Book) in which they

largely focus on interest rate risk arising from NMDs and set up general rules for

their risk management. EBA (2015) is binding for banks from January 1, 2016. In

2016, the Basel Committee for Bank Supervision released their update of the

IRRBB guideline as well. BCSB (2016) goes beyond EBA (2015) in a stricter

treatment of NMDs. BCBS (2016) goes into action from January 1, 2018. Banks

are expected to comply with those guidelines at the discretion of local regulator.

For example, the Czech National Bank approved the compliance with EBA

(2015) on February 11, 2016 (CNB 2016). Table 1 summarises both guidelines

in relation to NMDs and MDs. Last but not least, during 2017, EBA is expected to

publish consultation document dedicated to the update of IRRBB guidelines from

2015 (EBA 2017). This consultation document will take into account

BCBS (2016).
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Table 1 Summary of regulatory requirements linked to modelling of deposits

EBA (2015) BCBS (2016)

Impact on liability risk

management

NMDs must be modelled;

special attention must be paid

to interest rate sensitivity of

volumes

NMDs must be modelled;

special attention must be paid

to interest rate sensitivity of

volumes. NMDs must be seg-

mented according to the client

type to retail transactional,

retail non-transactional and

wholesale. Furthermore,

deposits must be divided into

stable and non-stable and core

and noncore. The aim of divi-

sion is to separate liabilities

that are expected to reprise

from those that are not

expected to reprise at any

condition. Caps are defined on

minimum amounts in the

given category and their aver-

age maturities

Banks need to properly

establish models describing

relationship between market

rates and deposit volumes.

This can be for some banks

demanding from resources

perspective and might imply

additional costs into technical

resources as well as human

resources

Maximum average durationa

of deposits is 5 years

Maximum average maturity of

deposits is 4.5 years for retail

transactional, 3.15 years for

retail non-transactional and

2.25 years for wholesale.

Duration is thus always strictly

lower than maturity

In Džmuráňová and Teplý

(2016), we show that effec-

tive maturity of NMDs in the

Czech Republic is far beyond

the limit defined by EBA

(2015). This limit might

hence imply banks to change

product structure to ensure

compliance with regulation.

BCBS (2016) paper is even

more restrictive

Disclosure Disclosure Banks need to asses models in

internal as well as in external

validation runs

Data reliability Minimum requirement of

10-year length of analysed

data in internal models and

data reliability

To estimate relationship

between volumes and interest

rates, bank would ideally

need at least one full eco-

nomic business cycle of fall-

ing and rising rates. However,

for banks this could be a

problem as data may not be

available in many cases

MDs risk management shall

take into account embedded

options

MDs risk management shall

take into account embedded

option. Paper in detail defines

how early termination rates

shall be modelled under dif-

ferent interest rate shocks

Source: Authors based on EBA (2015) and BCBS (2016)
aBy duration, we mean a measure of sensitivity to market rate changes; see Eq. (2)
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Non-maturity Deposits

Embedded option of NMDs related to liquidity risk1 is the fact that client can

withdraw balance at wish. Legal maturity of NMD is 1 day, while its effective

maturity is much larger however as discussed by Džmuráňová and Teplý (2016).

Banks need to employ internal models to estimate effective maturity. EBA (2015),

BCBS (2016) and Bohn and Elkenbracht-Huizing (2014) also point out that banks

have to have in action proper statistical models that take into account interest rate

sensitivity of volumes when assessing liquidity risk of NMDs, mainly in relation to

current low-rate environment.

Embedded option of NMDs related to interest rate risk is the fact that client rates

are administrated; banks can change them at will. Some types of NMDs exhibit very

sticky pricing, for example, transactional accounts. Transactional accounts are used

for daily liquidity needs of the client, not for savings. Due to this, client rates on

transactional accounts are generally very low and do not respond to changes in

market rates; see, for example, Hejdová et al. (2017). In case of insensitive sticky

client rates, the interest rate risk arises from nature of liquidity risk as repricing

takes place as NMDs mature. On the contrary, in case of NMDs with pricing that is

derived from the market, i.e. those banks adjust deposit rate based on market rates

development, interest rate risk arises earlier than liquidity risk. A typical example

of NMDs with deposit pricing related to market rates is savings deposits. Interest

rate risk is also a source of earnings risk as the whole outstanding portfolio’s deposit
rate of NMDs is adjusted based on changes in market rates, which exposes bank to

NII loss under increasing market rates assuming that assets would reprise less

quickly than liabilities.

Maturity Deposits

MDs have, in contrast to NMDs, defined maturity and pricing in the contract.

Their liquidity risk and interest rate risk are thus straightforward. BCBS (2016)

as well as EBA (2015) require banks to take into account two major embedded

options of MDs in their internal models. Those options are (i) early termination

and (ii) rollover of short-term deposits. Early termination in terms of liquidity

risk implies that bank needs to be ready to provide funds to the client early than

by maturity, while roll-over option implies that bank should internally estimate

maturity of MDs as longer than the defined in the contract. In terms of interest

rate risk, it arises under early termination option during increasing market rates,

when client might like to get rid of low-interest asset. In case of rollover,

1For more details on liquidity risk see, for instance, Resti and Sironi (2007) or Černohorská et al.

(2012).
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interest rate risk is not present as bank can reprise liability at the moment of

maturity and rolled-over MDs are priced at the current market conditions.

Differences in Risk Management of NMDs and MDs

The logical conclusion of description provided above is that NMDs are riskier

instruments for bank than MDs given that in case of MDs, an exposure to the

risk is defined by the deviance from contractual characteristics of the product,

while in case of NMDs, a bank has to fully establish behavioural models of the

product.

Empirical Analysis

We define the liquidity development of deposits as follows:

AMi ¼
PT

t¼1 wtCF
i
t

T
, ð1Þ

where i defines interest rate scenario (flat rates, increasing market rates or decreas-

ing market rates), AM is average maturity, and wt is weight of each cash flow CFt in

the period t, t ¼ 1,. . .,T. Equation (1) for different scenarios, i gives a measure of

liquidity risk.

We define interest rate risk of deposits as in Bohn and Elkenbracht-Huizing

(2014), i.e.

ΔV ¼ Vi1 � Vi¼flat

Vi¼flatΔr
, ð2Þ

where

Vi ¼
XT

t¼1

CFi
t

1þ rtð Þt , ð3Þ

i defines interest rate scenario (flat rates, increasing market rates or decreasing

market rates) and Vi stands for present value of MDs and NMDs. The measure of

sensitivity as presented in Eq. (2) is thus the measure of magnitude of value

changes. The further from present day, the bigger the value change. As described

in Bohn and Elkenbracht-Huizing (2014), the change in value can be hedged by

appropriate selection of hedging instruments under the condition that sensitivity of
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a hedge is the same as a sensitivity of MDs or NMDs.2 Under this assumption, the

bank could theoretically achieve zero sensitivity on the balance sheet level – i.e. a

bank would be fully hedged against movements in interest rates of liability would

be fully hedged by assets with same interest rate risk. However, such strategy may

not be viable business strategy given that major purpose of the banking system is a

maturity transformation of funds from subject with excess of funds to subjects with

a lack of them.

Results and Discussion

We analysed yearly structure of deposit liability balance sheet of all banks in ACs

using data from the BankScope database from 1990 to 2015. Our aim is to see

driving factors of interest rate risk and liquidity risk based on balance sheet

structure; our empirical analysis is thus the comparison of balance sheets of

banks, which gives us a clear picture regarding the exposure of banks to both

liquidity and interest rate risk of deposits. First, we investigate the structure of

funding of banks in terms of MDs and NMDs. Figure 1 shows the relative share of

demand deposits to total liabilities. The dynamic within the last 10 years is clearly

visible – the increase of share of NMDs to total liabilities. This implies that banks in

ACs are more exposed to liquidity risk of NMDs than MDs and liability side is

riskier due to reasons in differences in the risk management of demand and term

deposits discussed above. The BankScope database distinguishes between different

levels of consolidation: statement of a mother bank integrating the statements of its

controlled subsidiaries or branches with no unconsolidated companion (C1)/with an

unconsolidated companion (C2) and statement not integrating the statements of the

possible controlled subsidiaries or branches of the concerned bank with no consol-

idated companion (U1).

Second, we investigate maturity structure of deposits in ACs. As we showed

in Eqs. (1) and (2), liquidity risk is directly derived from timing of cash flows,

while interest rate risk is related to changes in market values of those cash flows

under different interest rate scenarios. In Table 2 we show maturity structure of

deposits in ACs. For MDs we apply bucket average contractual maturities as in

Table 2, while for NMDs (bucket deposits <3 months), we apply caps from

BCBS (2016) to define their maximum average effective maturities assuming

equal distribution of types of deposits in all banks. As we can see, NMDs

generally drive liability side of assets to larger maturities given their big share

and long effective maturities, which given in Eq. (2) implies that the change in

2In real situation, first-order derivation like the one presented in Eq. (2) shall be accompanied also

by convexity measures and adjustment for basis risk; for details see Bohn and Elkenbracht-

Huizing (2014).
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value of liabilities is quite large, implying so high interest rate risk of liabilities

of banks in ACs.3

Third, in relation to the maturity structure and possibility of hedging of short-

term liabilities (on-demand liabilities assuming their legal maturity, not effective

one), we look on relative share of short-term deposits and assets on total deposits

Fig. 1 Share of NMDs to total liabilities (Source: Authors based on data from the BankScope

database)

3Regarding pricing of demand deposits, for simplicity we follow results of Hejdová et al. (2017),

and we say that NMD pricing is not sensitive to changes in market rates, which is reasonable

assumption for the rest of ACs as well given the large share of transactional funding on total NMDs

(BankScope database).
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and assets as documented in Fig. 2. We can see that in all analysed ACs, the

discrepancy is highly present as banks have more short-term products on a liability

side than on the asset side. On the other hand, assuming effective maturities for

NMDs under caps required by BCBS (2016), we might in fact receive that banks are

naturally hedged against interest rate risk as NMDs will be hedged by long-term

assets like mortgages.

Conclusion

In this paper we discussed sources of liquidity and interest rate risk of liability side

of banks in Central Europe (the Czech Republic, Slovakia, Poland, Austria and

Hungary). We described that non-maturity deposits are due to their embedded

options riskier liabilities than maturing deposits. We found that banks in Central

Europe share common liability structure of having major share of funding in a form

of non-maturity deposits, which translates into high interest rate risk of liabilities of

banks given long effective maturities of non-maturing deposits. New regulatory

requirements set by the BCBS related to IRRBB may be challenging for Central

European banks characterised by large amount of non-maturing funding for two

reasons. First, sound models will be required by the regulator. Second, regulated

Table 2 Relative distribution of deposits according to its maturity

Deposits

<3 months

Deposits

3–12 months

Deposits

1–5 years

Deposits

>5 years

Liquidity risk

(approximated in

years)

CZ Share

sample

Share

2015

69%

85%

14%

4%

12%

9%

5%

2%

3.04

3.33

AT Share

sample

Share

2015

55%

71%

16%

15%

24%

10%

6%

4%

2.90

3.04

SK Share

sample

Share

2015

59%

61%

23%

23%

17%

16%

1%

0%

2.69

2.68

PL Share

sample

Share

2015

86%

74%

11%

18%

3%

5%

1%

3%

3.17

2.97

HU Share

sample

Share

2015

49%

81%

41%

10%

7%

7%

3%

3%

2.29

3.19

Source: Authors. Share sample is the share of deposits<3 months, deposits 3–12 months, deposits

1–5 years and deposits >5 years on sum of all deposits across all observed horizon, while share

2015 shows this number only for 2015
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banks will need to generate long data history and proceed with model development

in case the regulator finds these insufficient.
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Tax Efficiency of Czech Insurance
Undertakings

Hana Bártová

Abstract Insurance undertakings belong to a group of highly profitable financial

institutions, which is connected with higher level of tax liability. However, repre-

sentatives of ruling parties in the Czech Republic are considering an implementa-

tion of new sector tax focused on commercial insurance undertakings in order to

increase tax revenues flowing to public budgets. Tax efficiency is affected by

several factors and trends including tax optimization. The implementation of new

sector tax is therefore questionable. In order to assess benefits and negatives of

additional taxation, tax efficiency has been verified. Insurance undertakings have

been distinguished by market positions reflecting financial results of insurers, and

different effects have been taken into account. Comparative analysis of tax effi-

ciency respecting market shares of insurers has established a way to assess a level of

tax burden on insurance undertakings in conditions of the Czech insurance market.

Results of analysis have offered a consideration of tax adequacy concerning the

implementation of new sector tax.

Keywords Insurance undertakings • Czech insurance market • Tax efficiency

Introduction

Insurance industry is a subject of taxation. Insurance undertakings are related to

corporate tax and withholding tax. Otherwise financial services are exempt from

VAT. Nevertheless, considerations about a level of taxation are discussed from

time to time. A question of taxation is connected with political and economical

cycles (Ducháčková and Daňhel 2010). Former prime minister in 2013 introduced a

concept of new sector tax (Tůma 2013). Current prime minister reminded the same

idea in 2015 (Kopecký 2015). The last remark was mentioned in 2017 by the same

prime minister (Ťopek and Aliapulios 2017). Following analysis concludes main
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results of an analysis focused on a level of tax burden within insurance undertakings

of the Czech insurance market.

Data and Methodology

As of December 31, 2015, the Czech insurance market was formed by 29 insurance

undertakings, which were members of the Czech Insurance Association (ČAP).

Following analysis is focused on 26 insurers, who provided insurance services also

in 2016. Insurers are divided in three categories according to total premiums written

(i.e. large, medium and small insurance undertakings). Premiums written of large

insurers exceed 5% of overall premiums written of the Czech insurance market.

Medium insurers reported premiums written between 1% and 5% of market share.

Small insurers reached an amount of premiums written below 1% of market share

(Česká asociace pojišťoven 2017).

All data are taken from the ČAP and annual reports of the Czech insurers

(Annual reports of insurers 2015). Market shares are deducted from total premiums

written reported by individual insurers.

The main aim of the following analysis is to assess tax efficiency of the Czech

undertakings. We assume that higher level of tax efficiency is reached by under-

takings with better financial efficiency. We also assume that better financial effi-

ciency is achieved by insurance undertakings with bigger market share measured by

total premiums written.

Tax efficiency was considered by level of overall tax reported by an individual

insurer. Then tax efficiency was assessed through comparative analysis. We assume

that an insurer with the highest amount of tax belongs to the most effective insurer

in comparison with a sample of 26 selected insurers. Results are summarized within

each category of insurers and compared to market share of each insurer. Inferred

conclusions are mentioned below.

Taxation in Conditions of the Czech Insurance Market

Tax rate of corporate tax has been set on the level of 19% since 2010. Overall

income tax of insurance undertakings was reported on the level of 2.5 bn CZK as of

December 31, 2015 (Česká národnı́ banka 2017). The highest amount of income tax

was reported by Česká pojišťovna, the largest insurer of the Czech insurance

market. Tax reached an amount of 754 mn CZK (Annual reports of insurers

2015), i.e. 30% of total taxes of compared insurers. Česká pojišťovna had market

share of 23.3% considered within the insurers of the Czech insurance market. The

second place belonged to Kooperativa Insurance Company. As of December

31, 2015, Kooperativa had market share of 20.0%. The total reported tax of

Kooperativa exceeded 512 mn CZK (Annual reports of insurers 2015). Both
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mentioned insurance undertakings are members of category of large insurers. Both

companies reported the highest level of overall tax. In this case, our assumption is

confirmed. Insurance undertakings with the highest market shares reached the

highest level of tax reported. However, medium and small insurance undertakings

have different business strategy, specialization, financial resources and other dif-

ferences, which influence their financial efficiency and market position. Conclusion

of main findings within different categories of insurers is described below.

Tax Efficiency of Large Insurers

The most significant differences between tax efficiency and market share within the

category of the largest insurers in conditions of the Czech insurance market are

reported by Pojišťovna České spořitelny (PČS). According to a comparison in total

tax, PČS reported the third highest amount of tax. Nevertheless, market share of

PČS amounted to the seventh place. Higher tax than the level of market share means

a disadvantage from the perspective of insurer, who is burdened by higher tax

liability in comparison with other competitors.

Better result is reached by insurance company Generali. The insurer achieved

the seventh place according to a comparison of tax efficiency. A comparison of

market share determines the fourth place. This combination of tax efficiency and

market share provides an advantage of less level of tax burden. It is probable that

Generali is successful in tax optimization. Comparable results are achieved by

Česká podnikatelská pojišťovna (ČPP), who is the sixth largest insurer in terms of

total premiums written. However, ČPP reached the eighth place within tax effi-

ciency. Results of ČPP could also serve as an example of tax planning with respect

to underlying assumptions mentioned in introduction.

Insurance company Allianz, who is the third largest insurer of the Czech

insurance market, does not recognize any significant difference. Allianz reached

the fourth place in market share, which is not far from a result reflecting tax

efficiency. No mismatch between tax efficiency and market share is reported by

insurance company ČSOB (ČSOP).

Tax Efficiency of Medium and Small Insurers

Category of medium insurers highlighted several differences between tax efficiency

and market share. The highest disparity of results is recognized by insurance

company MetLife. The difference equals to five places according to the assump-

tions of comparative analysis. However, we can assess this difference as advantage

from the perspective of insurer. Total amount of taxes does not confirm market

position of insurer, who recognized lower level of taxes. Results of insurer are

influenced by results of competitors as mentioned in assumptions. Another positive
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result is reported by Uniqa. This insurer is the 8th largest insurance company with

the 11th largest total tax. In cases of MetLife and Uniqa, positions measured by total

taxes are not in line with market shares. We can assume that these insurers plan a

level of taxes and eventually they optimize their tax liability.

Negative results from the insurers’ perspective confirmed insurance companies

NN, Komerčnı́ pojišťovna (KP) and AXA životnı́ pojišťovna (AXA ŽP). These

insurers reported a difference between tax efficiency and market share amounting to

three places. In other words tax efficiency is on the higher level than market share.

We can assume that it can cause more significant tax burden with negative impact

on insurers’ financial results. Differences in results of other insurers of medium

category are negligible.

Category of small insurance companies recognized several differences between

tax efficiency and market share under consideration. The most significant differ-

ences are reported by ČKP, who is the insurer with special status collecting

contributions flowing from compulsory liability insurance of motor vehicles.

Another significant disparity is reported by insurance company Slavia. The differ-

ence equals to an amount of eight places. Nevertheless, tax efficiency is worse than

position measured by market share, which can cause positive effects on financial

results of Slavia. The same examples of possible positive effects are recognized by

Hasičská vzájemná pojišťovna (HVP), AXA and HDI. A difference of tax efficiency

and market share in case of HVP amounts to five places. It means four places in

cases of AXA and HDI.

Negative impacts of monitored differences are also reported within the category

of small insurers. The biggest mismatch is reached by insurance company Direct.

The 14th place of tax efficiency is not in line with the 18th place of market share.

This disparity can cause adverse impacts on financial results of insurer. Minor

differences amounting to three places are recognized in case of ČP Zdravı́, DAS and

ERGO. Negligible differences are reported by remaining members of the category

of small insurers, i.e. Evropská pojišťovna (ERV), Pojišťovna VZP (PVZP) and

Maxima.

Results of Comparative Analysis

Comparison of tax efficiency of insurers with the largest market share in conditions

of the Czech insurance market highlighted differences among insurers. The most

significant difference is reported by PČS, who has to deal with higher tax liability in

comparison with other insurers in the category of large insurers. Otherwise we

assume that examples of tax planning or tax optimization can occur in cases of

Generali and Allianz. Satisfactory level of tax efficiency, which is appropriate to

the level of market share, is reached by ČSOBP.

Analysis within category of medium insurers highlighted advantages caused by

positive effects of less tax burden and higher market share. However, in most cases
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higher tax efficiency than a position in the insurance market was analysed. This

result could have negative impacts on financial results of insurance undertakings.

Analysis of tax efficiency within the category of small insurers described

ambiguous conclusions. Comparable amount of insurers recognized positive effects

of lower level of tax liability. Otherwise, similar group of insurers reported higher

amount of total taxes, which has negative impacts on financial results. We can

assume that the second group is not successful enough in tax planning or tax

optimization.

Results of comparative analysis are summarized in the Table 1. The insurers,

who recognized only minor or negligible differences between assessment of tax

efficiency and market share, are not mentioned in the Table 1.

Conclusion

Analysis of tax efficiency within insurance undertakings in conditions of the Czech

insurance market confirmed market positions of the largest insurers. Comparative

analysis highlighted deviations especially among the category of medium and small

insurers. Results of tax efficiency were in accordance with assumptions in several

cases. However, the most of insurers reported a mismatch between assessment of

Table 1 Main differences

between tax efficiency and

market share

Insurer Category Market share Tax efficiency

PČS Large 7 3

Allianz Large 3 4

NN Medium 9 6

GP Large 4 7

ČPP Large 6 8

KP Medium 12 9

AXA ŽP Medium 13 10

Uniqa Medium 8 11

Direct Small 18 14

MetLife Medium 10 15

ČP Zdravı́ Small 19 16

ČKP Small 26 17

AXA Small 15 19

DAS Small 23 20

ERGO Small 24 21

HVP Small 17 22

Slavia Small 16 24

HDI Small 21 25

Source: Česká asociace pojišťoven, Annual reports of insurers,

own calculations
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tax efficiency and market share based on total premiums written. Minor group of

insurers recognized negligible differences between tax efficiency and market share.

Identified differences between tax efficiency and market share are caused by few

factors and their combinations. Due to these reasons, comparative analysis should

be extended by an assessment of financial efficiency, which takes into account

financial results of insurers. We can assume that it would eliminate some of the

mentioned differences. Regarding to assumptions, results of comparative analysis

might imply about certain way of insurers’ tax planning or tax optimization. Our

findings can therefore be used as input information for tax administration.

According to results of analysis, we can assess tax burden on several insurers as

appropriate in comparison with their market shares. Otherwise, there are identified

cases, which confirmed higher level of tax liability inadequate to market shares of

insurance undertakings in conditions of the Czech insurance market. The imple-

mentation of new sector tax is still questionable.
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Financial Innovations in Equity Issuance:
A Prague Stock Exchange Review

Petr Jiránek

Abstract A start of a modern-era financial innovation on capital and financial

markets is usually dated around the 1970s. Drawing on two broad assumptions that

(i) capital markets are important and (ii) hybrid securities are an important part of

capital markets, since hybrid issues exist and continue existing, this article provides

a review of all outstanding equity instruments, irrespective of whether listed or

private, for all issuers whose shares are traded on the Prague Stock Exchange

(“PSE”) in order to determine whether the financial innovations as existing on a

more developed capital markets have found their seeds on the market or whether the

market is largely ignorant of such developments. This paper is divided into three

parts: part one provides a brief description of some innovations in capital issuance;

the second part provides a review of equity instruments issued by 25 issuers, in

which shares are traded on PSE, irrespective whether those are listed or not; and the

third part summarizes findings and concludes that a hybrid instrument has been

identified at two issuers only, both foreign ones. The most recent annual reports of

respective issuers were utilized for the review, accompanied by other public sources

if necessary.

Keywords Equity • Stock • Share • Stock exchange • Prague

Introduction

A start of a modern-era financial innovation on capital and financial markets is

usually dated1 around the 1970s – enabled by deregulation of financial markets,

high inflation environment, coupled with a high interest volatility, and fueled by

increasing computing power of computers.
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In a broader sense, financial innovations can be viewed as a wide range of

improvements, from innovations on sale channels, new financial products on

institutional and retail markets (such as derivatives, synthetic exchange-traded

funds, collateral swaps, CDOs, etc.), to new functionalities in IT systems enabling

a data processing unthought-of only a decade earlier. Some of them have direct or

indirect influence on capital issuance, by broadening the investor base, by structur-

ing products to suit particular investors’ or issuers’ needs, by enabling access to

securities traded in geographically distant market with a widespread use of easy-to-

open brokerage accounts, which again were absolutely out of the question a decade

ago, etc.

In a much narrow sense, this article will focus on financial innovations on capital

markets only. Issuers, until the mid-1970s, had fairly limited financing options –

equity by issuing common stock or debt by borrowing from a bank or by issuing

bonds. A few firms were daring enough to issue convertible bonds (Damodaran

1999).

According to Awrey (2012), financial innovations can be a demand-side

response to market imperfections or a supply-side force driven by financial inter-

mediaries. Innovations are usually driven by tax, regulatory, reporting, and rating

factors and according to Damodaran (1999) also by flexibility in designing cash

flows on borrowings, firms’ attempts to keep up with their peer group, securitization

of otherwise idle assets, exploitation of information asymmetries, difficulties in

valuing complex financial instruments, etc. Resulting securities step outside tradi-

tional debt/equity categories with a mix of features for which these are referred to as

hybrid securities.

Partnoy (2007) states “Today, most publicly traded corporations do not have

only equity and debt. Instead, their capital structures are composed of numerous

slices of different hybrid instruments, each with combinations of equity-like and

debt-like characteristics.” The most elementary securities with hybrid features

include preferred shares and convertible bonds; some of more sophisticated instru-

ments are known under acronyms, such as LYONs, TIGRs, DECS, and PERCS;

some are known in relation to one of or one main characteristic such as rating

sensitive bonds, or more recently buffer capital notes or in a specific setting such as

convertible preferred stock, convertible notes, bridge loans, and seed notes in

venture capital financing (see Coyle 2014). Characteristics of one specific instru-

ment (such as its structure and financial characteristics) can often be mimicked by

one security coupled with a derivative or derivatives. Examples of such issuance are

feline PRIDES. According to Hu (2008) equity issues experience relatively strong

phenomena of decoupling.

Importance of individual financial innovations changes in time. For example,

buffer capital notes in a banking sector are strongly dependent on regulatory

treatment, and not only their issuance can cease “immediately” upon shift in a

regulatory framework, but they can be immediately converted and as such cease to

exist. Other innovations are more permanent, albeit their characteristics evolve over

time, for example, $5 billion worth of mandatory convertibles were issued in 1996

(a quarter of the convertible market) compared to $20 billion worth in 2001 (about

18% of the convertible market) (see Chemmanur 2003).
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Question of capital market development and its relation to GDP growth has been

studied extensively with varying results. For example, Kerr (2014) states there is

growing consensus that well-functioning financial markets play a central role in

driving economic growth through their ability to spur technological innovation.

Optimal capital structure and related theories have been studied and tested

intensively. Hybrid securities bring interesting elements into this discussion. A

mere question of advantages of debt over equity, and vice versa, is somehow

obscured in the light of securities that do not fit this division.

Review of Equity Issues of Prague Stock Exchange Issuers

As of February 2017, there were 25 individual equity instruments traded on PSE of

25 issuers – 11 were foreign issuers (with a corporate seat outside of the Czech

Republic), out of which 4 seated in the UK, 2 in Austria, 2 in the Netherlands, 1 in

Slovakia, 1 in Belgium, and 1 in Luxemburg, and 14 domestic issuers, listed on

three markets: prime (14 issues), standard (9), and free (2) with distinct admission

criteria (see Table 1).

Market listings: 11 issues were traded on PSE only, 11 were dual listings, and

three issues were traded on three markets. CETV was traded on NASDAQ; all other

issues were traded on markets within EU.

Market capitalization: In terms of market capitalization, the total market cap of

all issues was CZK 1104 bln (EUR 40.8 bln), with ERSTE GROUP BANK having

the largest market cap of CZK 342 bln (EUR 12.7 bln) and E4U with CZK 237 mln

(EUR 9 mln) being the smallest issue traded. Estimated market value2 of free floats

combined was CZK 130 bln (EUR 4.8 bln) or 11.9% of the market capitalization

combined. Free float was determined for 22 issues and ranged from 56.24% for

CETV to 0%3 for ENERGOCHEMICA. Average free float was 20.4%, and market

cap weighted average free float was 11.9%.

Out of 25 issuers, 5 issuers received ratings, 20 were unrated; 24 issuers prepared

annual reports according to IFRS and 1 under US GAAP. Out of the 25 annual

reports studied, 3 were for period of 2016, 21 for 2015, and 1 for 2014; 12 were

published in the Czech language, 11 in English, 1 in Slovak, and 1 bilingual Czech-

English; two annual reports were not searchable (scans of the documents only);

three annual reports failed to mention exchange listing completely, and one omitted

one of the trading markets (in italics in Table 2).

All issues traded were ordinary (bearer or common) shares, no preferred or with

special features. Out of the 25, 17 issuers listed single class, single series equity

instruments; the remaining eight issuers issued the following equity instruments

(both exchange listed and unlisted):

2Free float was determined for 22 issuers. Free float market value for 3 undetermined issuers was

estimated at 20.4% equal to unweighted average free float of 22 issuers.
3Based on data published by the company.
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• CETV – the only issuer on PSE, with preferred shares outstanding.4 Four classes

of shares were either issued or authorized: 1 share of Series A convertible

preferred stock, 200,000 shares of Series B convertible redeemable preferred

shares, and 143,449,913 shares of Class A common stock,5 with a par value of

USD 0.08 each, were issued. Series A share has voting rights of 11,211,449

shares of Class A common stock. The shares of Class A common stock are

entitled to one vote per share, and the shares of Class B common stock are

entitled to ten votes per share.

• O2 C.R. – two classes of shares: shares with a par value of CZK 10 provide one

voting right; these are traded. Shares with a par value of CZK 100 in a quantity

of 100 pieces provide ten voting rights and correspondingly higher dividend

rights; these are not traded. Both classes are identical otherwise.

• ENERGOAQUA – two classes of shares: shares with a par value of CZK 1000

are admitted to the trading; these provide 125 voting rights per share and

corresponding dividend rights. Shares with a par value of CZK 8 are not traded

and provide one voting right each and corresponding dividend rights.

• ENERGOCHEMICA – two classes of shares: 1.5 million of shares with a par

value of EUR 55 are admitted to trading; 129,091 shares with a par value of EUR

550 were issued in a private placement in 2016. Shares possess voting, divi-

dend,6 and other rights in 1:10 ratio.

• JÁCHYMOV PM – two classes of shares: one class consisting of one share only

of the same par value and otherwise seemingly identical.

• NWR – the company has one of the most complex equity instruments structure

among all firms reviewed. Issued were 6,663,538,084 A shares, 10,000 B shares,

and 264,477,400,857 D shares. B and D shares were not exchange traded. Par

values were approximately 0.04 Eurocent, 0.4 Euro, and 0.04 Eurocent for A, B,

and D shares, respectively.

• PHILIP MORRIS ČR – two classes of equal par values: 831,688 unlisted shares

are unregistered bearer shares; the remaining shares are registered and traded.

Both classes of shares possess the same rights.

• PRAŽSKÉ SLUŽBY – three classes on common shares: 1,556,125 registered

common shares with a par value of CZK 1000 each, which is a traded class,

600 common shares with a par value of CZK 1 million, and 1,187,604 shares

with a par value of CZK 400; both classes are not traded.7

• KOMERČNÍ BANKA – with one class of common shares, the GDRs are traded

on LSE.

4Also, the only issuer traded on a regulated US market.
5In addition issuance of shares of Class B common stock with a par value of USD 0.08 was

authorized, but not issued. Shares of Class B common stock are convertible into shares of Class A

common stock on a one-for-one basis for no additional consideration. Class A common stock and

Class B common stock were identical except for voting rights.
6Although annual report describes difference in voting rights only, it is relatively safe to assume

that other rights are also 1:10.
7Although the annual report provides no information on voting, dividend, and other rights, it can

be assumed that these are proportionate to par values.
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Dilution Effect

Due to a low innovation level in equity instruments, the review has been extended

to the existence of equity-dilutive instruments. Convertible or exchangeable debt

instruments, warrants and in certain cases options, when exercised for own shares,

would have a dilutive effect. Out of 25 issuers, four reported dilution or diluted

EPS8; these were:

• CETV – dilution due to conversion ratio of preferred shares to common shares

and existence of warrants

• ERSTE GROUP BANK – dilution due to the management share option program,

employee share option program, and options (convertible bonds were autho-

rized, not issued)

• PEGAS NONWOVENS – dilution due to warrants

• STOCK – dilution due to the options under performance share plan and

employee long-term incentive plan

Discussion and Conclusion

The Czech Republic with its 10.5 million inhabitants is a small country. The public

equity market is disproportionately small. For example, compared with Poland,

there were 486 issues listed on Warsaw Stock Exchange (excluding NewConnect9),

which is more than 12 listings per million inhabitants (2.4 for the Czech Republic),

and one listing is “backed up” by EUR 1 billion of GDP (7.2 for CZ).10

Data available for the USA show that private market can be of a higher

importance than public markets. According to Bauguess (2015), the importance

of private11 capital markets as a source of financing in the US economy is

underscored by the fact that less than 0.03% of the estimated 28 million firms in

the USA are currently exchange listed firms. The Czech-based PSE-listed firms

8VGP issued subordinated perpetual securities, the debt securities under national regulation,

recognized as equity under IFRS, which are not convertible to company shares.
9NewConnect is a stock exchange regulated market operated by WSE, similar as free segment of

PSE. Unlike the free market of PSE with two listings, there were 406 listings on NewConnect.

WSE and NewConnect housed 892 listings combined, i.e., 23 listings per million inhabitants, and

one listing is “backed up” by EUR 54 billion of GDP.
10One of the possible interpretations would be that the average issue market cap on PSE should be

seven times higher than on WSE. Direct comparison based on data provided by respective

exchanges is unavailable. WSE reports market cap for domestic companies only, whereas PSE

reports market cap based on all shares traded, not accounting for multiple listings for all issuers.
11In 2014 amount raised through unregistered securities offerings of USD 2.1 trillion has outpaced

the level of capital formation through registered securities offerings USD 1.35 trillion during the

recent years and totaled more than $2 trillion during 2014 (Bauguess 2015).
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accounted for 0.004% of estimated 357 thousand firms12 existing in the Czech

Republic in 2014. Therefore the private markets could be of even a larger impor-

tance. However reliable data on private offerings on the Czech market are

unavailable.

This review has been based on data available for the Czech public market

represented by the Prague Stock Exchange.13 Out of the 25 issuers, whose shares

are listed on PSE, only one issuer – CETV – issued preferred (two classes). Based

on the information available from the latest annual reports, none of the issuers had

convertible bonds outstanding (ERSTE GROUP BANK had convertible bonds

authorized but not issued). Preferred shares and convertible bonds are the simplest

form of innovative instruments with hybrid features. None of the issuers issued any

equity security with a more sophisticated innovative feature.

Dilutive effect on the existing equity was found only for four issuers: two due to

warrants, two due to management or employees’ option programs, and one due to

preferred shares. In addition to equity dilutive instruments, one of the issuers – VGP

– issued innovative debt instrument, which is recognized as the equity under IFRS,

with no diluting effect.

To provide complete picture of the innovative level among all firms listed on

PSE, a debt instrument review would need to be completed. However with one

exception, none of the issuers reported debt instrument outstanding with dilutive

effect, and only one issuer reported debt/equity hybrid instrument. Thereby I would

expect that level of innovation in outstanding debt would be also low.

As a conclusion, I believe, the overall picture of innovation in capital rising

instruments is rather low, almost non-existent. Taking into account that preferred

issues were of foreign issuer, zero-level innovation in equity issuance can be found

at Czech issuers (and other foreign issuers).

As the Czech capital market is not a viable financing alternative for vast majority

of firms, the activity of PSE in terms of IPOs and new listings is very low, liquidity

of several issues is unsatisfying, and the result of this review in terms of innovation

level is somehow unsurprising.

Acknowledgement This paper is published as a part of a research project Theoretical

Approaches to Capital Structure Optimization registered by the Internal Grant Agency under the

registration number IGA VŠE 48/2016.

12According to IMPER CZ, available at http://onbusiness.cz/kolik-firem-je-v-cr-v-jednotlivych-

krajich-835.
13There were no additional Czech issuers traded on RM System (RMS) other than those traded

on PSE.

128 P. Jiránek
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Č
S

2
2
,2
9
5
,0
0
0

2
2
,2
9
5
,0
0
0

1
co
m
m
o
n

1
0
0
.0
0

C
Z
K

N
o

7
K
O
M
E
R
Č
N
Í
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JÁ
C
H
Y
M
O
V

P
M

3
2
3
,8
6
7

3
2
3
,8
6
8

2
co
m
m
o
n

1
0
0
0
.0
0

C
Z
K

N
o

1
9

N
W
R

8
,2
9
0
,4
9
6
,6
4
6

2
7
1
,1
3
9
,5
0
5
,3
4
5

3
co
m
m
o
n

<
0
.0
1
;
0
.0
4
;

<
0
.0
1
.

E
U
R

N
o

2
0

P
H
IL
IP

M
O
R
R
IS

Č
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The Reasons Underlying Retail Banking
Homogenization in the Second Half
of the Nineteenth Century

Vojtěch M€ullner

Abstract The paper looks into the process of originating and homogenizing the

three credit union streams in the Czech lands territory at the time of the Habsburg

Monarchy. The strongest from among the credit union streams was formed of

charitable societies. The second stream was created through transforming con-

sumers’ cooperatives to district economic credit unions, and the last of the

significant streams came to our lands from Germany, in the form of Raiffeisen

credit unions. Because of the demand for cheap credits, credit unions soon

flourished into a significant group of credit providers, both in terms of the

quantity of credits and the volume of provided finances. The main attention is

paid to the change in orientation of credit unions after 1873, when Act No. 70, on

associations, was passed, significantly influencing the change of originally char-

itable credit unions to financial institutions providing cheap credits to the general

population. This transformation subsequently contributed to unification of the

three streams.

Keywords Credit union • Retail banking • Small loans • District credit unions •

Raiffeisen credit union • Communal credit union • Farmers’ credit union

Introduction

A significant role in the development of the Czech banking system to the form, as

it is today, was played by retail financial institutions, booming in the second half

of the nineteenth century. We can track their various forms and motives for their

establishing which also leave their mark on the credit unions’ orientation. One of
the roots of our retail banking is associated with consumers’ cooperatives, which
were continuously transformed to credit unions by state interventions. The
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second root is associated with the name of Friedrich Wilhelm Raiffeisen, the

founding father of credit unions in Germany (Bouček 1894, p. 7). This type of

credit unions spread quite fast to the Netherlands, Switzerland, Italy and Austria

to subsequently become popular also in the Czech lands, where it existed side by

side with district credit unions for economic development and communal credit

unions.

The last of the significant roots is the above-mentioned communal credit unions

that we can consider to be a Czech anomaly that will be of the utmost interest for us

in this paper. The origin of communal credit unions was triggered by multiple

significant factors which definitely included inaccessibility of capital to poorer

segments of the population. Furthermore, they were the then growing patriotic

awareness and the fact that credit unions were allowed to make profit and distribute

it with the aim to support charitable activities (Schreyer 1891, p. 32).

These three streams in the credit union development gradually converged at their

activities, finally providing nearly the same products. The respective origins of the

individual streams differ considerably, and this is the reason why it is interesting to

track the main causes underlying the changes. To understand the conversion better,

it is necessary to look into the history and point out to individual specificities,

especially as regards communal credit unions. It is also necessary to consistently

explain the causes that turned the associations and credit unions into nearly

homogeneous organizations.

Three Streams of Retail Banking in the Habsburg Monarchy

Credit unions in the Habsburg lands came to existence in several lines that

became nearly homogeneous over the period of subsequent 30 years. Before

1873, the legal basis of communal credit unions was the Act on Societies of 1852

(Janák 1987, p. 71). District credit unions for economic development were first

governed by Act No. 28 of 1864 and then by Act No. 267 of 1882. The highest

rate of occurrence of credit unions of the Raiffeisen type in the Czech lands is

detected after the Act on Associations of 1873 had been passed, and the credit

unions of this type conformed to the act from its very beginning. The process of

converging the activities of all credit unions was triggered by the Act on

Associations of 1873. Most influenced by this act were communal credit unions.

However, their transformation also left its mark on the remaining credit union

streams (Schreyer 1891, p. 226).

Each of the three lines of credit unions is based on a different principle. One of

the streams originated due to state regulations, the second was imported from

abroad, and the substance of the third of the streams lied in charity. The develop-

ment of credit unions was also supported by national sentiments. The patriotism

was expressed in the form of efforts to achieve emancipation from the foreign

capital which was predominantly in the hands of German population. Another

significant factor was also general distaste for the usury that was flourishing in
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the nineteenth century.1 The providing of credits to poorer citizens followed by

investments of surpluses to the industry sector later on is definitely one of the

accelerators of the economic growth during the first decades of the twentieth

century in the territory of the Czech lands (Jindra et al. 2015, p. 409).

District Credit Unions for Economic Development

The individual streams were triggered off by different impulses. We can consider

district credit unions for economic development to be a very specific group as they

originated from consumers’ cooperatives that were transformed to credit unions

through state interventions. Our best-known consumers’ cooperatives were called

contribution funds and had the form of contribution-based granaries. These funds

were established thanks to farmers who deposited their agricultural surpluses to

common granaries (Okresnı́ záložny hospodářské 1932, p. 5).

Initially, participation in these funds was voluntary. Due to the restless times and

wars of the eighteenth century, the reserves in granaries started to be used to feed

armies, and as a result, the reserves declined (Juřı́k 2011, p. 58). A change occurred

after the Imperial Letters Patent No. 358 of 9 June 1788 was issued by Joseph

II. This letters patent decreed that the subject serfs who owned arable land should be

returning the third portion of the four types of grain – wheat, rye, barley and oats –

to the communal granary for the period of 3 years. In this way, reserves were

created for the spring and autumn sowing with the aim to prevent famines caused by

lacking seed stocks. In the course of time, reserves exceeded consumption, and so a

part of the reserves was borrowed to members of a credit fund for a fee. First, an

interest in kind amounting to 12.5% p.a. was paid for every borrowed measure; later

on, the interest was decreased to 6.25% p.a. Seed corn of no use continued being

accumulated in the funds and sold in the following years. The earned money was

deposited and lent to fund members (Wenzl 1937, p. 8).

A milestone in the development of consumers’ cooperatives was the adoption of
Act No. 45 of 9 June 1863, repealing granaries. It was determined that granaries

should be transformed to financial capital and the capital should be consolidated

with the capital that was earned for sold grain surpluses. Thus, contribution

monetary grain funds came to existence. Act No. 28 of 6 August 1864 establishes

contribution credit unions from these funds (Doubrava 1924, p. 5–9).

According to the statistics of 1878, there were 894 contribution credit unions in

the territory of the Czech lands which however were not equally distributed across

the territory. Up to three credit unions would be operating in some municipalities,

and completely lacking in others. Another restriction imposed on the contribution

credit unions established according to Act No. 28 of 1864 was the prohibition to

1Those who charged interest rates higher than 15% were considered to be usurers (Novotný 1911,

p. 23).
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accept deposits from their own members.2 With respect to the above-mentioned

facts, district credit unions for economic development that consolidated all contri-

bution credit unions in a district were established by Act No. 267 of 22 March 1882.

In this way, a district credit union for economic development was established for

each district (Doubrava 1924, p. 12). From 1882, credit unions were not obliged to

manage only their own assets but were also allowed to accept deposits. A restriction

applicable to district credit unions for economic development was the requirement

that only land owners should become credit union members (Schreyer 1895, p. 62).

From the end of the 19th century to the beginning of the 20th century become

interest rate decreasing and converging to 5 % p.a. (50 let okresnı́ záložny
hospodářské v Semilech 1882–1932 1933, p. 283).

Credit Unions of the Raiffeisen Type

Credit unions of the Raiffeisen type have been established in Germany since 1849.

In the Czech lands, Raiffeisen credit unions, supplementing local citizen commu-

nity credit unions, had not occurred before the 1880s. The establishing of these

credit unions was triggered by the poverty of small farmers in Rhineland and the

efforts of countrymen to escape from the clutches of usury. Because of the failing

access to capital, usury became so rampant that it had a liquidating impact on many

small farmers. Raiffeisen credit unions which operated as associations of groups of

farmers who, unlike an individual farmer, were able to meet the requirements for a

bank credit grant made efforts to cope with such a situation. Such a bank credit

grant would subsequently be divided to smaller credits that were granted to small

farmers. In this manner, an access to capital was made possible for small farmers.

By-laws of Raiffeisen credit unions stipulated that no interest could be collected

from small farmers that would exceed the interest on the bank credit taken by a

credit union itself by 1.5% (Bouček 1894, p. 11). Even after a contribution to

operational costs had been added to it, the interest was still considerably lower than

the one that small farmers would have obtained from a usurer. Another specificity

of Raiffeisen credit unions lied in the form of liability which always was unlimited.

In addition to this, small membership shares were collected in the range from 5 to

25 guldens because Raiffeisen credit unions targeted poorer small farmers

(Schreyer 1895, p. 69–70).

Applicants for a loan had to have the purpose of the loan approved and subse-

quently had to keep proving on a continuous basis that finances had really been used

for the approved purpose. The last significant specificity was that loans provided in

exchange for promissory notes were excluded to protect debtors who, as a result,

were sure to be liable solely to a credit union. The reason why Raiffeisen credit

unions did not make loans in exchange for promissory notes was that promissory

2Contributory credit unions could make loans only from their own funds.
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notes were transferable and as such could be resold to other financial institutions or

other third persons. In this way, Raiffeisen credit unions protected their debtors

(Blažek 1909, p. 10).

Citizen Community, Communal, Sole Traders’ and Farmers’
Credit Unions

The stream that was unique and also the strongest in the Czech lands consisted of

citizen community, sole traders’ and farmers’ credit unions. All of them were

established on the same principle. Their names differed only to refer to their

specific target group, which however was not strictly complied with. We can also

find the credit union type referred to as kampelička, which is the same as the other

types of credit unions save for the rule that kampelička credit unions are established
only with unlimited liability. The other credit unions then could have any liability

(Šváb 1935, p. 19). The first credit union in the true sense of the term can be

considered to be the credit union in Vlašim, which was established in 1858

(Schreyer 1891, p. 12).

The credit unions established in the territory of the Czech lands had several

specificities. The first and the most important was their focus on charity in the form

of the cheapest possible credits through which credit unions improved the economic

position of sole traders and small farmers. The charitable character also found its

expression in direct support provided to various activities, including establishing

schools, purchasing aids for schools, providing snacks to poor children, and also

contributing to municipal beautification societies, establishing orphanages, chari-

table housing, asylums and nursing homes and contributing to the construction of

water mains, the national theatre, etc. (Schreyer 1891, p. 357). Charity was the

essence of the credit unions established in the territory of the Czech lands, and it is

also enshrined in the by-laws of credit unions. Credit unions were not allowed to

generate profit and pay it out to their members in the form of dividends. Where a

profit was made, a credit union was required to transfer it to its reserves or use it for

charitable purposes.

The statistics from 1869, this means more than 10 years after the first credit

union was established, shows the significant expansion and popularity of credit

unions in the Czech lands. At that time, there were 525 credit unions across the

whole Austro-Hungarian Empire, out of which 306 accounted for Bohemia, 134 for

Moravia, 46 for Lower Austria, and 36 for the rest of Austria (Schreyer 1891,

p. 152). Credit unions throve also thanks to the fact that they were exempt from

taxes and stamp duty. Ambiguities in law started to surface from 1865, when some

credit unions were assessed with taxes, while others continued being exempt from

them. The developments came to a head when the Act on Associations of 1873 was

passed, stipulating transformation of credit unions to associations that would no

longer be considered charitable societies. This act levied the tax and stamp duty on
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credit unions and also stipulated the methodology according to which credit unions

were required to additionally pay up the taxes and duties for the previous 10 years in

the amount of at least one tenth and at most two fifths of their assessed taxes

(Schreyer 1891, p. 200).

The act passed in 1873 urged the credit unions established in the Czech lands to

transform their charitable focus from direct financial support that would be taxed

according to the new law to another type of charity, which credit unions used to

consider to lie in cheaper credits. The change is apparent in gradually decreasing

interest rates and reduced direct support, which however remained partially

unchanged despite of that. Before the Act on Associations was passed, credits

had been made on an interest ranging from 6% to 8%. After the Act came to

force, the interest rate gets lower, amounting to 5.5–6% p.a. In the case of real estate

credits, the interest on a credit drops to 4.75% p.a. (Novotný 1911, p. 23).

Results

The original three streams of retail banking started merging towards the end of the

nineteenth century, and we can look for the differences in the name of a respective

credit union. Because of the popularity of local credit unions, the significance of

professional and district credit unions decreased over time too (Vencovský et al.

1999, p. 172–173). Contrary to banks, credit unions focused on loans and retail

deposits, and while the volume of received deposits and loans was soaring in the

case of credit unions, it was increasing just moderately in the case of banks.

Patriotism and certain resentment towards big banks could also play a considerable

role in this development. The official language of banks was usually German, which

was a thorn in many Czechs’ flesh and excluded in particular rural population from

access to credits (Schreyer 1891, p. 54).

Act No. 70 of 9 April 1873, on associations, stipulated that the legal form of

credit unions be changed from societies to associations. This change was also

related to the change in paying duties and taxes. The new act had the biggest impact

on communal credit unions that were originally governed by the Act on Societies

from 1852. Among other things, the Act on Societies stipulated that charitable

societies would be exempt from duties and taxes. This was the key motivation for

charitable activities of communal credit unions (Schreyer 1891, p. 60). The amend-

ment to the act levied taxes on surpluses – profits, including in the cases where a

surplus would be granted for charitable purposes. For this reason, communal credit

unions started first to return their surpluses to reserve funds and then decreased

interests to preserve the original charitable purpose at least in the form of cheap

credits.

Thanks to the decreasing interest rate on personal credits and the growing

number of citizen community and Raiffeisen credit unions, the competition in the

retail banking market started increasing. At the very beginning of their develop-

ment, credit unions faced nearly no competition because banks did not usually
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make loans to common people and usurers made loans for multiple times higher

interests (Rolnická záložna Podřipská v Roudnici N.L. 1874–1934 1934, p. 29).

However, the situation significantly changed in the 1870s and 1880s, when always

several credit unions emerged in the district at a time. The convergence of interest

rates can be seen in the gradually decreasing interest rate on personal credits, which

stabilized on 5% p.a. across all credit unions at the end of the nineteenth century

(Plicka 1891, p. 48).

Credit unions had been the basis of retail banking in the territory of the Czech

lands until the middle of the 1950s when they were transferred under Česká státnı́

spořitelna (The Czech State Savings Bank). Until that time, they had however

formed the backbone of retail banking in the territory of the Czech lands. The

capital that was accumulated at credit unions can be considered to be one of the

accelerators of the economic growth both at the end of the nineteenth century and

during the first decades of the twentieth century when small entrepreneurs were still

dependent only on financial institutions of the credit union type, thanks to which the

entrepreneurs could expand and become medium businesses (Jindra et al. 2015,

p. 425).

Conclusion

The convergence of the different credit union streams that originated on the basis of

different impulses shows the power of competition that – combined with regula-

tions in the form of laws – influenced the dynamic development of retail banking in

the territory of the Czech lands. The development of individual streams suggests

that there is a difference between the situation when these banking institutions hold

the local monopoly position and the situation when they have to react to their

competitors. The originally different streams start showing common features to

finally differ only in their origin.

The most essential transformation took place in case of communal credit unions

after the Act on Associations was passed in 1873. The Act imposed taxes on credit

unions and nearly prevented them from directly supporting charitable purposes

which they earlier did in the form of donations, contributions and other forms of

support to civic activities. Credit unions thus focused in particular on decreasing

interest rates on personal credits. Establishing new credit unions across all the

streams and the pressure on decreasing the interest rate then led to the general

decreasing of interest rates and standardization of provided products.

Credit unions, which became a synonym for banks also thanks to gradual

convergence of credit union streams, are the backbone of the whole retail banking

sector. However, the difference lied in particular in the client. Thanks to the

products they offered, credit unions made capital accessible to the population that

otherwise could not reach to it, hence contributing to the economic growth and

growth of the banking sector in the territory of the Czech lands.
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Blažek A (1909) České spořitelnı́ a záložnı́ spolky dle vzoru Raiffeisenova. 2. doplněné vydánı́,
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monarchie.Karolinum. Praha, ISBN 978-80-246-2947-2
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Relationship Between the Company Size
and the Value: Empirical Evidence

Přemysl Krch

Abstract The paper provides a research summary on the relation between the

levels of valuation multiples and eight criteria of company size. The criteria

comprised market capitalization, enterprise value, operating revenues, EBITDA,

EBIT, net profit, sum of total assets, and number of employees. Using the linear

regressions and correlations, the mutual relationships between the four valuation

multiples and the abovementioned criteria were tested. The key conclusions of the

research are that there can be observed certain dependence of price to earning

valuation multiple on most of the tested size criteria. Low dependence was identi-

fied for enterprise value to EBITDA multiple. The results for price to book value

and enterprise value to sales multiples proved statistically significant level of

neither correlation nor dependence.

Keywords Valuation • Value • Size premium • Germany • Multiples

Introduction

The issue of potential existence of size premium as a factor influencing the value of

the business has been subject to discussions on both the intensity of the size factor

and even its existence. The author has already provided a review of previous

research efforts and published literature relevant to this matter in one of his

previous papers (Krch 2017) with inconclusive evidence on existence of size

premium. Let us summarize some of them.

According to Pratt and Grabowski (2010 p. 40) the empirical studies showed that

the returns reported by the small companies were regularly substantially higher than

it would correspond to the original CAPM model. Buus (2008) provided a research

of academic studies on existence, origin, and relevance of HML and SMB pre-

miums. His compiled findings showed that the conclusions of individual studies
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substantially differed; however, both factors were treated as a certain premium for

risk which has to be undergone. Álvarez-Otero et al. (2006) worked out the study

analyzing the size effect on the firms entering the Madrid Stock Exchange based on

111 IPO over 1985–1997. The data showed that the undervaluation prior to the IPO

compared to the later market valuation using the trading data was 15,34% for the

large companies and 8,4% for the small companies. Damodaran (2015) highlighted

the fact that over the years (1981–2014), the average annual returns of small-cap

company shares were in average lower by 0,18% than the market as a whole.

Graham and Harvey (2015) arrived at similar conclusion in their CFO Survey.

The authors did not receive any signals from the gathered answers that would prove

the existence of the size premium. Ibbotson et al. (2013) arrived at a conclusion that

the historical returns of the small companies differed significantly depending on the

liquidity. Torchio and Surana (2013) prepared a study based on an analysis of

relationship between the size and liquidity. For the first eight size deciles with the

high liquidity, no size premium was present. For the ninth and tenth decile, the

premium achieved a level around 2–2.5%.

This paper is intended to provide a short empirical test for my further, more

comprehensive research of existence of size premium and relevant other issues

which may occur during my research. The analysis should provide a preliminary

statistic test for eight potential size criteria and their impact on value of companies.

Data and Methodology

The data used in the research were intended to cover one sector of traditional

industry in Germany as the country with the largest capital market in Central

Europe.

The data set for analyses has been compiled based on the data accessed through

the Orbis database (2017). The search criteria were:

1. Quoted publicly traded companies in German capital markets

2. The industry NACE Rev. 2: Division 28 – manufacture of machinery and

equipment

The reason for the choice of this sector was that this sector performs in rather

steady growth rates, with stabilized capital structure as well as asset structure. Even

though the author fully understands that the individual sectors may differ substan-

tially, the scope of this research was limited to the above-described one-industry-

specific sample since broader scope would substantially exceed the room dedicated

for this paper.

The original data set based on these search steps resulted in total to 47 compa-

nies. The data set was further adjusted for the companies which did not have

published the data at the end of 2015. This date was chosen as a fixed date for

comparison and data collection to prevent any changes in value over time. The

narrowed sample used for further research comprised 34 companies, the samples
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for individual valuation multiples showed different counts based on data

availability.

The test assumed that the difference in intrinsic value caused by different size

measure of risk should be reflected in the market valuation of the individual entities.

Hence, the hypothesis was that there would be a significant observable dependence

of company value (stipulated with the market valuation multiples) on the size

proxies.

The size factor was based on several criteria. The criteria used as a size measure

were inspired by the Duff & Phelps methodology, which is regularly used in the

Duff & Phelps Risk Premium Reports. The report (Duff and Phelps 2013) uses the

following criteria:

1. Market value of common equity

2. Book value of common equity

3. 5-year average net income

4. Market value of invested capital (MVIC)

5. Total assets

6. 5-year average EBITDA

7. Sales

8. Number of employees

The research was intended to serve as a summarized test of possible relation

between the criteria and the equity value; therefore, only 1-year data (last available

year) were used. Also, other levels of profit and loss statements were analyzed on

their potential impacts on value. Hence, the criteria used in this research were

adjusted moderately to the following criteria:

1. Market value of common equity (market capitalization)

2. Market value of invested capital (enterprise value)

3. Operating revenues

4. EBITDA

5. EBIT

6. Net profit

7. Total assets

8. Number of employees

The impact of the individual abovementioned size factors was tested on four

market valuation multiples. The multiples comprised both equity and invested

capital-based multiples:

• Price to earnings ratio

• Price to book value of equity ratio

• Enterprise value to EBITDA ratio

• Enterprise value to sales ratio

The groups were tested using the single linear regressions based on ordinary

least squares calculated in MS Excel. As a result, both coefficients of correlation as

a proxy for mutual relationship and coefficients of determination as a tool to verify
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the dependence of the valuation multiple levels on the individual size criteria on

95% level of certainty were used.

One of the analyzed aspects was also to what extent the impact of size can be

observed on equity valuation multiples compared to the invested capital multiples. I

assumed that the equity-based multiples would show higher dependence on size

factors than the invested capital-based multiples.

Results and Discussion

Price to Earnings Ratio

The price to earnings ratio showed the highest interdependence between the size

criteria and the company valuations among all four valuation multiples. In total,

25–26 company observations were available for individual criteria.

The results showed an observable interdependence between company value and

five of the eight criteria of size. The linear regressions show that approximately

50–60% of company results could explain the higher valuation of the companies by

the size factors. The strongest observable dependence could be observed with the

sum of assets and the market capitalization, followed with enterprise value and total

revenues with minimum difference of intensity.

On the other hand, the correlation with and dependence on EBIT and net income

seemed to be unconfirmable. What is interesting is that even though the revenue and

EBITDA criteria showed observable correlation, the EBIT and net income criteria

showed no observable correlation or dependence. Also, the nonfinancial criterion

based on number of employees showed observable correlation.

The mean error however indicated high levels (Table 1).

Price to Book Value Ratio

The price to book value ratio was available for 26–30 companies. The results

indicated that the interdependence between the size criteria and valuation is gen-

erally low, and the dependency can be proven up to 22% of the sample in case of net

income. The remaining criteria showed determination between 6,6% and 19,1%,

which is generally very low. The mean error reached also significant levels.

To sum it up, the dependence of price to book valuation on size criteria cannot be

confirmed (Table 2).
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Enterprise Value to EBITDA Ratio

The number of observations reached 26–28. The enterprise value to EBITDA

showed moderate degree of mutual correlation to the analyzed size criteria for a

half of the criteria. The differences among all correlations show similar propor-

tional differences like the correlations for P/E ratio. However, the dependence on

individual criteria was significantly lower, reaching at maximum 34,1% of sample

explained by the enterprise value (Table 3).

Enterprise Value to Sales Ratio

Total count of observations was the highest of all four groups. The reason is clear –

going down through the profit and loss statement, the number of companies with

positive results necessary for analysis declined, but the sales are always positive.

Nevertheless, this valuation multiple showed the lowest interdependence of all

the observed multiples. Any of the eight criteria did not confirm dependence of the

value on size for more than 5% of the sample. Also the mean error calculated

reached several times higher proportional levels to the mean values of the sample.

Table 1 Results for P/E ratio

Market

cap

Enterprise

value

Operating

revenue EBITDA EBIT

Net

income

Total

assets

No. of

employees

Correlation

coefficient

0,763 0,758 0,751 0,621 0,122 0,238 0,764 0,688

Coefficient of

determination

0,582 0,575 0,564 0,386 0,015 0,057 0,584 0,474

Mean error 15,049 15,183 15,369 18,612 23,573 22,612 15,015 17,232

No. of

observations

26 26 26 25 25 26 26 25

Source: Orbis database + authorial computation

Table 2 Results for P/BV ratio

Market

cap

Enterprise

value

Operating

revenue EBITDA EBIT

Net

income

Total

assets

No. of

employees

Correlation

coefficient

0,345 0,344 0,322 0,406 0,437 0,469 0,257 0,286

Coefficient of

determination

0,119 0,119 0,104 0,165 0,191 0,220 0,066 0,082

Mean error 0,924 0,925 0,932 0,940 0,928 0,906 0,952 0,959

No. of

observations

30 30 30 27 26 26 30 29

Source: Orbis database + authorial computation
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In brief, the enterprise value to sales valuation multiple cannot confirm any impact

of the observed size criteria (Table 4).

Conclusion

Generally, three groups of criteria were tested. The simple market value of capital

size criteria showed practically the same levels of both correlations and determi-

nations, and it makes practically no difference whether the market capitalization or

the enterprise value is used. The profit and loss statement items did not show any

significant trend common for all four groups. The other criteria comprised sum of

assets and number of employees. Even though the very low dependence was

indicated, it seems to be significant only for price to earnings ratio.

Overall, the key conclusions of the research are that there can be observed

certain dependence of price-to-earning value on most of the tested size criteria.

Low dependence was identified for enterprise value to EBITDA multiple. The

results for price to book value and enterprise value to sales multiples did not

prove any statistically significant level of neither correlation nor dependence.

This is also in line with the author’s previous experience from valuation practice

for similar companies from traditional industries.

Table 4 Results for EV/sales ratio

Market

cap

Enterprise

value

Operating

revenue EBITDA EBIT

Net

income

Total

assets

No. of

employees

Correlation

coefficient

0,064 0,063 0,083 0,224 0,203 0,152 0,068 0,121

Coefficient of

determination

0,004 0,004 0,007 0,050 0,041 0,023 0,005 0,015

Mean error 9853 9687 9236 0,431 0,426 9937 9246 0,432

No. of

observations

30 31 34 31 29 29 34 33

Source: Orbis database + authorial computation

Table 3 Results for EV/EBITDA ratio

Market

cap

Enterprise

value

Operating

revenue EBITDA EBIT

Net

income

Total

assets

No. of

employees

Correlation

coefficient

0,576 0,584 0,507 0,385 0,130 0,419 0,531 0,447

Coefficient of

determination

0,332 0,341 0,257 0,148 0,017 0,175 0,282 0,199

Mean error 4519 4402 4673 5005 5467 4176 4594 4852

No. of

observations

27 28 28 28 27 26 28 28

Source: Orbis database + authorial computation
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Also, it seems that the equity-based multiples show higher dependence on size

criteria than the invested capital-based multiples. A possible explanation can be that

the providers of loans or bonds are usually more strategically oriented than the

financial investors holding their shares through the public markets.

Assuming the price to earnings ratio is generally the most frequently used

measure of value in the capital markets among all the four valuation multiples, it

seems that market capitalization, enterprise value, operation revenues, and total

assets accompanied with number of employees would be a solid proxy for further

testing of the size impacts. The results like EBITDA, EBIT, and net profit do not

show any significant levels of determination for the valuation multiples, and hence

they are probably not the key determinants for a potential size effect.

For further research, it seems that the broader sample would be necessary to

confirm this preliminary analysis. There is a question to what extent such sample

would show internal dispersion between individual industries and sectors, i.e.,

machinery compared to IT services, since the individual industries show substan-

tially different structure of creation of value added in terms of both the asset and

capital employment and the workforce necessary to be employed.
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A Note on the Gordon Growth Model
with Taxes

Olga Belomyttseva, Larisa Grinkevich, and Anastasiia Grinkevich

Abstract This paper analyzes the Gordon Growth Model and its evolution in

various studies. A modification of the Gordon Growth Model using corporate

income tax and personal income tax is developed. Two equations are presented,

one of which is for determining the share price with taxes and the other for

determining for the value of growth rate.

Keywords Gordon growth model • Dividend discount model • Сorporate income

tax • Personal income tax

Introduction

The dividend discount model (DDM) is based on the obvious assumption that

dividends are the only expected cash flow received by the investor from the

corporation. Accordingly, the DDM assumes that a share is evaluated as the

discounted value of expected dividends and is now considered the most widely

used fundamental valuation techniques in practice.

The Gordon Growth Model (GGM) was proposed by Gordon in 1962, as

opposed to dividend irrelevance theory. It should be noted that many studies rather

often refer to this model as the DDM. We agree with the point of view of

Damodaran (2012), who considered GGM as one of the variants of DDM. For the

purpose of this paper, we will use the acronym GGM and thus emphasize Myron

Gordon’s personal contribution to the theory. It should also be noted that traditional
modifications of DDM and GGM do not involve taxes.
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In recent years, based on the analysis of periodical literature, we can recognize a

surge of interest in the DDM as a whole and in the GGM, in particular. Studies with

reference to DDM and GGM models conducted in various years can be classified

into four groups. Authors, who modify and develop various modifications of the

DDM, are included in the first group, which is the largest one. For example, Fuller

and Hsia (1984) presented a two-phase growth model, “H,” wherein the growth rate

at the initial stage is not constant but decreases linearly with time until it reaches a

stable level in a steady state. Hurley and Johnson (1994, 1997, 1998) introduced a

series of dividend models consistent with uncertainty of dividends. Research on

GGM modifications was performed in various times by Farrell (1985), Yao (1997),

Pages (1999), Gorman (2002), Heinrichs et al. (2013), Hurley (2013), Irons (2014),

and Lazzati and Menichini (2015).

The second, small group includes authors who tried to prove validity and

applicability of the GGM in other ways, which differed from Gordon’s approach.
These include Perevozchikov (2009) and Belomyttseva and Grinkevich (2016).

The third group of researchers consists of authors who tested the GGM in

different countries and at different time intervals. Most of them came to the

conclusion that the GGM is valid and advisable to use. In other words, the results

were impressive. This group includes Sorensen and Williamson (1985), Barsky and

De Long (1993), and Foerster and Sapp (2005).

The fourth research group is formed by the authors who provided an overview

and comparative analysis of the DDM. A good general summary of dividend

models in multiple variations was done by Hurley and Fabozzi (1998) and

Damodaran (2012).

The objective of our study is to substantiate the after-tax version of the GGM.

The structure of the paper is as follows. Section “Involving Taxes in the Gordon

Growth Model” reveals the need for taking taxes into account for the purpose of the

GGM and opinions of particular authors, including Gordon himself, on this issue.

The GGM justification using taxes is introduced in section “Modification of the

Gordon Growth Model with Taxes”. The results and prospects for further investi-

gation are outlined in section “Results and Conclusion”.

Involving Taxes in the Gordon Growth Model

Most authors completely ignore taxes in modification or empirical testing of GGM.

However, it should be noted that Gordon (1962) raised the issue of the need for

taking taxes into consideration. In particular, in his monograph The Investment,
Financing, and Valuation of the Corporation, a chapter is devoted to the tax issue.

Gordon (1962) notes that in simple models of valuation, where the company

exists exclusively due to the reinvestment of profits or to debt financing, we can also

use after-tax variables. It is also advisable to study the involvement of the optimal

balance of the loan capital and owner’s capital in the payment of corporate taxes

and interest on debenture deductible from income as an expense. The inference
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made by Gordon (1962) is as follows: corporate tax does not represent a serious

threat to the GGM, while the personal income tax raises serious questions.

Schurman (2009) used the debt tax shield component in relation to the GGM. He

extended this model and used it to calculate enterprise value, which means that

fixed costs will not include interest expense on debt or dividends on preferred stock.

Damodaran (2012) highlights the need for involving taxes in the model and states

that if individual taxes are taken into account, this can significantly reduce the

excess return determined in the researches performed before the payment of taxes.

Thus, it is evident that there is a need for involving taxes, both corporate income

tax and personal income tax, in the GGM modification, which can ensure that the

model will be more realistic. In fact, development of the after-tax version of similar

models already occurs in financial science. For example, Litzenberger and

Ramaswamy (1979) derived an after-tax version of the capital asset pricing

model. This model incorporates a progressive tax scheme and for wealth and

income-related constraints on borrowing.

Modification of the Gordon Growth Model with Taxes

In this model, the value of the firm’s equity can be represented as a growing

perpetuity based on next period’s expected dividend (Gordon 1962). According to

Gordon, the price of a share is equal to the discounted value of expected future

dividends. In this case, dividends are expected to grow at the constant rate g; the

discount rate (required rate of return) is k. This principle leads to the familiar

valuation Eq. 1, which represents the following classical format of the model:

P ¼ D1

k � g
ð1Þ

where g < k, P is the current share price, and D1 means the next dividend per share

the firm will pay.

Equation 1 is simplified. The original format implies direct discounting of the

future dividend payments and is as follows (Eq. 2):

P ¼
X1

t¼1

D
1þ gð Þt
1þ kð Þt ð2Þ

where g < k and D is used for the current dividend.

There are two basic assumptions underlying the GGM, which are as follows: the

required return on the firm’s common share and the dividend growth rate are

constantly moving forward.

Let us introduce the following notation: EPS stands for earnings per share and

k+t is the rate of earnings, involving the corporate income tax rate. In this case,

k+t > k. The discount rate k is not changed.
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Consequently, we obtain Eq. 3:

EPS1 ¼ P∗kþt ð3Þ

where EPS1 represents the earnings of the next year.

Next, when the corporate income tax is taken into account, we obtain Eq. 4:

EPS1n ¼ EPS1
∗ 1� β1ð Þ ð4Þ

where EPS1n is after-tax EPS of the next year and β1 is used for the corporate

income tax rate.

Then, we arrive at Eq. 5:

D1 ¼ EPS1n
∗DPR ¼ EPS1

∗ 1� β1ð Þ∗DPR ð5Þ

where DPR is dividend payout ratio, calculated as the percentage of earnings paid to

shareholders in dividends.

Finally, we take into account the personal income tax and obtain Eq. 6:

D1n ¼ D1
∗ 1� β2ð Þ ¼ EPS1

∗ 1� β1ð Þ∗DPR∗ 1� β2ð Þ ð6Þ

where D1n is the after-tax dividend of the next year and β2 is the dividend tax rate.
1

The change in the share price in this (the first) time period will be ΔP1 (Eq. 7):

ΔP1 ¼ EPS1n � D1 ¼ EPS1n
∗ 1� DPRð Þ ¼ EPS1

∗ 1� β1ð Þ∗ 1� DPRð Þ ð7Þ

P1 will be presented as Eq. 8:

P1 ¼ Pþ ΔP ¼ P∗ 1þ kþt
∗ 1� β1ð Þ∗ 1� DPRð Þ� � ¼ P∗ 1þ gð Þ ð8Þ

With this in mind, the growth rate value g will be determined in Eq. 9:

g ¼ kþt
∗ 1� β1ð Þ∗ 1� DPRð Þ ð9Þ

At the next stage, we determine the value of P (Eq. 10):

P ¼ P∗kþt
∗ 1� β1ð Þ∗DPR∗ 1� β2ð Þ

1þ k

∗ X1

t¼0

1þ gð Þt
1þ kð Þt ð10Þ

1Technically, it is the personal income tax rate, but we use “dividend tax rate” to highlight the fact

that we mean dividend income here. We do not consider the case when the investor is a legal

entity.
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When Eq. 10 has been transformed, we arrive at Eq. 11:

P ¼ D1n

1þ kð Þ
∗ 1þ kð Þ

k � gð Þ ¼
P∗kþt

∗ 1� β1ð Þ∗DPR∗ 1� β2ð Þ
k � kþt

∗ 1� β1ð Þ∗ 1� DPRð Þ ð11Þ

Equation 11 is, then, modified into Eq. 12:

kþt
∗ 1� β1ð Þ∗DPR∗ 1� β2ð Þ

k � kþt
∗ 1� β1ð Þ∗ 1� DPRð Þ ¼ 1 ð12Þ

Hence, Eq. 13 is derived:

kþt ¼ k

1� β1ð Þ∗ 1� DPR∗β2ð Þ ð13Þ

It can be inferred from Eq. 13 that k+t is minimum when DPR ¼ 0. Then, we use

Eq. 11 to obtain Eq. 14:

P ¼ D1n

k � gð Þ ð14Þ

Thus, we come to the basic Gordon equation; however, Eq. 15, which we derive

from Eq. 1 and Eq. 13, appears to be more illustrative:

P ¼ EPS1
kþt

¼ EPS1
∗ 1� β1ð Þ∗ 1� DPR∗β2ð Þ

k
¼ EPS1n

∗ 1� DPR∗β2ð Þ
k

ð15Þ

Results and Conclusion

In the course of our study, we obtained the following results:

1. We derived an equation for determining the share price P, adjusted for the

corporate income tax and the dividend tax Eqs. 11, 14, and 15. The equation

complies with the general provisions of the GGM. The equation for determining

the share price including taxes Eq. 14 is similar to the tax-free Eq. 1, provided

that a net dividend is assumed as the dividend in both the equations.

2. By means of Eq. 15, we demonstrate the fact that the share price is determined

by the dividend payout policy of a particular joint stock company and that it

reaches the peak at DPR¼ 0 (i.e., under zero dividend payout). Whether this will

increase or decrease an investor’s wealth, that depends on the rate of personal

income tax on subsequent sale of share.
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3. Based on the ratio of D1n and g, we determined the value of growth rate g.

D1n

g
¼ P∗ DPR∗ 1� β2ð Þ

1� DPRð Þ ð16Þ

4. The introduction of tax variables to the GGM contributes to a more realistic

model.

5. We agree with Gordon’s assertion that corporate income tax does not pose a

serious threat to the GGM. However, unlike Gordon, we hold the position that

personal income tax is also no threat to the GGM.

6. As areas for further investigation, we consider development of a model alterna-

tive to the GGM, which implies no restrictions on the constant growth, as well as

studies on the empirical testing of Eq. 16.
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Indirect Valuation and Earnings Stability:
Within-Company Use of the Earnings Multiple

Michal Kaszas and Karel Janda

Abstract This paper investigates statistical significance of earnings stability in the

within-company indirect valuation method. We empirically establish superiority of

a within-company earnings multiple valuation technique for the relatively most

stable companies. Favorable empirical results are robust against different means of

operationalization of the stability construct and valuation multiples. Results of this

paper indicate that the indirect within-company price-to-earnings valuation yields

the most precise and the most accurate value estimates.

Keywords Investment decision • Company valuation • Earnings properties

Introduction

Practitioners and academics agree that the value of an asset is determined by

the present value of future payoffs to the owner. Williams (1938) formalizes this

view and expresses company value as a function of dividend payments. Building

on his work, Gordon and Shapiro (1956) derive the Gordon Growth Model for

capital budgeting that in its later adjusted forms, discounted cash flow model or

abnormal earnings valuation model (Ohlson 1995), dominates the valuation theory

to date.

While finance practitioners focus on cash flow figures (Van Aswegen and Jedlin

2013), academic literature provides empirical evidence that earnings are superior

basis for valuation comparing to cash flows. Contrary to the perception of cash flow
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superiority as a basis for valuation, Dechow (1994) provides empirical evidence

that the accrual adjustments made to the cash flow figures remedy their timing and

matching problems. In line with the findings of Dechow (1994), Kim and Ritter

(1999) and Liu et al. (2007) support the earnings superiority as a basis for valuation

with empirical results. Furthermore, Penman and Sougiannis (1998) and Francis

et al. (2000) evaluate empirically the consequences of timing and matching insuf-

ficiency of cash flows in terms of valuation practice and find the abnormal earnings

valuation model, also referred to as the residual income model, to clearly dominate

traditional DCF method of valuation.

The indirect, multiple, valuation method is among practitioners the most popular

and most often utilized one. Asquith et al. (2005) find a strong preference of indirect

to direct valuation techniques by studying 1126 analyst reports. They find that 99%

of sell-side analysts use indirect multiple valuation methods.

We argue that stability is an important characteristic for multiple valuations

which has the potential to capture many idiosyncrasies and develop this argument

from the residual income model.1 We provide evidence in favor of this argument by

demonstrating superior out of sample prediction for the most stable companies. We

document that earnings stability positively influences the accuracy and precision of

indirect within-company valuation. We operationalize the stability concept as a

5-year rolling standard deviation of the inverse hyperbolic sine of earnings before

extraordinary items attributable to common equity. Hence, we diverge from the

commonly found definition of stable company.2

Hypothesis Development

Exploiting earnings stability of some companies and the superiority of the residual

income formula over other direct valuation models (Penman and Sougiannis 1998),

we derive an argument of stable price-to-earnings (PE) multiple for stable compa-

nies by expressing the market value using the residual income valuation model,

Eq. (1), as a sum of the book value of equity at the date of valuation (in practice this

is essentially the book value of equity at the year’s beginning) and the present value
of future residual income:

MVt ¼ BV0 þ
X1
t¼1

Et � BVt�1
∗ rt

1þ rtð Þt ð1Þ

1We exploit the superiority of the residual income valuation formula, provided by Penman and

Sougiannis (1998) and Francis et al. (2000), over other valuation techniques.
2Literature refers to a company in a stable state if the company earns return on its equity capital

equaling the cost of its equity capital (Stauffer 1971).
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Then, we apply assumptions of stable earnings and stable cost of equity capital.3

This allows us to utilize the perpetuity valuation principle. Consequently, we derive

the argument of PE multiple stability. We claim that for stable companies this

multiple equals the inverse value of the cost of equity capital. This procedure is

depicted by Eqs. (2) and (3):

MVt ¼ BV0 þ E

r
� BV0

∗r

r
ð2Þ

MVt ¼ E

r
! MVt

E
¼ r�1 ð3Þ

Data

The empirical analysis is conducted on the whole universe of publicly traded

companies accessible via Thomson Reuters Worldscope® and Datastream®. In

order for the company-year observation to be included in the dataset, the following

data must be accessible: (1) EPS or earnings before extraordinary items attributable

to common equity, (2) book value of equity, (3) number of shares outstanding,

(4) fiscal year end date, and (5) closing share price at the end of the fourth month

after the fiscal year end. The dataset contains 68,589 unique companies during the

time-frame spanning from 1980 to 2015, which yields overall number of 862,050

unique company-year observations.

Outlier Treatment

To alleviate the effect of distressed and bankrupt companies, we follow the

approach adopted by Bhojraj and Lee (2002). We first erase all penny stocks and

company-year observations with net revenue figure lower than the 1st percentile of

net revenue in the given country year.4 Next, we sort observations with positive

aggregate earnings before extraordinary items by the EPS figure and on an annual

3Archer and Faerber (1966) show empirically a negative correlation between the cost of equity

capital of the company and its size, its leverage, its age, and variation of its earnings. Lev (1983)

finds leverage and size of the company as two of a few factors causing earnings stability. Building

on the empirical evidence of subsample of stable companies with low cost of equity, we assume

that variation of the cost of equity capital of these companies closely approximates stability.
4Bhojraj and Lee (2002) follow nominal specification of the criterion (Sales <100 MIO USD);

however, with respect to international character of this study and the fact that accounting numbers

are in local currencies, we erase companies at year T if they belong to the bottom percentile of

sales figure constructed on a country basis at year T-1.
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basis erase the observations with values higher than 98th or lower than 2nd EPS

percentile to tackle the effect of economically nonsensical pricing multiples. After

constructing the actual price-to-earnings ratio, we drop the company-year observa-

tions with PE ratios lower than 5th and higher than 95th PE ratio percentile on an

annual basis. This approach tackles the negative effect of the ratio’s numerator.5

We calculate a 5-year rolling standard deviation of closing share price 4 months

after the fiscal year end; then, we drop the companies for which this rolling standard

deviation equals 0 to mitigate the effect of listed but not actively traded companies.

Methodology

Stability Measure Construction

We define the concept of earnings stability using earnings properties. Our concept

of stable earnings aims to embrace company observations with low variation of

earnings stream over time.

First, we use the earnings before extraordinary items attributable to common

equity in an undeflated form for the base-case operationalization of the construct.

Second, we normalize the selected measure for all company years from the dataset

by applying the inverse hyperbolic sine transformation method, as shown by Eq. (4)

which enables us to transform also company-year observations with losses. Next,

we opt for the standard deviation of the inverse hyperbolic sine of earnings before

extraordinary items attributable to common equity (4) over a 5 consecutive year

window to represent our stability measure:

EarnIHS ¼ ln Earnþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Earn2 þ 1
� �q� �

ð4Þ

Finally, we create ten stability decile groups based on the stability measure in

every year to measure relative stability of companies. For this purpose, we sort the

companies at year T based on the value of the 5-year rolling standard deviation of

the inverse hyperbolic sine of earnings. Subsequently, we create ten stability decile

groups in every year. The decile group number 1 encompasses the most stable

companies while the decile group number 10 the least stable companies.

5While the mean PE ratio of the top 5 deleted percentile groups across all years equals 7917.2 and

median 2087.6, the values for the bottom 5 percentile groups are 2.41 and 2.37, respectively.
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Statistical Analysis

We carry out the following regression (5) for company-year observations from final
sample and subsample of peer companies6 conditional on the stability decile

groups.

We test a general linear hypothesis that for the individual stability decile groups,

β¼ 1. Potentially favorable results of the general linear hypothesis lay ground for

alternative expression of Eq. (5). If the earnings coefficient equals 1 for stable

companies, one can easily derive an argument for a price-to-earnings ratio stability

as presented by Eq. 6:

ln MarketValueð Þ ¼ αþ β � ln Earningsð Þ þ ε ð5Þ

Ε ln
MarketValueit
Earningsit

� �� �
¼ αi ð6Þ

By using company-fixed effects regressions, we attempt to capture “time

demeaned” within-company information about the time series effect of earnings

on market value. In the case of favorable regression results,7 we can argue that

market value changes proportionally to earnings of the valued company.

Valuation Analysis

In this paper, we opt for valuation analysis approach to evaluate the valuation

accuracy and precision of multiple-based valuation techniques (Penman and

Sougiannis 1998). We calculate the valuation error and its dispersion for the

within-company valuation method individually for every stability decile group,

using solely the information about the valued company.

We test the hypothesis of a higher valuation accuracy and precision of the

within-company multiple valuation for companies based on their relative earnings

stability. We estimate the price of a company (i) 4 months after the fiscal year end

(t) by multiplying the last reported earnings (earnings for the fiscal year T) by the

last year’s firm-specific price-to-earnings ratio.8 This ratio is calculated as a closing

share price 4 months after the previous fiscal year end (t–1) divided by the

6We include a company-year observation into a “subsample of peer companies” if the company

year observation is from the same year, country, industry, and stability decile.
7This approach is focused on the time-series within-company relation between earnings and

market value. As favorable we consider the outcome where the general linear hypothesis that

earnings coefficient equals one is met.
8We impose an assumption that during the 4-month period, all companies manage to report their

annual results. At the same time, this treatment assumes that at the date of market value

measurement, the price effectively reflects fundaments.
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arithmetic average of the earnings reported for the fiscal year T–1 and T–2. We opt

for the 2-year average earnings in order to marginalize the effect of net income

figure fluctuations, since LeClair (1990) argues that this treatment yields the most

reliable and the least volatile results comparing to other methods such as declining

weights over a longer period or current earnings. Equation 7 expresses the logic of

this within-company approach:

dPricei, t ¼ Earningsi,T �
Pricei, t�1

Earningsi,T�1þEarningsi,T�2ð Þ
2

0
@

1
A ð7Þ

After obtaining the out-of-sample value prediction, we measure the valuation

accuracy of the individual methods. For this purpose, we calculate a valuation error

for each value prediction by comparing the predicted value with the realized market

value. The magnitude of valuation error represents a measure of valuation accuracy

and can be calculated in different forms. We calculate the valuation error as an

absolute valuation error expressed as a difference between the predicted and

observed market value deflated by the observed market value, absolute logarithmic

valuation error as absolute difference between the logarithm of the predicted and

observed market value, and squared valuation error as a squared value of the

difference between the predicted and observed market value deflated by observed

market value. These measures are calculated as stated in the description of Table 2.

After evaluating the valuation accuracy, we describe the distributional charac-

teristics of the valuation error in order to evaluate the valuation precision. We

evaluate the distributional characteristics, hence valuation precision, by observing

the interdecile and interquartile ranges of the absolute valuation error.9 We calcu-

late the interdecile range as the difference between the value of the 90th and 10th

percentile of the absolute valuation error. The interquartile range represents the

difference between the value of the 75th and 25th percentile of the absolute

valuation error.

Results

Table 1 presents the results of the company-fixed effects panel regressions with

company-clustered standard errors conditional on the earnings stability decile

group. Panel A of the Table 1 provides results for the whole sample, while Panel

B presents results for the subsample of peer companies.

9We use the standard deviation as a complementary statistic, but we argue that it is prone to be

sensitive, hence exposed to the effect of extreme values.
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Throughout the whole sample, the earnings coefficient decreases gradually as

company stability decreases.10 While a 1% increase in earnings for the average

company in the 1st stability decile group results in a 0.8% increase in market value,

this increase is only 0.66% in the 5th and 0.19% in the 10th decile group. Moreover,

the general linear hypothesis of the earnings coefficient being equal to one is

rejected in all cases, since none of the earnings coefficient intervals constructed

on the 95% confidence level contain 1.000.

Assessing the results for the subsample of peer companies, presented in the

Panel B of the Table 1, we find that the tenor of the results changes slightly. While

the decreasing determination of market value by earnings figure resulting from the

decreasing stability remains, we cannot reject the general linear hypothesis of the

earnings coefficient being equal to one for the most stable decile group. Therefore,

we claim that in the case of the most stable decile group, on average, the market

value of a company is over time fully proportional to earnings of a company.

Table 2 provides results of the within-company PE valuation for the final sample

(Panel A) and the subsample of peer companies (Panel B). Based on these results,

we can state the following findings. First, relative earnings stability apparently

affects the valuation accuracy and precision of the within-company valuation. This

effect is documented by increasing absolute valuation error and interquartile and

interdecile range with decreasing company stability. Second, conducting the anal-

ysis on the companies belonging to a five-member peer group decreases the

absolute and squared valuation errors as well as interquartile and interdecile ranges

of these measures even further and in a more systematic manner. Moreover, it

stabilizes the trend of the remaining valuation error measures.

Conclusion

We argue that the market value of stable companies moves proportionally to

earnings. We tested the argument of market value and earnings proportionality

empirically by conducting valuation analysis to find that the PE multiple valuation

technique11 provides the most accurate and the most precise value estimate for the

relatively most stable companies. These results are robust against numerous

methods of stability construct operationalization.

To synthesize, we find that if one is conducting an indirect valuation, on an

exceptionally stable and publicly traded company, one should use its last year’s PE
ratio and multiply it by current earnings figure in order to obtain the superior value

10Except for the 2nd stability decile group for which the coefficient is even slightly higher than for

the most stable decile group. We argue that this is possible an effect of insufficient outlier

treatment.
11Results for price to sales and price to free cash flows techniques are untabulated, but their tenor

remains.
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estimate. We conclude that in the case of the most stable companies, the accounting

earnings approximate Black’s (1980) concept of economic earnings

exceptionally well.

A naturally appealing extension of this study will be to examine empirically the

effect of the earnings stability as a peer selection criterion for the between-company

peer selection method. Furthermore, research of an active trading strategy in which

one would buy stocks marked by this method as undervalued, sell stocks marked as

overvalued might yield interesting results. Finally, empirical analysis of the effect

of earnings stability on the outcome of privately held company transactions should

be addressed.
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Appendix

This table shows the results of the panel regression of ln(market value) on

ln(earnings) using company-fixed effects and company clustered standard errors.

Panel A represents the results of the regression applied on a full sample of 284,390

company-years divided into 10 earnings stability deciles based on a 5-year rolling

standard deviation of the inverse hyperbolic sine of earnings. Panel B represents the

results for the subsample of peer companies. We define a peer-company as one

being drawn from the subsample of companies from the same year, country,

industry and earnings stability quantile. In orded to include the company into

analysis its peer-group has to constitute of at least 5 companies.

ln MarketValuei, tð Þ ¼ αþ β � ln Earningi,T
� �þ ε

We construct the confidence intervals of the regression coefficients using 95%

confidence level. If the confidence interval includes 1.000 we cannot reject the

general linear hypothesis of Beta coefficient being differenct from 1.000.

This table shows the results for the within-company valuation technique. We

estimate the market value (hereby “MV”) of a company 4 months after its fiscal

year end as a result of multiplying the last year’s price to earnings ratio of the given
company by its last announced earnings. We calculate the absolute, squared and

absolute log valuation error as follows:

εi, t ¼
MVi, t �MVi, t

		 		
MVi, t

εi, t ¼ MVi, t �MVi, t

MVi, t

� �2
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εi, t ¼ log
�
MVi, t

�� log MVi, tð Þ		 		
We construct the interquartile range as value of the 75th percentile less value of

the 25th percentile and Interdecile range as a value of the 90th percentile less value

of the 90th percentile of absolute and squared valuation error

Panel A contains results of the valuation analysis conducted on the Final
Sample, panel B contains results for the Subsample of Peer Companies.
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Measurement of Profit Losses from Brand
Damage: The Case of an Unlisted Company

Tomáš Krabec and Romana Čižinská

Abstract This paper deals with the measurement of profit loss stemming from the

unfair competition and its negative impact on the brand value of the company ABC

Holding in the Czech Republic. Profit loss is the difference of wealth between the

state, what the party suffering the damage (unfair competition) achieved, and what

it would achieve if the damage did not occur. It is therefore a foregone gain of

property which was prevented by the harmful event. Assets (wealth) of the owner of

ABC Holding suffering the damage represent the value of its 100% stake in the

company, which includes the value of the brand ABC. Therefore, for the purposes

of quantifying lost profits in this paper, we first need to quantify the value of the

brand ABC affected by the consequences of a damage event and the hypothetical

value of the brand ABC under the ordinary course of things. For appraising the fair

value of a brand of an unlisted (private) company in this paper, we apply the

Verifiable Interdependent Model (VIM), which has been designed specifically for

the conditions of the business environment with the lack of empirical data for

intangible assets appraisal or their low quality.

Keywords Profit loss • Intangible assets • VIM

Introduction

This paper deals with the quantification of lost profits suffered by a single owner of

an unlisted trading company ABC Holding based in the Czech Republic. Reim-

bursement of property damage in the form of lost profits by the owner of ABC
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Holding is claimed as a result of damage to reputation or the reputation of the

brand ABC.

Lost profit (loss of earnings) and actual damage are two forms of material

damage. Material damage is understood as a damage that had occurred in the

victim’s property which is objectively expressible in generally accepted measure-

ment equivalent, i.e., in money (Hendrych 2009). Unlike actual damages, a profit

loss does not constitute reduction of the current economical state, as is the case with

actual damage. Assets of the party suffering the damage did not diminish nor

increase. Loss of earnings is thus the difference of wealth between the state, what

the party suffering the damage achieved, and what it would achieve if the damage

did not occur. It is therefore a foregone gain of property which was prevented by the

harmful event (Bejček 2005).

In the event that the harmful event occurred and lost profits are claimed while the

subject suffering the damage is the owner (operator) of a business enterprise, in

which cash flows were negatively affected as a result of unlawful conduct impeding

economic activity. The forgone magnification (multiplication) property damage

(i.e., lost profits) can be economically quantified as the difference between the

hypothetical value of the shares in this company as a “flawless state of affairs” (after

deducting the initial investment of the owner) and the actual value of the shares in

this company affected by the insured event (after deducting the initial investment

owner). Value of the shares (in terms of a particular subject and the basis of value

corresponding to the purpose of valuation) corresponds to the aliquot share in the

total value of the equity of the company. If a strong brand accounts for a part of the

assets of the business enterprise, then the value of the brand affected by unlawful

conduct decreases proportionally to the value of the equity of the company oper-

ating the business. Lost profits in this case can be perceived as a decline in brand

value due to the unlawful conduct. The question to be solved here is thus deter-

mining the value of the brand.

The issue of appraising intangible assets, and specifically brands, is discussed

extensively in specialized literature (Čižinská and Krabec 2013a, b; Gerzema and

Hubbard 2010; Murphy 1990; Perrier and Stobart 1997; Salinas 2009); among other

things, this is because intangible assets are becoming more and more important

within intensifying competition in hypercompetitive, more and more saturated,

product markets. The valuation of identifiable intangible assets is even more

difficult than the valuation of a business as whole, especially in the conditions of

the business environment with the lack of empirical data for assets appraisal or their

low quality.

The value and appraisal of a trademark is based on its economic benefit to its

owner or the business that owns the trademark. Products and services produced by a

business with a successful trademark are sold at premium prices. The business

owning the trademark receives this bonus because it can sell at higher prices than its

rivals who are either without a trademark or with a weaker trademark or because it

sells and produces more, and thus it has saved more fixed costs per production unit.

Financial value-based techniques derive the brand equity value from the value of

the selected company financial indicators, such as costs, other assets, income, or
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revenues. All methods of appraising the fair value of a brand are based on three

approaches (see Čižinská and Krabec 2013a; IFRS 2013; IVS 2017; Krabec 2009;

Salinas 2009): comparability approach, cost approach, and income approach.

Data and Methodology

We will assume that a misleading advertising by a competitor causes reputational

damage to the ABC brand. Within this misleading advertising, the competitor

imitated the logo and design of their products so that those products were like the

ABC-branded products. As a result, the likelihood of confusion of its products for

ABC products arose and led to a decrease in volume of sales of ABC and the

resulting decline in the value of equity (and business share) of ABC Holding.

We assume that the ownership of a strong brand brings to the so-called price or

quantity premium (or both premiums simultaneously). Price premium can be seen

as the difference between the price charged by owning a valuable brand and the

price of its cheapest rival seller’s comparable product. Quantitative premium is

based on the idea that because of the brand, a greater volume of production is sold.

Quantitative premium is determined as the difference between the average volume

sold under the acclaimed brand and the amounts of a comparable competitor. The

higher the price and quantity premiums realized through the branded production,

the higher the brand value. The case study aims to quantify the decline in brand

value due to a decrease in ABC quantitative premiums realized production yet

achieved thanks branded production of ABC, brand image, and its overall customer

perception. Assets of the owner of ABC Holding suffering the damage represent the

value of its 100% stake in the company, which includes the value of the brand ABC.

Therefore, for the purposes of quantifying lost profits in this paper, we first need to

quantify the value of the brand ABC affected by the consequences of a damage

event and the hypothetical value of the brand ABC under the ordinary course of

things.

In applying the aforesaid basic or somehow modified intangible assets’ valuation
approaches (and methods within them), appraisers usually obtain results which

differ significantly. This is usually caused by the subjectivity of parameterization of

relevant valuation models and mainly by the lack and/or high scatter of market data.

Therefore, we use for the valuation of ABC brand the Verifiable Interdependent

Model (VIM) proposed in Čižinská and Krabec (2013b, c), which is the combined

application of competitive/market, cost, and income-based methods, so that the

results obtained from independent, mutually confirming calculations can be veri-

fied. In this paper, we apply only the first step and third step of the VIM to

demonstrate the impact of volume premium on the brand value. See Čižinská and
Krabec (2013b, c) for the application of all steps of the VIM in the case study.

Within the calculation of the enterprise value of a whole company in step

1, parameters and assumptions of the income-based value of the business were

derived and justified. In the third step, we determine the brand value using
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“premium method” based on the estimated increase in sales of branded business,

compared with sales of “benchmark” and increased operating margin of the

branded business compared to “benchmark.” We start therefore from the total

change in profit that was initiated by the branding of the production, mainly due

to volume and price premiums, which the company acquires through the brand that,

in comparison with the competition without a brand or a less established brand, can

afford to sell at a higher price or simultaneously achieves higher sales volumes (see

also Smith 1996; Smith and Parr 2000). A benchmark here means a hypothetical

company that achieves results at the level of sector-percentile values. Specific

percentile is yet determined depending on the structure and branding of the pro-

duction in the industry in which the company operates.

Results and Discussion

ABC Holding operates in the area of ergonomic leather schoolbag production.

Since prices in the market segment are relatively comparable, the key value driver

is the design of the product. In order to evaluate brand impact, brand analysis,

which is based on the examination of key brand performance indicators such as

stability of the turnover, extent, and growth of the brand sales comparing to the

comparative list of competitive or similar brands, was applied. Brand impact of the

brand ABC is 40%, resulting in sales volume premium of 12% compared to the

benchmark. Brand impact adjustor produces brand value discount rate 9.98%

compared to company WACC 12.5%. Valuation date is 31.12.2016.

Valuation of Equity of ABC Holding by Income-Based
Methods

The business valuation (step 1 of the VIM) is based on an income-based potential at

the valuation date. The appraisable income-based potential contains all chances

resulting from measures taken prior to the valuation date or from sufficiently

specified measures within the current business concept and generally known market

information. A financial plan for valuation purposes is based on the analysis and

prognosis of value drivers (see Mařı́k et al. 2011 and many others).

The valuation of equity of ABC Holding was performed by the economic value-

added entity method. The conducted analysis proved that the conditions of a going

concern have been met. For such a long period of time, it is usually impossible to

plan cash flow for individual years, so we applied the standard two-stage method

which is usually applied in practice. The basic parameters of the plan for the period

of the first stage of the valuation process (years 2017, 2018, and 2019) were

borrowed from the plan provided by the management of ABC Holding. The
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calculation of the ongoing value requires the selection of parameters of infinite time

series of cash flow. In particular, it is an expected rate of growth of free cash flow

during the second stage (g) and return on net investment (rI) calculated as a ratio of

the total increment of the operating profit after taxes and increment of the invested

capital in the previous year. From the long-term point of view, the g/rI ratio

corresponds to the investment rate (mI), which is a share of profits devoted to net

investments. Based on the industry analysis and current and planned results of ABC

Holding, it was estimated that the rate of growth (g) was 5%, investment rate was

30%, and the corresponding return on investment was 16.67%. The income-based

value was calculated by the standard method described in literature (e.g., Mařı́k

et al. 2011). Table 1 shows the calculation of the present value of the first stage of

valuation based on the EVA entity method Table 2.

Determination of the XZY Brand Value Using Premium
Method for the Case of the Ordinary Course of Things

Based on the brand analysis, we assume that ABC Holding sells and produces 12%

more than its rivals who are either without a trademark or with a weaker trademark.

Table 1 Calculation of the present value of the first stage of valuation based on the EVA entity

method

(CZK thousands) 2016 2017 2018 2019

NOPAT (NOPAT after taxes) 500.00 525.00 551.25

NOA 3000.00 3150.00 3307.50 3472.88

WACC*NOAt-1 375.00 393.75 413.44

EVA 125.00 131.25 137.81

Discounted EVA 111.11 103.70 96.79

First stage present value CZK 311.6 thousand

Source: own analysis

Table 2 Calculation of the resulting value of equity of ABC Holding as at 31 December 2016 by

the EVA method

Present value of the first stage CZK 311.60 thousand

Present value of the second stage CZK 1355.06 thousand

MVA CZK 1666.67 thousand

NOA as at the valuation date CZK 3000.00 thousand

Gross operating value CZK 4666.67 thousand

Interest-bearing loan capital as at the valuation date CZK 0.00 thousand

Net operating value CZK 4666.67 thousand

Nonoperating assets as at the valuation date CZK 80.00 thousand

Resulting value of equity as at the valuation date CZK 4746.67 thousand

Source: own analysis
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However, considering the industry specifics, we do not suppose that products are

sold at premium prices. Therefore, the economic benefits of the ABC trademark

result in the increase of sales and in the increase in operating margin (as a result of

the saved fixed costs per production unit). As a measure of how revenue growth

translates into growth in operating margin is used operating leverage. The change in

operating income for a given change in sales (revenue) is the degree of operating

leverage (DOL):

DOL ¼ total contribution

operating income
¼ sales� variable cost

sales� variable cost� fixed cost
ð1Þ

For the estimation of the change in ABC Holding operating income, we used

benchmark values of operating margin and operating leverage producing the level

of variator (variable cost to total cost):

Variator ¼ 1� operating margin∗DOL

1� operating margin
¼ variable cost

variable costþ fixed cost
ð2Þ

Profit differential attributable to the brand comparing to benchmark based on

previous formulas is then calculated as follows:

Profit differential in CZK thousands ¼ TABC
∗ OMABC � OMBenchmark

1þ%ΔT

� �
ð3Þ

where TABC is the total revenue of ABC Holding, OMABC means operating

margin of ABC Holding, OMBenchmark is used for operating margin of bench-

mark companies, and %ΔT expresses percent change in sales attributable to ABC

brand comparing to benchmark companies.

Calculated profit differential after income tax (19%) is net earnings of the ABC

Brand. After deduction of incremental investments into brand building, it produces

free cash flow attributable to the brand and brand value of CZK 1004,21 thousand

(as of 31 December 2016) – see Table 3.

Valuation of the XZY Brand Value Using Premium Method
for the Case of Loss Event

We will assume that misleading advertising by a competitor caused reputational

damage to the ABC brand resulting in the decrease in volume of sales of ABC.

Within this misleading advertising, the competitor imitated the logo and design of

their products so that those products were like the ABC-branded products. As a
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result, the likelihood of confusion of its products for ABC products arose and led to

a decrease in volume of sales of ABC. Because of the ABC brand damage, the

difference between the average volume sold under the brand ABC and the amounts

of a comparable competitor (quantitative premium) decreased from 12% to 7%.

Brand impact after harmful event resulting in sales volume premium of 7% (instead

of 12%) produces brand value of CZK 800,03 thousand (as at 31 Dec 2016) – see

Table 4.

Table 3 Valuation of the ABC brand (under the ordinary course of things)

Premium method 2017 2018 2019

2020 and

following

Operating margin (ABC holding) 32.00%

Operating margin (benchmark) 29.00%

Variator (benchmark) 1.298

Sales of ABC holding in CZK thousand 1562.50 1640.63 1722.66 1808.79

Profit differential in CZK thousand 95.42 100.20 105.21 110.47

Corporate income tax 18.13 19.04 19.99 20.99

“Brand earnings” after taxes 77.29 81.16 85.22 89.48

Investments 2.00 2.00 2.10 2.30

FCFF 75.29 79.16 83.12 87.18

WACC 12.5% 12.5% 12.5% 12.5%

Brand value as of 1.1. (CZK thousand) 1004.21 1054.44 1107.09 1162.36

Source: own analysis

Table 4 Valuation of the ABC brand (after harmful event)

Premium method 2017 2018 2019

2020 and

following

Operating margin (ABC holding) 32.00%

Operating margin (benchmark) 29.00%

Variator (benchmark) 1.298

Sales of ABC holding in CZK thousand 1562.5 1640.6 1722.6 1808.9

Profit differential in CZK thousand 76.52 80.34 84.36 88.58

Corporate income tax 14.54 15.27 16.03 16.83

“Brand earnings” after taxes 61.98 65.08 68.33 71.75

Investments 2.00 2.00 2.10 2.30

FCFF 59.98 63.08 66.23 69.45

WACC 12.5% 12.5% 12.5% 12.5%

Brand value as of 1.1. (CZK thousand) 800.03 840.05 881.98 926.00

Source: own analysis
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Conclusion

The paper deals with the quantification of lost profits suffered by a single owner of

an unlisted trading company ABC Holding based on the Czech Republic. Since lost

profits of ABC Holding are stemming from the unfair competition and its negative

impact on the brand value, we perceive this material damage as a decline in brand

value due to the unlawful conduct. The valuation date is 31 December 2016. For the

brand valuation, we apply VIM resulting in the hypothetical value of the brand

ABC under the ordinary course of things of CZK 1004.21 thousand and the value of

the brand ABC affected by the consequences of a damage event of CZK 800.03

thousand. Profit loss to be claimed is therefore CZK 204.2 thousand. However, it is

very difficult to prove the decline in sales of a company in relation to damage of its

reputation, since this decline may be caused not only by the infringement but also

by other relevant aspects of the market.
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edn. Ekopress, Praha

Murphy J (ed) (1990) Brand Valuation. Random House Business Books, London

Perrier R, Stobart P (eds) (1997) Brand valuation, 3rd edn. Premier Books, London

Salinas G (2009) The international brand valuation manual: a complete overview and analysis of

brand valuation techniques, methodologies and applications. Wiley, Chichester

Smith GV (1996) Trademark valuation. Willey, New York

Smith GV, Parr R (2000) Valuation of intellectual property and intangible assets. Wiley, New York

180 T. Krabec and R. Čižinská



Czech Industrial Real Estate Market:
The Quest for Realistic Model

Jaroslav Kaizr

Abstract The study presents reconstruction of the Czech industrial real estate

market model by using expert data applied along the Fischer-Di Pasquale-

Wheaton model. Research shows that literature focuses on office, retail, and

residential markets, while industrial real estate sector is being completely

overlooked. Multiple regression analysis is used to determine linear regression

functions of supply and demand at the space market and of industrial portfolio

value at the capital market. The paper concludes that the analysis provided a

realistic model which can be used for predictions of shifts in industrial property

values. Analysis of the industrial real estate market shall continue to allow

adoption of the ongoing structural changes connected to e-commerce, shared

economy, and industry 4.0. Productivity of space and behavior on the space

market are identified as key subjects of further examination within the econom-

ics of space and time.

Keywords Commercial property • Industrial real estate • Market behavior •

Market structure • Price formation

Introduction

Ball et al. (1998) describes the commercial property market as a set of four

interrelated markets: the market of users (further referred to as the space market),

the capital market, the development market, and the land market. With regard to the

Walras’ law, the balance of three markets brings balance to the fourth market to

allow the equilibrium of the entire commercial property market system. One should

consider that processes at the commercial property market are rather sluggish and

therefore the adaptation to external shocks takes time.
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Development and changes of the commercial property market can be monitored

by using various indicators and indices. Fisher et al. (1994) presents three concepts

of value indices for the commercial real estate portfolios in the United States. The

first approach is based on selected sample of real estate properties such as the

Russell-NCREIF index. The second approach is to determine the value index by

monitoring the values of completed transactions in the market, and the third option

is an index based on the value of shares of REITs. Historical time series of different

types of indices and their comparison helps investors to better understand the

market principles and to identify the current and the expected status of the market

(Fischer et al. 1994).

The Czech industrial real estate market has more than 20 years of history. The

market has risen from zero to today’s more than 6.3 million square meters of A class

facilities. Renowned advisors are collecting the market data and provide research

papers while there is still no database nor index which would describe movement of

the market and which would provide evidence that the market works according to

the Fischer-Di Pasquale-Wheaton model. At the same time, there is very limited

research done on industrial real estate market in general. This paper presents the

results of research which aims to reconstruct the Czech industrial real estate market

model by using expert data applied along the Fischer-Di Pasquale-Wheaton (FDW)

model.

Literature Review

The Space Market

At the space market, supply of industrial space interacts with demand of manufac-

turers and logistics providers who seek for industrial space. Ball et al. (1998) states

that the space demand of firms is driven not only by the rent level but also by:

• Firms’ turnover
• Required space per worker

• Technology (space efficiency)

As firms’ turnover grows during the boom times and falls in the periods of

recession, the demand for space adjusts much quicker than the supply of space. Di

Pasquale and Wheaton (1992) define the supply of commercial space to be fixed at

period t (supply curve is fully inelastic), and the increase of space stock may occur

only at period t + 1 due to the mechanism that connects the space market with

development market via the capital market. As a result of the demand and supply

interaction, the market rent r is set on the space market. Growing demand for space

and inelastic supply will push the market rental level up (Fischer 1999).

Industrial Research Forum (IRF) collects quarterly data about the Czech indus-

trial space market and monitors the development of basic indicators of demand and
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supply. On the demand side, IRF watches the gross take-up, which is the sum of

newly signed lease contracts and renegotiated lease contracts, and the net take-up,

which includes only the newly signed lease contracts. On the supply side, data

about supply of new industrial space and about the total stock of space are collected.

IRF does not provide data about the absorption which represents the ability of

demand to occupy available spaces; however, it is possible to calculate the absorp-

tion based on the data provided about the vacancy.

Graphical analysis detected seasonality of the gross take-up, the supply, and the

absorption on the Czech industrial property market. In the first quarter, the volumes

commonly decrease as the market activity slows down, while the highest activity is

traditionally in the second part of the year when firms move into the premises newly

constructed by the developers.

Seasonality of the time series was smoothed out by the method of rolling average

(Hindls et al. 2007) for four consecutive quarters as shown in Fig. 1. Simple rolling

mean of the quarterly absorption for the period from 2007 to the end of 2016 is

negative 757 square meters. Hence the ability of demand to fill available spaces has

not reached the precrisis levels yet.

It should be noted that the real estate market is fragmented to local submarkets of

which characteristics and movements may vary (Witten 1987). The property market

has different characteristics in Prague region where approximately 50% of the total

industrial stock is located in Brno where supply of land is limited. Mueller and

Laposa (1994) stated that the submarkets can move differently from the overall

market in the short term; however, in the long term, the submarkets trend with

overall market movements. Hence the aggregated data from the Czech submarkets

create a compact data set about the overall market.

-75000

25000

125000

225000

325000

425000

Q1 Q3 Q1 Q3 Q1 Q3 Q1 Q3 Q1 Q3 Q1 Q3 Q1 Q3 Q1 Q3 Q1 Q3 Q1 Q3

2007 2008 2009 2010 2011 2012 2013 2014 2015 2016

m
2

SUPPLY ROLLING ABSORPTION ROLLING GROSS TAKE UP ROLLING

Fig. 1 Rolling averages of gross take-up, supply, and absorption on the Czech industrial real

estate market from 2007 to 2016 (in m2) (Source: author’s calculations and data provided by

Industrial Research Forum)
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The Capital Market and the Development Market

In the system of commercial property market, a property is considered as an

investment asset for which the rental income r creates cash flow guaranteed over

the lease term and which over time yields a capital gain through the application of

capitalization rate (Geltner et al. 2013).

Du Toit and Cloete (2004) described the influence of long-term interest rates and

of availability of finance on investment decisions to invest into commercial property

assets in Pretoria. It is apparent that the capitalization rates applied by investors are in

line with the rate of return expected by them. Further Di Pasquale and Wheaton

(1992) conclude that ceteris paribus investors are willing to pay higher prices for real

estate properties yielding same cash flow during the periods of low interest rates.

In accordance with above conclusions, the capitalization rate gap (CRG) was

calculated as a difference between the industrial market capitalization rate (C&W,

2006–2016)and themarket interest rate3MPRIBORwhich isoneof themain indicators

of the Czech financialmarket (Fig. 2). The capitalization rate gap can be considered as a

risk premium that investors require when investing into real estate assets.

Figure 2 shows that in the precrisis period, the rate of return required from the

investments into industrial real estate assets was much lower than at present days. This

indicates that there is still room for further compression of industrial real estate yields.

The ongoing restructuring of the economy toward the e-commerce and the shared

economy provides even better rationale to invest into the industrial real estate assets.

Traditional retailers are either replenished or replaced by e-commerce operators who

simply need just an efficient warehouse and software to perform the business. Unlike

the conventional logistics firms, the e-commerce operators are willing to sign long-

term leases as they invest considerable amounts of funds to their warehouse opera-

tions. In the context of industry 4.0, this brings further stability to the industrial real

estate sector which shall be appreciated by investors.
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Fig. 2 Capitalization rate gap from 2007 to 2016 (in %) (Source: author’s calculations and data

provided by Czech National Bank)
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In connection to the ongoing restructuring of the economy, specific characteristics

of the real estate market cycles shall be considered. According to Wheaton (1999),

the commercial real estate market is related to economy cycles but also moves in its

own long-term cycles which last between 10 and 12 years. An oscillation around the

main cycle occurs due to short-term imbalanced space market conditions when

supply tends to lag behind the demand. New development unlike the demand does

not reflect state of the economy and rather depends on the difference between the real

estate values and construction costs or on availability of funds and permitted land.

Furthermore, the space market has different cycle pattern than the capital market

which, based on historical data, lags behind the space market (Mueller 1995).

Research Design

A linear regression model was specifically developed for the space market and for

the capital market. The IRF provides sufficient and reliable data about the space

market. As described in previous paragraphs, the data set was adjusted by the

method of rolling average to smooth out the seasonality. In line with the FDW

model, a multiple regression analysis was applied to find the most suitable linear

functions which explain the development of dependent variables gross take-up

(GTU) and supply (SUP) by independent variables as described in Table 1.

Unlike the space market, the Czech capital market faces lack of reliable data.

Neither vendors nor investors have the obligation to disclose any information about

capital market transactions for statistical or reporting purposes. There is no institution

such as the Investment Property Databank, and a public market with REITs is also

missing in the Czechia. The only sources of information about commercial real estate

values and capitalization rates are the agents who take part at the transactions as

advisors. How shall the capital market be analyzed when no indices are available?

To analyze the capital market, it is necessary to restore the value of industrial

real estate portfolio from the data provided by agents about the market rent and the

market capitalization rate. For the purposes of this study, an industrial real estate

Table 1 Overview of independent variables of the linear regression model of the space market

Variable Abbreviation Description

Value less

costs

VLC The difference between the rolling average of Vp and the

construction costs; in CZK/m2

Gross domestic

product

GDP Seasonally adjusted GDP per quarter in CR; in mil. CZK

Average

employment

EMP Average number of employees in production per quarter in

CR; in thousands

Capitalization

rate gap

CRG The difference between the market capitalization rate and the

interest rate 3 M PRIBOR; in %

Consumer

price index

CPI Consumer price index in CR published by ČSÚ; average year

2005 ¼ 100

Source: author
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portfolio was created on the basis of quarterly reports provided by real estate

advisors (C&W, 2006–2016) by using the following equation:

Vp ¼
riPþriR

2

� �∗
0:93þ rkPR

∗0; 07
� �

kPþkR
2

ð1Þ

where

Vp – the value of each square meter of the restored industrial real estate portfolio

(CZK/m2)

riP – market rent of industrial space in Prague (CZK/m2/year)

riR – market rent of industrial space in out of Prague regions (CZK/m2/year)

rkPR – market rent of office space in industrial properties (CZK/m2/year)

kP – market capitalization rate for industrial real estate assets in Prague (%)

kR – market capitalization rate for industrial real estate assets in out of Prague

regions (%).

Based on the equal split of industrial stock between Prague and out of Prague

regions, an equal weight is applied to the market rent and to the market capitaliza-

tion rate for these two locations. Market rents for offices in industrial facilities are

the same in both locations, while the share of office space on a total area is at 7%,

which is the market average. Because the rent within the restored portfolio is based

on the market level, it can be regarded as a certain income into perpetuity. For the

same reason, it is not necessary to consider the vacancy because the market rents

ensure full occupancy of the portfolio.

Graphical analysis of the quarterly portfolio values detected seasonality with

peaks in the first and third quarter of each year and bottoms at the end of each year.

Seasonality of the time series was smoothed out by the method of rolling average

for four consecutive quarters. Figure 3 presents the rolling average of restored

industrial space portfolio value per square meter in CZK.

Figure 3 also provides a comparison of the portfolio value with average con-

struction cost for industrial facilities excluding land prices. From Figs. 2 and 3, it is

apparent that the decline of the industrial portfolio value at approximately the same

average construction cost between 2008 and 2010 resulted in the lack of space

supply in the same period. From 2013 to 2016, the supply is increasing as the

difference between the value and the cost is expanding.

Decline in the value of the restored industrial portfolio between 2008 and 2009

reflects the global financial crisis. Industrial property values in the last quarter of 2016

were still 17% lower than at the peak of the market in the third quarter of 2007. Closer

examination reveals that the market capitalization rates in 2016 are already at the

level of 2007; however, the market rents were considerably higher before the crisis.

In the context of expected yield compression, the rental growth may hoist another

impulse for further appreciation of Czech industrial portfolio values.

At this point, it is worth mentioning the impact of the currency exchange rate,

since rents in modern Czech industrial properties are quoted in euros, while the
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construction costs are in Czech crowns. For purposes of the analysis, the restored

property value was recalculated to Czech crowns by using an average quarterly

exchange rate CZK/EUR. Decline of portfolio values measured in Czech crowns

was enhanced between 2008 and 2009 by strengthening of the crown in the same

period. Expected termination of the currency interventions by the Czech National

Bank in the second quarter of 2017 will, on one hand, decrease the property values

in CZK but will, on the other hand, create room for rental increase in euros.

In line with the FDW model, a multiple regression analysis was applied to find

the most suitable linear functions which explain the development of dependent

variable Vp by independent variables as summarized in Table 2.

Di Pasquale and Wheaton (1992) stated that the commercial property market

lags behind the economy by several periods. Hence it is appropriate to use the multi

regression analysis to find the linear functions for the dependent variables GTU,
SUP, and Vp based on the independent variables at the period t so as at the periods

t�1, t�2, and t�3.

Results and Discussion

Source data series are disclosed in Appendix to this study. Tables 3 and 4 provide

summary statistics of the regression models for variables GTU and SUP, and
Table 5 provides summary statistics of the regression model for variable Vp.

The multiple regression analysis concluded that the dependent variable GTUt is

best described by a single independent variable GDPt.
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Fig. 3 Rolling averages of restored industrial portfolio value Vp per square meter and average

construction costs per square meter from 2007 to 2016 (in CZK/m2) (Source: author’s calculations
and data provided by Czech Construction Standards)
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The correlation coefficient r is at 0.69, and the linear regression model explains

48% (R2) of values of the dependent variable. At the 5% significance level, the

hypothesis H0: β1 ¼ 0 can be rejected for the independent variable (t-test), and the

existence of linear function between GTUt and GDPt can be considered proved and

rather relevant. A linear regression model is shown in Eq. 2:

Table 2 Overview of independent variables of the linear regression model of the capital market

Variable Abbreviation Description

Gross take-up

on stock

GTS Ratio of rolling average of gross take-up and stock per quarter

in CR; in %

Supply SUP Supply of new space per quarter in CR; in m2

Vacancy VAC Ratio of vacant space and stock per quarter in CR divided;

in %

Absorption ABS Total size of available space absorbed by the take-up during a

quarter, in m2

Gross domestic

product

GDP Seasonally adjusted GDP per quarter in CR; in mil. CZK

Average

employment

EMP Average number of employees in production per quarter in

CR; in thousands

Capitalization

rate gap

CRG The difference between the market capitalization rate and the

interest rate 3 M PRIBOR; in %

Consumer

price index

CPI Consumer price index in CR published by ČSÚ; average year

2005 ¼ 100

Source: author

Table 3 Summary statistics for regression model GTUt

Coefficients Standard error t Stat P Value

Intercept �823,949.04 181,094.61 �4.55 0.00

GDPt 1.03 0.17 5.90 0.00

Source: own regression analysis

Table 4 Summary statistics

for regression model SUPt

Coefficients Standard error t Stat P Value

Intercept �88,660.71 29,708.59 �2.98 0.00

VLCt 19.58 2.83 6.93 0.00

Source: own regression analysis

Table 5 Summary statistics for regression model Vpt

Coefficients Standard error t Stat P Value

Intercept 5679.89 2927.57 1.94 0.06

GDPt�3 0.01 0.00 3.22 0.00

CRGt�3 �100,842.27 10,853.10 �9.29 0.00

GTSt 152,403.94 13,329.55 11.43 0.00

Source: own regression analysis
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GTUt ¼ �823, 949:04þ 1:13GDPt ð2Þ

In accordance with Ball et al. (1998), the correlation between the demand and

GDP is positive. Increase of GDP by 1 billion will result in the demand increase of

1.13 square meters.

As expected, the CRG and CPI are insignificant for explanation of the shifts in

the independent variable GTU. Variable EMP explains the shifts in demand for

industrial space, but the model is not as good as in the case of GDP. The model

could be improved by adding the labor productivity as a variable. Productivity of

industrial space, i.e., the value produced per square meter over a period, could bring

further insights into the analysis.

The multiple regression analysis concluded that the dependent variable SUPt is

best described by a single independent variable VLCt.

The correlation coefficient r is at 0.75, and the linear model explains 56% (R2) of

values of the dependent variable. At the 5% significance level, the hypothesis H0:
β1 ¼ 0 can be rejected for the independent variable (t-test), and the existence of

linear function between SUPt and VLCt can be considered as proven and relevant. A

linear regression model is shown in Eq. 3:

SUPt ¼ �88, 660:71þ 19:58VLCt ð3Þ

In accordance with the expectations, the correlation between the demand and

VLC is positive. Increase in the gap between the value and construction cost by

1CZK/m2 will result in the increase of supply by 19.58 m2.

As expected the GDP, EMP, CRG, and CPI are insignificant for explanation of

the shifts in the independent variable. The model could be further enhanced by

adding behavioral analysis of the developers’ decisions which are often based on

expectations of the future demand, availability of land, and finance.

The multiple regression analysis concluded that the dependent variable Vpt is

best described by independent variables GTSt, GDPt�3, and CRGt�3.

Multiple correlation coefficient r is at the level of 0.93, and the linear model

explains 87% (R2) of values of the dependent variable. At the 5% significance level,

the hypothesis H0: βi ¼ 0 can be rejected for all independent variables (individual

t-tests), and the existence of linear function between Vpt and GDPt�3, CRGt�3, and

GTSt can be considered as proven and very relevant. At the 10% significance level,

the hypothesis H0: β1 ¼ 0 can be rejected for the intercept which creates no limit to

the relevancy of the model. A linear regression model is shown in Eq. 4:

Vpt ¼ 5, 679:89þ 0:01GDPt�3 � 100, 842:27CRGt�3 þ 152, 403:94GTSt ð4Þ

At the 5% significance level (F ¼ 0.081), the heteroskedasticity test exposed the
possibility of heteroscedasticity within the model. However, the abridged White’s
test rejected the heteroscedasticity at the 5% significance level, and thus the model

is realistic.
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An increase ofGDP by 1 billion at the period t�3will result in an increase in the
value of industrial real estate portfolio Vp at the period t by 10CZK/m

2. In contrary,

an increase in the risk premium CRG by 1% at the period t�3 will result in a

decrease in the value of industrial real estate portfolio Vp at the period t by

1,008CZK/m2. An increase of variable GTS by 1% at the period t will result in an

increase in the value of industrial real estate portfolio Vp at the period t by

1,524CZK/m2.

These results have been expected and are in line with the FDWmodel. This final

model allows to make predictions about the future industrial property values

because the dependent variable Vp at the period t is described by independent

variables GDP and CRG at period t�3, i.e., the values of GDP and CRG can be

available at the time of the prediction.

Conclusion

This study concludes that the restored industrial real estate market model works on

the same basis the Fischer-Di Pasquale-Wheaton model of the commercial real

estate market.

The analysis further concludes that there is room for further growth of industrial

real estate values on the Czech market. Rental levels shall rise as the absorption has

still potential to grow, while supply is limited due to lack of permitted land, and

yields have potential for further compression as the expected returns are still much

higher these days than in the precrisis period. Further compression of capitalization

rates to the levels in the Western Europe is possible only by increasing transparency

of the market and/or by increasing the share of Czech capital invested in the

industrial real estate sector.

Although the lack of market data limits the ability of direct observation of the

shifts in the Czech industrial real estate values, it is possible to restore the market

model based on data provided by advisors. The study is further limited by relatively

short history of the Czech industrial real estate market as the time series fit just into

one long property market cycle. As a side effect of this study, it has been proven that

expert data provide relevant information about the market for investment decisions.

This paper is the basis for deeper analysis of industrial space productivity and

behavioral economics at the industrial development market which is increasingly

important due to the ongoing structural changes associated with the shift to

e-commerce, shared economy, and industry 4.0. In general, the economics of

space and time is still in its infancy. Understanding and correct interpretation of

the real estate market behavior and of the value of space in time could be the answer

to the imperfections of contemporary economics.
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Financial Performance of Czech Subsidiaries
of the EU-Listed Companies

David Procházka

Abstract The paper examines the development of financial performance of Czech

subsidiaries under the control of EU-listed companies during the period 2009–2014.

Summary statistics of individual corporate data indicate that both the domicile of

the parent and the industry affiliation of the subsidiary have an impact on the

subsidiary’s performance measured either by return on assets (ROA) or by return

on equity (ROE). The association of parents’ domiciles and subsidiaries’ industries
with performance is also confirmed by the analysis of variance (factorial ANOVA).

ROE is significantly higher than ROA; the variability in ROE is, although, double

compared to the variability in ROA. Finally, the differential between ROA and

ROE is not constant over the sample companies.

Keywords Financial performance • EU-listed companies • Czech subsidiaries

Introduction

The Czech Republic is an example of an open small economy with a significant

share of foreign investors. A mix of long tradition of high-quality manufacturing,

suitable geographic location, and skilled labour force makes the Czech Republic an

attractive place for foreign companies to establish the major production plants as

well as shared service centres in the country. Companies under foreign control

generate, for example, approximately a half of industrial production (Ernest 2014).

An intensive presence of multinational enterprises and their positive impact on

Czech subsidiaries results in the misbalance in return on investments flows. The net

difference between dividends outgoing and incoming dividends was 214 billion

CZK in 2014. The amount counts for 5% of GDP, the third largest share among the

EU countries after Malta and Ireland (Kučera 2015). The significant proportion of

these high-performing subsidiaries is owned by parent companies, which securities
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are traded in capital markets. If only non-financial companies are considered, the

Czech subsidiaries under the control of the EU-listed companies own around

12–13% of non-financial sector’s assets. Their share on the production of Czech

non-financial sector is more than 25% (Procházka 2016).

There are already several studies examining the performance of Czech compa-

nies. However, they focus mainly on the outcomes of privatisation process of the

1990s, with emphasis on the differences among various privatisation methods,

e.g. Claessens and Djankov (1999), Weiss and Nikitin (1999) and Cull et al.

(2002). If the impact of foreign ownership is investigated (Harper 2001) (Švejnar

and Kočenda 2003), the difference between domestic and (concentrated) foreign

ownership is subject of interest, but without dealing with the heterogeneity across

owners’ countries. Recent studies, e.g. Konečný and Částek (2016), also search for

an association between ownership concentration and performance.

The paper aims at filling in the gap in the literature by examining whether there

is any heterogeneity in performance of Czech subsidiaries under foreign control,

depending on the domicile of parent company. The paper focuses on those Czech

subsidiaries, which belong to the economic groups with the parent company listed

in capital markets of any EU member state. The restriction to “EU-listed parents” is

made to keep the sample homogenous in terms of institutional settings and enforce-

ment regimes, to which parent companies as public enterprises face.

Data and Methodology

Based on the literature review in the introduction, the paper’s goal is refined into

two research hypotheses:

• H1: The domicile of parent company (listed at EU capital markets) has effect on

the financial performance of the Czech subsidiaries.

• H2: The industry affiliation of the subsidiaries has effect on their financial

performance.

Based on the approach of Procházka (2017), Amadeus Bureau van Dijk database

is used to obtain EU-listed companies and to identify their subsidiaries. To solve

inconsistencies contained in Amadeus, manual procedures suggested by Procházka

(2016) are applied. The final sample encompasses 1347 of Czech subsidiaries under

control of the EU-listed companies. In the next step, Czech database Albertina was

used to generate extracts from the financial statements of sample firms for the

period 2009–2014. The Albertina database contains more up-to-date information as

well as more detail information compared to Amadeus. The descriptive statistics

are presented in Table 1.

Despite many approaches to definition of financial performance are developed,

basic metrics of financial analysis – return on assets (ROA) and return on equity
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(ROE) – are used as the proxy measures of performance reported in financial

statements.

ROAi ¼ EBITi

Assetsi
ð1Þ

ROEi ¼ EATi

Equityi
ð2Þ

where EBIT is earnings before interest and taxation and EAT is earnings after

taxation.

Regarding the methodology applied for inferential analysis, firstly the dataset is

decomposed using two criteria – the country origin of the parent company and the

industry of the subsidiary. For each subgroup of companies, the median, mean and

standard deviations are calculated and compared across all subsets. Finally, the

testing of differences in performance rests on the factorial analysis of variance.

Results and Discussion

Adjustments to raw data were made to eliminate non-meaningful or extreme values.

Firstly, all instances with negative equity are dropped out of the sample. Secondly,

extremely high values of ROA and ROE (over 100% in absolute terms) were

adjusted to avoid distortion, when summarizing and interpreting the outcomes. If

an indicator is higher than 100%, then 100% is taken as the ceiling. Accordingly, if

the measure is below (100%), then (100%) is used as the bottom figure. The

aggregate results are outlined in Table 2. The median of ROA is oscillating around

7%; the average fluctuates from 8.6% to 11.2%. Similarly, the median of ROE is

12.2% and the average amounts to 13.4%. ROE is significantly higher than ROA,

and the variability in ROE is, although, double compared to the variability in ROA

(based on values of the respective standard deviations).

Table 1 Descriptive statistics of the sample

min median max mean sd

Assets 6 237,073 176,869,000 1,859,763 8,628,934

Equity 5 88,118 121,549,206 933,938 5,330,610

Sales 1 217,615 304,448,000 2,214,462 11,335,096

CIT 0 1376 2,283,000 22,768 109,572

EBIT (7,383,528) 12,435 30,197,187 153,171 901,862

EBT (7,610,198) 10,178 30,187,272 144,763 895,185

EAT (4,859,433) 8186 24,037,985 122,789 779,686

Source: Own analysis of data from the Albertina database; amounts in thousands CZK
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In the next step, the variability of performance across the companies is investi-

gated, using factorial analysis of variance. There are two factors considered – the

domicile of parent company and the industry affiliation of its Czech subsidiary. As

several combinations of domiciles and industry codes contain just few observations,

only subsets with more than 30 instances are included. If countries with 30+

observations are considered, the best performing Czech companies are subordi-

nated to the parents from Spain, Germany and Sweden in case of ROA, respec-

tively, from Spain, France and Sweden in case of ROE. The worst performing

subgroups regarding ROA are under the control of the parents from Denmark,

Slovakia and Luxembourg, respectively, and Slovakia, Luxembourg and the Neth-

erlands under ROE measure. Regarding the dispersion across industries, the best

performing (once again with at least 30 observations) are K (financial services), M

(professional and scientific activities), and E (water supply) for ROA. In case of

ROE, the top three industries are K (financial services), E (water), and N (admin-

istrative and support services). On the other hand, the worst profitability measured

by ROA is evidenced for A (agriculture), L (real estates), and F (construction

industry). If ROE is assessed, then I (accommodation) is on the tail followed by

L (real estates) and A (agriculture). The tables with individual values are presented

in the Appendix.

Figures 1 and 2 capture these cross-sectional differences in performance of

analysed companies graphically. To simplify the graphics, only six most numerous

industries are presented. Comparing the performance (measured by ROA) across

the subsets, the most profitable group of Czech subsidiaries is that operating in the

sector G (wholesale and retail trade), being controlled by Belgian parent compa-

nies. Comparable results are reported by undertakings in M (professional and

scientific activities), belonging to the groups under control of companies based in

Italy. Both these subsets have average unweighted ROA over 30%. The worst

performing are subsidiaries of Swedish parents making business in the industry of

J (information and communication) as well as firms from L (real estate industry),

having superordinate located in Slovakia or in the Netherlands. These three clusters

have negative ROA around 11.5%.

Table 2 Distribution of ROA and ROE

ROA (%) 2009 2010 2011 2012 2013 2014 Total

median 6.78 7.22 7.10 7.25 6.90 7.89 7.15

mean 9.45 9.51 9.54 8.94 8.60 11.20 9.43

sd 17.71 17.35 16.39 16.70 17.37 14.39 16.66

ROE (%) 2009 2010 2011 2012 2013 2014 Total

median 11.37 12.62 11.83 12.90 12.11 14.50 12.20

mean 11.24 14.34 12.50 13.33 12.91 17.47 13.42

sd 37.99 34.95 35.79 34.11 35.14 30.32 34.93

Source: Own analysis of data from the Albertina database
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Fig. 1 Average ROA across parent’s domicile and subsidiary’s industry (Source: Own analysis of
data from the Albertina database)

Fig. 2 Average ROE across parent’s domicile and subsidiary’s industry (Source: Own analysis of
data from the Albertina database)
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The dispersion of best and worst results for ROE is more extreme than in case of

ROA. However, subsidiaries of Italian parents from M (professional and scientific

activities) are still premiant, followed by Finnish-controlled companies in ICT

sector (code J). The biggest losses are recorded by firms in the same sector but

belonging to Swedish parent companies. Similar values (around �50%) are

reported by trading companies (code G), being commanded by Slovak parents.

Such extreme negative results suggest either serious economic difficulties of the

Czech firms or massive profit shifting within the group.

As far as inferential analysis, a factorial ANOVA test is run to verify whether the

above-identified differences across subgroups are statistically significant. The

restricted sample consists of 4917 observations for 16 country domiciles and

14 subsidiary industries. The output is presented in Table 3 (Panel A for ROA;

Panel B for ROE). The tests’ results indicate indeed that the domicile of the parent

has a significant impact (at 1% significance level) on both indicators. Similarly,

industry variable is significant at 1% significance level for ROA as well as for ROE.

Finally, the interaction term between parents’ domiciles and industry affiliation of

the subsidiaries does matter as well. The hypotheses H1 and H2 are thus confirmed.

A significant variability in performance is identified, both across the domicile of

parent company and industry membership of the subsidiary, regardless whether

performance is measured by ROA or ROE.

The finding of a significantly higher average for ROE than for ROA immediately

raises a follow-up question about the (in)variability of this differential between

ROA and ROE in the sample. The factorial ANOVA test is therefore run once

again; the difference (ROA–ROE) is the dependent variable this time. The results

Table 3 Descriptive statistics of the sample

Panel A: ROA Df Sum sq Mean sq F-statistic P-value

Parent 15 32,336.04 2155.74 8.607 0.000*

Industry 13 22,741.42 1749.34 6.985 0.000*

Parent: Industry 111 119,125.50 1073.20 4.285 0.000*

Residuals 4777 1,196,432.15 250.46

Panel B: ROE Df Sum sq Mean sq F-statistic P-value

Parent 15 143,447.55 9563.17 8.699 0.000*

Industry 13 59,860.02 4604.62 4.188 0.000*

Parent: Industry 111 530,308.86 4777.56 4.346 0.000*

Residuals 4777 5,251,847.50 1099.40

Panel C: ROA-ROE Df Sum sq Mean sq F-statistic P-value

Parent 15 63,804.31 4253.62 7.390 0.000*

Industry 13 28,682.77 2206.37 3.833 0.000*

Parent: Industry 111 226,272.88 2038.49 3.542 0.000*

Residuals 4777 2,749,426.61 575.56

Source: Own analysis using R; *1% significance, **5% significance
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sketched in Table 3 (Panel C) show that the differential between ROA and ROE is

not constant over the sample companies. The findings lead to a conjecture that

companies attribute a distinct importance to these two metrics of financial perfor-

mance. However, this preliminary evidence shall be confirmed by further research,

considering individual patterns of accounting quality, including earnings manage-

ment or profit shifting. Massive intercompany loans may be the source of variability

and the main channel of the latter case. The interest charges from the parent

companies are contained in EAT, and hence, they influence the ROE indicator.

However, ROA measure is unaffected, as EBIT excludes the interest expense.

However, different explanations, for example, meeting debt covenants and other

contacting benchmarks, might be true as well and possible explanation beyond the

first case (i.e. earnings management supposition).

Conclusion

The paper examines the development of financial performance of Czech subsidi-

aries under the control of EU-listed companies during the period 2009–2014.

Individual corporate data from financial statements shows that the domicile of the

parent influences the subsidiary’s performance measured either by return on assets

(ROA) or by return on equity (ROE). The heterogeneity is also identified across

particular industries, in which respective Czech subsidiaries operate. ROE is

significantly higher than ROA; the variability in ROE is, although, double com-

pared to the variability in ROA. Finally, the differential between ROA and ROE is

not constant over the sample companies.

Future research shall compare performance of companies covered by the paper

with remaining Czech firms, i.e. with subsidiaries of companies listed outside EU

capital markets, as well as with domestic family firms. Furthermore, the factors

determining heterogeneity in differential between ROA and ROE shall be investi-

gated. Potential explanations of the identified variability can be attributed to

earnings management either for tax reasons or for contracting purposes.

Acknowledgments This paper has been prepared within the research project “Economic Impacts

of the IFRS Adoption in Selected Transition Countries” (supported by the Czech Science Foun-

dation, No. 15-01280S).
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Cash Flow Ratios’ and Liquidity Ratios’
Analysis of Selected Listed Companies
in Sri Lanka

Aleksandre Petriashvili

Abstract As it is known, the statement of cash flows is a crucial part of financial

reporting. And cash flow ratios have provoked the attention of practitioners and

academic researchers to use to evaluate the performance of a company. This study

examines, over the 3-year period (2012–2014), the liquidity position of selected

125 companies of the Sri Lankan economy using cash flow statement ratios and

classic liquidity ratios suggested by various researchers. The total number of

companies listed in the main market of the Colombo Stock Exchange is 313. Classic

ratios were obtained from the Osiris database, and cash flow ratios were calculated

by using financial statements of selected companies. The ratios, which I examined,

are those current ratio, quick assets ratio, total assets to total liabilities ratio, and

interest coverage ratio. Similarly, cash flow ratios examined were operating cash

flow ratio, critical needs cash coverage ratio, cash flow to total debt ratio, and cash

interest coverage ratio. And for investigation to find out how strong is relationship

between classic and cash flow ratios correlation analysis were made. Results, which

were got after correlation analysis showed positive relationship between classic and

cash flow ratios. However additional t-tests analysis, showed substantial difference.
The main point of the abovementioned results suggests that well-known liquidity

ratios should not be used only for calculating liquidity since a company can have

serious cash flow problems with positive liquidity ratios and increasing profits.

Liquidity ratios developed using the statement of cash flows provide additional

information or sometimes better insight on the financial strength or weakness of a

company.
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Introduction

As we know, the important financial indicator that measures whether the company

has the ability to meet its short-term liabilities (or not) without incurring undesir-

able losses is liquidity. If we are using our assets ineffectively, that can be the

reason of increased liquidity risk, which is distinctively the most challenging risk

comparing with other financial risks. And nowadays liquidity risk is becoming

more complex because of recent developments in financial markets. It must be

mentioned too that a liquidity crisis of a single company can affect indirectly or

directly all the other companies. Companies should maintain sufficient liquidity to

face unexpected conditions. This is a strength for firms, because companies with

sufficient liquidity have good financial flexibility, which means that it can negotiate

with suppliers and financiers. Everyone remembers what happened with Lehman

Brothers company in 2008. This is known as Lehman Brothers collapse. They used

their current assets and invested in illiquid long-term assets, and when the stock

market started to fall, Lehman’s creditors cut credit lines, and clients withdrew their

fund, and Lehman didn’t have liquid assets to meet short-term obligations

(Azadinamin 2012). This was the main reason of the company’s bankruptcy.

Hence, the company needs to have more current assets than current liabilities. It’s
more important for smaller firms, because they have fewer potential sources of

outside funds than big companies. For evaluation short-term liquidity for current

and quick assets ratios are used and long-term solvency for the total assets to total

liabilities ratio. But sometimes information of these ratios, which is taken from the

balance sheet, isn’t always reliable due to different accounting measurement

options of the value of assets and accrual accounting. As much, there is the need

for a more accurate measure that reflects the actual liquidity position of a firm.

In the past, balance sheet and income statement ratios are widely used by

professionals and investors to analyze the liquidity of a company. However, the

cash flow statement can be more reliable in assessing the liquidity of a company.

Balance sheet, income statement, and retained earnings statement do not provide an

overall picture of the financial position of a company which is why the cash flow

statement has become an essential component of complete financial reporting by

professional accounting bodies. And what is main is that the statement of cash flows

can overcome many limitations of accrual accounting procedures used to prepare

traditional financial statements. For instance, the balance sheet does not address the

financing issues accurately at the end of the period. Even though many types of

assets are shown in the statement, no explanation is given on the manner those

assets were financed and/or the source of activities that are related to each item.

Coprime, the profit mentioned in the income statement does not provide any insight

about changes in cash. In contrast, the cash flow statement details the dissimilarity

between the operating profits of a firm and any increase or decrease in the cash

balance over an accounting period. The statement of cash flows shows how the

investing activities were financed, externally or internally. Some authors posit that
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the cash flow statement helps to assess the capability of a company to generate

future positive cash flows.

Gombola et al. (1987) assert that the information provided by the balance sheet

and income statement can be misleading. Eyisi and Okpe (2014) provide evidence

to support that claim. In their study, several cash flow ratios and classic ratios

adapted from previous research for assessing corporate performance were

employed.

They discovered that although the classic liquidity and asset management ratios

provide evidence that suggest good liquidity position for a company, the cash basis

ratios indicate that the liquidity position is indeed negative. Thus, they concluded

that cash basis ratios can be better tools for assessing corporate performance as cash

basis ratios provide better insight into the viability and liquidity position of a

company. Other researchers such as Mills and Yamamura (1998), Armen (2013);

Ryu and Jang (2004), as well as Eyisi and Okpe (2014) agree that classic ratios such

as current and quick assets ratio are not sufficient to assess the liquidity of a

company. Given the importance of liquidity for a company, it is necessary to

determine the liquidity position of a company from many different dimensions.

On that note, this study aims to examine the level of liquidity for selected Sri

Lankan public-listed companies. It employs eight (8) different measures of liquidity

for companies that are listed on the Colombo Stock Exchange. Table 1 shows

numbers of companies listed in the main market of the Colombo Stock Exchange.

The total number of selected companies listed in these sectors (Table 1) represents

over 65% of the market value of all listed companies on the Colombo Stock

Exchange. In addition to comparing the cash flow ratios with the classic ratios

using information from cash flow statement, balance sheet, and income statement,

the study seeks to establish the trend of liquidity among companies in these sectors.

The empirical results from this study can provide insight into the practice of

liquidity management in companies in Sri Lanka. This paper is structured in the

following format: the next section will present the literature review. This will be

followed by the presentation of the data and the discussion on the methodology

employed in this study. The next segment will present the empirical findings in

addition to the discussion of the result. Finally, the last part of the paper will present

the conclusions.

Data and Methodology

The study involved comparison between classic ratios and newly contrived cash

flow ratios of the top 125 companies by market capitalization on the Colombo Stock

Exchange Main Market over a 3-year period (2012–2014). In this study, a total of

125 companies were selected based on the following criteria:

• Must be listed in the Colombo Stock Exchange

• Must have complete data for all variables used in this study from 2012 to 2014.
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Traditional ratios and financial statements for the 3-year period of the selected

companies were obtained from the Osiris database. Cash flow ratios were calculated

by focusing directly on cash flows from operating activities from the statement of

cash flows. Earnings, total assets, total liabilities, current liabilities, and other

variables are derived from the income statement and balance sheet.

Exit barriers are high for companies with large market capitalizations. As a

result, large companies are supposed to generate sufficient cash from operating

activities to meet short- and long-term obligations. This study seeks to find any

discrepancies between the two sets of ratios while analyzing classic ratios versus

cash flow ratios. Moreover, this study investigates ratios which provide more

reliable information about these big companies.

Table 2 presents formulas for classic ratios and cash flow ratios employed in this

study. Liquidity was measured by the current ratio and quick assets ratio and cash

flow from operations to current liabilities and critical needs cash coverage ratio.

Solvency was measured by total assets to total liabilities, time interest earned ratio,

cash flow from operations to total liabilities, and cash flow interest coverage.

Quantitative analysis is used in this study to analyze data based on statistical

techniques: descriptive statistics and paired sample t-tests. Descriptive statistics

provide an essential summary of the sample of this study. Pair sample t-tests were

Table 1 Numbers of companies listed in the main market of the Colombo Stock Exchange

Sector Numbers of Companies

Bank, finance, and insurance (BFI) 74

Beverage, food, and tobacco (BFT) 23

Chemicals and pharmaceuticals (C&P) 12

Construction and engineering (C&E) 4

Diversified holdings (DIV) 19

Footwear and textile (F&T) 3

Health care (HLT) 7

Hotels and travels (H&T) 38

Information technology (IT) 2

Investment trusts (INV) 10

Land and property (L&P) 18

Manufacturing (MFG) 40

Motors (MTR) 6

Oil palms (OIL) 5

Plantations (PLT) 20

Power and energy (P&E) 9

Services (SRV) 8

Stores supplies (S&S) 4

Telecommunications (TLE) 2

Trading (TRD) 9

Total 313

Source: CSE (2017)
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used to analyze paired differences between traditional ratios and cash flow ratios for

selected companies.

Empirical Results and Discussion

Descriptive Statistics

As I mentioned before, descriptive statistics were used to organize, summarize, and

display the research data in this study which include all numerical values that were

taken from the Osiris database and financial statements of selected companies. To

analyze the characteristics of the variables, means, maximum, minimum, and

standard deviations were produced using SAS. Descriptive statistics were analyzed

separately for each type of ratios.

Table 3 shows that current ratio ranges from 0,389 to 10,85. If the current ratio is

lower than 1, then the company’s liquidity position is weak. However, high current
ratio is not always good as it shows the excess amount of cash or marketable

securities or inventory. Distinctively, the mean of current ratio is 2,2391 which

indicates a good liquidity position for most of the selected companies on average.

The mean of operating cash flow ratio (0,6418) is smaller than that of current ratio

(2,2391) which reflects the fact that the current ratio is calculated at a particular

point in time, whereas cash flow from operations is calculated by considering how

much cash was generated over a period of time.

Operating cash flow ratio ranges from �0,2069 to 6,0734. The negative figure

for operating cash flow ratio indicates that the company did not generate any cash

from operation. There might be several good or bad reasons for this negative figure.

But without further analysis, a negative operating cash flow ratio indicates that the

company is in weak liquidity position with a negative operating cash flow ratio.

Standard deviation is higher for current ratio (1,9220) than operating cash flow ratio

(0,7515) because ratios are more dispersed for current ratio than operating cash flow

Table 2 Comparison of ratios

Classic ratios Cash flow ratio

MeasureRatios Formula Ratio Formula

Current ratio CA/CL CFO to CL CFO/CL Liquidity

Quick assets

ratio

(CA – inven-

tories)/CL

Critical needs

cash coverage

(CFO + interest paid)/(total

current liabilities + interest

Liquidity

TA to TL

ratio

TA/TL CFO to TL CFO/TL Solvency

Interest cov-

erage ratio

EBIT/inter-

est expense

Cash flow-

interest coverage

(CFO + interest paid + taxes

paid)/interest paid

Solvency

Source: Adapted from Ryu and Jang (2004), Kirkham (2012), and Mills and Yamamura (1998)

Where CA current assets, CL current liabilities, TA total assets, TL total liabilities, EBIT earnings

before interest and income tax, and CFO cash flow from operations
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ratio. Both ratios are positively skewed. As we know inventories are the least liquid

assets than receivables and cash. And quick assets ratios are calculated by exclud-

ing inventories. Critical needs cash coverage ratio can be compared against quick

assets ratio to gauge company’s liquidity position. Interestingly, Table 4 shows that
maximum and minimum figures for quick assets ratio are quite close to that of

current ratio (Table 3) which reflects selected companies did not have much

inventory. In Table 4, maximum quick assets ratio (10,2844) indicates that a

company with high quick assets ratio has a lot of cash tied up in nonproductive

asset presumably. Critical need cash coverage ratio ranges from�0,1432 to 5,6644,

which is close to range of operating cash flow ratio (from Table 3), supports the

evidence of previously explained liquidity position. The figure of both mean

(0,6502) and standard deviation (0,7134) for critical needs cash coverage ratio is

much lower than that of quick assets ratio (1,7932 and 1,7545, respectively). These

differences again support the argument that cash flow ratios are calculated by

directly focusing cash generated from operations.

High liquidity ratio is not preferred by equity investors and owners as high

liquidity indicates higher levels of cash or marketable securities or the holding of

too much inventory which indicate a reason for losses. But for creditors, high

current or quick assets ratio is important, because it shows the company has good

capability to pay off short-term obligations. By looking at the descriptive statistics

of quick assets ratio, it can be concluded that selected companies had less inventory.

Table 3 Descriptive statistics of current ratio and cash flow ratio

N Range Minimum Maximum Mean

Std.

deviation Skewness

Statistic Statistic Statistic Statistic Statistic Statistic Statistic

Std.

error

Current ratio 125 10,46 0,389 10,85 2,2391 1,9220 2,5139 0,194

Operating

CF ratio

125 6,28 �0,2069 6,0734 0,6418 0,7515 3,9241 0,194

Valid N 125

Source: own analysis

Table 4 Descriptive statistics of quick assets ratio and critical needs cash coverage ratio

N Range Minimum Maximum Mean

Std.

deviation Skewness

Statistic Statistic Statistic Statistic Statistic Statistic Statistic

Std.

error

Quick assets

ratio

125 9,9200 0,3643 10,2844 1,7932 1,7545 2582 0,194

Critical needs

cash coverage

125 5,8077 �0,1432 5,6644 0,6502 0,7134 3761 0,194

Valid N 125

Source: own analysis
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That is, companies had the ability to pay short-term obligations without relying on

the sale of inventories. But it is important for managers to maintain balance

between current assets and current liabilities. For Ryu and Jang, cash flow from

operations to current liabilities should be a minimum of 40% for a healthy firm. In

this study, the mean of cash flow from operations to current liabilities and critical

needs cash coverage was higher than 40% which supports the result of current and

quick assets ratios that most of the companies have good position in terms of

liquidity.

For calculation of company’s solvency, usually, total assets to total liabilities

ratio is used. Cash flow to total debt ratio is analogous to traditional ratio (TA to

TL). The higher the ratio is, the greater the ability to cover losses during liquidation.

Stockholders and creditors have usually contradictory viewpoints in analyzing

these two ratios. Particularly, total assets to total liabilities ratio is calculated at a

single point in time; in contrast, cash flow to total debt ratio overcomes this problem

by covering a period of time.

Table 5 shows that the mean (3,0160) of total assets to total liabilities is much

higher than the mean (0,3332) of cash flow to total debt ratio. The standard

deviation of total assets to total liabilities ratio (2,9122) is higher than that of

cash flow to total debt ratio (0,3098) as well. The significant difference between

these two ratios suggests that cash flow to total debt ratio is more reliable in

assessing solvency as cash flow operations would be devoted to debt payments.

More precisely, even with higher total assets to total liabilities ratio, a company

may not have the capability to pay its debt, if the company has scarce cash flow

from operation. The mean of selected companies for total assets to total liabilities

shows good financial position; however, it needs to be checked whether those

companies are generating adequate cash from operations or not. Higher total assets

to total liabilities ratio is not desirable from the viewpoint of stockholders as they

want companies to have more leverage in order to magnify expected earnings.

Finally, creditors and equity investors need to compare these two ratios to have

Table 5 Descriptive statistics of total assets to total liabilities ratio and cash flow to total debt

ratio

N Range Minimum Maximum Mean

Std.

deviation Skewness

Statistic Statistic Statistic Statistic Statistic Statistic Statistic

Std.

error

TA to

TL

125 18,4949 1,1077 19,6026 3,0160 2,9122 3,5074 0,194

CF to

total

debt

ratio

125 1,6592 �0,0956 1,5634 0,3332 0,3098 1,5269 0,194

Valid

N

125

Source: own analysis
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more reliable picture about the solvency of a company. For instance, a company

with moderate total assets to total liabilities ratio and higher cash flow to total debt

ratio can be more capable of paying debt compared to a company with higher total

assets to total liabilities ratio and lower cash flow to total debt ratio.

The interest coverage ratio measures company’s ability to make required interest

payment obligations. Earnings before interest and tax are used to pay interest

expense. On the other hand, cash interest coverage ratio is similar to interest

coverage ratio, which looks directly at the cash available to pay interest expense.

The later one is more realistic since earnings figure includes all noncash charges

(e.g., amortization, depreciation, etc.). A company with low interest coverage ratio

may have the ability to make interest expenses, but it may not be understandable by

only looking at this traditional ratio due to noncash charges.

Table 6 shows that the mean and standard deviation of cash interest coverage

ratio (97,496 and 275,378) are higher than the mean and standard deviation of

interest coverage ratio (73,685 and 198,109) which reflects that earning figures

were eroded by noncash charges. It is interesting to note that the minimum number

for cash interest coverage ratio starts with negative (�1,2005); in contrast to that,

the minimum number for interest coverage ratio starts with positive figure (1,1852).

The negative figure indicates that the company had negative cash flow from

operation; thus, it would have less ability to cover interest obligations which

could bring legal action by creditors. However, this realistic picture of true financial

condition of a company is hard to get by only considering interest coverage ratio.

Maximum figures for both ratios are too high because of insignificant amount of

interest paid by the company against earnings before interest and tax or cash flow

from operation.

Correlation Analysis

A measure of the correlation is represented by correlation coefficients. The coeffi-

cient provides both the direction and strength of the relationship between a pair of

variables. In this study, the strength of association between all pairs of variables

was statistically measured by Pearson’s correlation coefficient. In statistics,

Table 6 Descriptive statistics of interest cover ratio and cash interest coverage ratio

N Range Minimum Maximum Mean

Std.

deviation Skewness

Statistic Statistic Statistic Statistic Statistic Statistic Statistic

Std.

error

Interest

cover

125 1833,35 1,1852 1834,54 73,685 198,109 5682 0,194

Cash interest

coverage

125 2452,00 �1,2005 2450,80 97,496 275,378 5429 0,194

Valid N 125

Source: own analysis
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Pearson’s correlation coefficient measures linear correlation between two variables

ranging from �1 to +1, where 1 is the total positive correlation, 0 is no correlation,

and�1 is the total negative correlation. The correlations between pairs of cash flow

ratios and classic ratios are presented in Table 7. It can be seen that there are

significant correlations between cash flow ratios and classic ratios which reflect that

if classic ratios increase in value, cash flow ratios will also increase in value.

Correlation figure of interest coverage ratio and cash interest coverage ratio dem-

onstrates that there is strong relationship as Pearson’s r is 0,8361. This number is

very close to 1. However, there is relatively weak relationship between total assets

to total liabilities ratio and cash flow to total debt ratio since the figure is 0,3185,

which is quite low compared to other pairs. The possible reasons would be

capricious of accounting measurement of the values of assets and accrual account-

ing. Thus, by analyzing the strength of relationship between cash flow ratios and

traditional ratios, it can be concluded that these two types of ratios should be

considered together to make better conclusion regarding the liquidity of a company.

Test of Hypotheses

Four hypotheses constructed in Chap. 1 are discussed here for statistical test. Pair t-
tests are used to measure the differences between pair of means for a pair of selected

companies. In this study, data are paired data since two measurements (i.e., classic

ratios and cash flow ratios) are made on the same company. Classic ratios and cash

flow ratios were calculated for the selected of companies, and pair t-tests were used
to identify significant difference between these two types of ratios.

• Null hypothesis 1: There is no significant difference between current ratio and

cash flow ratio.

• Alternate hypothesis 1: There is significant difference between current ratio and

cash flow ratio.

From Table 8, it can be seen that probability, p-value, is less than 0,05.

Therefore, null hypothesis can be rejected, and alternate hypothesis can be

accepted. A two-tailed paired sample t-test revealed that there is significant differ-

ence between current ratio and cash flow ratio, t (124) ¼ 10,611, p � 0,05. Table 3

shows that the mean of current ratio (2,2391) is higher than that of cash flow ratio

(0,6418) which supports alternate hypothesis. Ninety-five percent confidence

Table 7 Pearson’s correlation coefficients of cash flow ratios and traditional ratios

N Correlation

Pair 1 Current ratio and cash flow ratio 125 0,5241

Pair 2 Quick assets ratio and critical needs cash coverage ratio 125 0,5630

Pair 3 TA to TL ratio and cash flow to total debt ratio 125 0,3185

Pair 4 Interest coverage ratio and cash interest coverage ratio 125 0,8361

Source: own analysis
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interval values are given in Table 8, which means true population mean lies

between 1,3217 and 1,8735 with a 95% probability.

• Null hypothesis 2: There is no significant difference between quick assets ratio

and critical needs cash coverage ratio.

• Alternate hypothesis 2: There is significant difference between quick assets ratio

and critical needs cash coverage ratio.

From Table 9, it can be seen that probability, p-value, is less than 0,05. Therefore,
null hypothesis can be rejected and alternate hypothesis can be accepted. A two-tailed

paired sample t-test revealed that there is significant difference between quick ratio

and critical needs cash coverage ratio, t (124) ¼ 8,556, p � 0.05. Table 4 shows that

the mean of quick assets ratio (1,7932) is higher than that of critical needs cash

coverage ratio (0,6502) which supports alternate hypothesis. Ninety-five percent

confidence interval values are given in Table 9, which means true population mean

lies between 0,898 and 1,388 with a 95% probability.

• Null hypothesis 3: There is no significant difference between total assets to total

liabilities ratio and cash flow to total liabilities ratio.

• Alternate hypothesis 3: There is significant difference between total assets to

total liabilities ratio and cash flow to total liabilities ratio.

Table 8 Paired samples test of current ratio and cash flow ratio

Paired differences

t df

Sig.

(two-tailed)

meanMean

Std.

deviation

Std.

error

mean

95%

confidence

interval of the

difference

Lower Upper

Pair 1 Current

ratio–cash

flow ratio

1,597 1,6194 0,1394 1,3217 1,873 10,61 124 0.00

Source: own analysis

Table 9 Paired samples test of quick ratio and critical needs cash coverage ratio

Paired differences

t df

Sig.

(two-tailed)

meanMean

Std.

deviation

Std.

error

mean

95%

confidence

interval of the

difference

Lower Upper

Pair 2 Quick assets

ratio–critical

needs cash

coverage

1,143 1,437 0,123 0,898 1,388 8,556 124 0.00

Source: own analysis
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From Table 10, it can be seen that probability, p-value, is less than 0,05.

Therefore, null hypothesis can be rejected, and alternate hypothesis can be

accepted. A two-tailed paired sample t-test revealed that there is significant differ-

ence between total assets to total liabilities ratio and cash flow to total liabilities

ratio, t (124) ¼ 11,0510, p � 0,05. Table 5 shows that the mean of total assets to

total liabilities ratio (3,0160) is higher than that of cash flow to total liabilities ratio

(0,3332) which supports alternate hypothesis. Ninety-five percent confidence inter-

val values are given in Table 10, which means true population mean lies between

2,3789 and 3,4160 with a 95% probability.

• Null hypothesis 4: There is no significant difference between interest coverage

ratio and cash interest coverage ratio.

• Alternate hypothesis 4: There is significant difference between interest coverage

ratio and cash interest coverage ratio.

From Table 11, it can be observed that probability, p-value, is less than 0,05.

Therefore, null hypothesis can be rejected, and alternate hypothesis can be

accepted. A two-tailed paired sample t-test revealed that there is significant differ-

ence between interest coverage ratio and cash interest coverage ratio,

Table 10 Paired samples test of total assets to total liabilities ratio and cash flow to total liabilities

ratio

Paired differences

t df

Sig.

(two-tailed)

meanMean

Std.

deviation

Std.

error

mean

95%

confidence

interval of the

difference

Lower Upper

Pair 3 TA to TL –

CF to total

debt ratio

2,8975 3,0462 0,2622 2,3789 3,4160 11.0510 124 0.000

Source: own analysis

Table 11 Paired samples test of interest coverage ratio and cash interest coverage ratio

Paired differences

t df

Sig.

(two-tailed)

meanMean

Std.

deviation

Std.

error

mean

95%

confidence

interval of the

difference

Lower Upper

Pair 4 Interest

cover–cash

interest

coverage

�25,71 138,98 11,96 49,37 �2,06 �2,15 124 0.00

Source: own analysis
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t (124) ¼ �2,15, p � 0,05. Ninety-five confidence interval values are given in

Table 11, which means true population mean lies between �49,3742 and �2,0577

with a 95% probability.

Conclusion

Cash flow ratios are undeniably important for both internal and external users since

these ratios provide more reliable information about a company’s ability to meet its

payment obligations than do traditional ratios. The major benefit of cash flow ratios

is that these ratios test what resources the company has generated to meet its

payment commitments over a period of time. In contrast, classic ratios provide

misleading information as these ratios indicate how much cash the company had

available on single point of time. This study tested the use of cash flow ratios to

measure liquidity by comparing with relevant traditional ratios. The empirical

result showed statistical significant difference between these two types of ratios.

In most cases cash flow ratios supported classic ratios by providing additional

insight in this research. Therefore, it is recommended to use these two types of

ratios simultaneously in order to make conclusion about a firm’s financial strength
or weakness.
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Searching for Today’s Purpose of
Remunerating Employee Inventions Through
Grounded Theory

Pavel Svačina and Gabriela Antošová

Abstract Czech Republic and other European countries reward inventive

employees by specific reward regulated usually by patent law. There is a contro-

versy how much such a reward should be. The authors used grounded theory

approach to discover the purpose of remunerating employee inventions today.

Based on interactions of respondents with legal experience, we identify the interests

of key stakeholders – employees, employers, and state. We explore and balance

these interests and identify solid reasonableness of such a reward especially in

enhancing the transfer of knowledge from employees to employers. Thus, we

suggest employers, whose business is based on innovations, to implement a level

of rewards that would be at least incentive for employees to pass inventive ideas to

employers. The analysis is based on Czech and Slovak legal framework; however,

the results are general in nature and can have implications in other countries as well.

Keywords Employee inventions • Remuneration • Reward • Intellectual property •

Grounded theory

Introduction

In today’s economic conditions, innovations are one of the main sources of com-

petitive advantage (Lengnick-Hall 1992; Guan et al. 2006). Within various inno-

vations, intangible assets like patented inventions, know-how, or trademarks are the

most discussed (Rivette and Kline 2000; Lev 2001). Underlying ideas of the

intangible asset originated mostly from the creativity of particular employees and

their inventive activities; however, the owners of such assets are usually employers,

because the major part of innovations are conceived as a part of employment duties,

and employers claim these ideas through intellectual property law. According to

WIPO (2016), 80–90% of patent applicants are organizations (corporations,
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universities, research institutions), which is a rough estimate of share of inventions

created through employee contract.

Such a large share of employee inventions with potentially high commercial

impact on employers’ business creates a tension and raises questions how to (or if at

all) fairly distribute the contribution from such an invention (“employee invention”)

between an employee and employer. The patent law of European countries is based

on the principle that employee inventions become the property of employers, ruling

the obligation to pay employee inventors some reward. Many court proceedings

have occurred recently in various countries (Wolk 2011), searching for an answer

“How much such a reward should be?” Based on broader research project focused

on defining a reasonable reward for employee inventions, in this particular paper,

we suggest a complex answer on the main question, which we found important to

answer before arguing a level of reasonable remuneration.

This research questions is “What is the purpose of rewarding employee inven-

tions today?” To answer this question, we used grounded theory approach (Strauss

and Corbin 1990; Glaser and Strauss 2009). Our results and conclusions are built on

the interactions of respondents with legal background. We identified the interests of

key stakeholders in the remuneration process – employee inventors, employers, and

state/society. We explored and balanced these interests and identified solid reason-

ableness of such a reward, especially to enhance the transfer of knowledge from

employees to employers. The analysis is based on Czech legal framework; how-

ever, the results are general in nature and can have implications in other countries as

well. This paper is divided into the following chapters: Chap. 2 describes the legal

framework for employee inventions and review of literature; Chap. 3 describes

objectives, data, and methodology; Chap. 4 brings and discusses the main results;

and Chap. 5 concludes the paper and identifies limitations of our research.

Employee Inventions

Employee Inventions in the Czech and Slovak Republic

The Czech legal framework for employee inventions is defined in the Patent Act,1

par. 9–10, and the Slovak one in the Patent Act,2 par. 11. Slovak employee

invention regulation is basically the same as the Czech one; thus, in the following

text, we cite only Czech regulatory framework.

The law says that in case the invention is created within the employee’s duties,
the invention can be assigned from employee to employer; only a special contract

between them can solve it differently. Basically, the employer has an option to

acquire such an invention, or give it up within 3 months, after he/she obtains

1Law No. 527/1990 on Inventions and Improvement Proposals.
2Law No. 435/2001 on Patents and Supplement Patent Certificates.
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relevant materials from the employee. In case the employer uses this option, he/she

must pay to the employee a reasonable reward (in time “t”). The Czech patent law

also defines the factors which should be considered: technical and economic

importance of the invention, income from using the invention, material share of

the employer, and scope of work responsibilities of the employee. If the reward paid

becomes visibly disproportional to the future income from the invention (in time

“t + 1”), the employee should get a reasonable additional compensation. The overall

principle of the assignment and remuneration process is described in Fig. 1.

Therefore, the employer in the Czech Republic must pay a specific reward to

employee inventors. However, the law is very general about the level of the reward,

indicating only general factors should be considered. How much is reasonable? An

employer will generally advocate for a minimum amount; an employee inventor

can claim a fortune. Several court proceedings in the Czech Republic have already

occurred, and many of them end as a hidden conflict between both parties, which is

our professional experience with Czech cases. So, should such a special reward

exist, at all? Is there any important purpose?

Review of Literature

First, historically and actually, there is no doubt that the assignment process of

employee inventions is generally reasonable (Merges 1999), because during the last

century, the innovation process has become too complex, costly and risky to be

widely driven by individual inventors with limited sources (Fisk 1998). But,

secondly, we have no single answer, whether rewarding such employees is appro-

priate or not. Basically, two opposite legal systems exist: (i) American, which does

not grant any specific reward to employee inventors as they should get overall

monetary satisfaction in his/her regular salary, and (ii) Continental, which guaran-

tees employees some reward, balancing in this way the transfer of rights from

employee to inventor.

As for the continental tradition, even EU countries themselves differ within the

compensation rules, on one side with German very employee-solidaristic system

Employee 
Inventor

Employer

Rights to Innovation (t)

Reasonable Reward (t)

Additional Compensation (t+1)

Fig. 1 Process of employee invention assignment and remuneration in the Czech and Slovak

Republic (Source: Authorial scheme derived from Czech and Slovak patent law)

Searching for Today’s Purpose of Remunerating Employee Inventions. . . 219



and with Great Britain’s system on the other side remunerating only outstanding

inventions (Peberdy and Strowel 2010). The conception of legal claim of employee

inventors on remuneration dates back in the beginning of twentieth century in

Germany; however, the specific law was adopted finally after the World War II

(Burhop and Lübbers 2010). Some economists identified in this topic the principal-

agent problem (Merges 1999; Kirstein and Will 2006; Burhop and Lübbers 2010),
watching at employee inventors as agents hired by employers (principals), both

with different interests. On this theoretical basics, the recent literature is oriented

mostly on quantitative approach, searching for the level of correlation between

monetary incentives (rewards) and level of output (number and quality of patents or

out-licenses). This research occurs with data from the academic institutions (Fried-

man and Silberman 2003; Lach and Schankerman 2004, 2008; Link and Siegel

2005), as well as on the corporate data (Leptien 1995; Giummo 2010; Onishi 2013),

and generally acknowledges a significant correlation of a reward and output in the

US academic sector. The results from the corporate sector have been fragmented

and unclear so far. Zirnstein et al. (2010) with their qualitative research paper

advocate for a substantial effect of reward systems on spurring innovations.

Data and Methodology

In our underlying research project, we aim at construing a framework for estimating

a reasonable reward for employee inventions in the Czech Republic; i.e., we are

searching for defining a reasonable level of the reward that would balance the

interests of all stakeholders at issue, especially employers and employees. Despite

the existence of relevant scholarly papers, we have identified a lack of literature that

would be grounded in the evidence from practice and that would offer a solid reason

for a corporate, legal, or consultant sector, why the reward should be and what level

is appropriate or reasonable. Thus, we approach the problem through the grounded

theory searching for solid basis for reward level in the world of those who are

stakeholders in this process. The presented paper focuses on a part of our research

and explores a fundamental research question within the topic:

What is today’s purpose for rewarding employee inventions?

Even if we focus our efforts on the Czech and Slovak regulatory framework, the

results can be inspiring also in other countries with legally guaranteed employee

invention reward.

We gathered our data through three separate focused groups (Creswell 2013;

Eriksson and Kovalainen 2016) with overall 11 respondents during May and June

2016. All respondents were lawyers experienced in intellectual property law; three

of them are judges of the Czech supreme court, three Czech and three Slovak legal

attorneys with some experience on both employers’ and employees’ side, and one

corporate intellectual property attorney of Czech big industrial corporation. One

respondent had combined legal and valuation experience. Three team members
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were involved in focused groups as inquirers. Their professional roles are an

economic sociologist, an academic lawyer, and a valuation consultant/academician.

During the focused groups, the team members were offering questions on employee

invention remuneration process based on the Czech patent law terms (reasonable

reward, additional remuneration, disproportion of reward and income from inven-

tion, etc.). The respondents performed brainstorming and offered even various

contradictory answers which needed deeper interpretation. Some of the participants

recommended other respondents – “snowball sampling” (Biernacki and Waldorf

2016).

We finished with three focused groups as we did not reasonably expect substan-

tially different answers by inquiring more professionals from the legal sphere. The

interviews were conducted in the office of the Supreme Court in Prague, at the

office of one Slovak law firm in Bratislava, and at the University of Economics in

Prague. Semi-structured interviews and discussion were recorded. Average length

of one focused group was 120 min. The respondents were free to respond and

interact after a question has been raised. The following thematic questions were

asked in each focused group:

1. Is it appropriate today to guarantee legally an employee inventor a reward for an

employee invention?

2. Are internal organizational guidelines specifying the level of rewards for

employee invention always legally binding?

3. How do you understand the term “reward” in this context?

4. How do you understand the term “income realized from using invention or by

other means of commercialization?”

5. How do you understand legally defined circumstances at which the additional

compensation should be paid to the employee inventor?

6. Could you compare the relationship between employee-inventor and employer

to any other legally regulated relationships where a reasonable remuneration is

the issue?

Digital recordings were transcribed by transcript F4, and the transcripts were

processed in Atlas.ti software. In the first phase, we attributed open codes to

individual quotations; in the second phase, we grouped and reformulated the

codes into broader categories. As we had presented in this paper, only one is the

finished part of the collected data, and we concentrated on identified categories

around interim central category “purpose”3 (see Fig. 2). Consequently, in this

paper, we aim at searching for explaining an underlying usefulness of existence

of such an employee invention legally enforceable reward, as it has to be logically

one of the determinants of the level of such a reward. One of our respondents

formulated this:

3The other identified main categories are “other countries’ experience,” “contextual factors,”

“Czech legal framework,” “specific factors of remuneration process,” and “economic rationality,”

all related to the central category “reasonable reward.”
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What is the purpose of the legal regulation? What and who do we want to protect and why?

The Results chapter is accompanied by relevant quotations from our

respondents.

Results and Discussion

A structured scheme of our findings is presented in Fig. 2. The (interim) central

category is “purpose,” representing the possible reasonable objectives of employee

inventions’ regulatory rewarding in today’s world. Around this key category, we

identified three categories/subjects to whom the rewarding should serve:

• Employees’ interests
• Employers’ interests
• Countries’ interests

Unlike the majority of papers that focus on motivational aspects of employees,

during the discussion, we explored that the rewarding process and the level of

reward should in some way reflect the interests of employees, employers, and the

relevant country, all called stakeholders. The regulatory framework and reward

should be both protective and stimulating for the creation of inventions and other

innovations, as these are today one of the key sources of competitive advantage

(Lev 2001).

Fig. 2 Visual model: Purpose of remunerating employee inventions (Source: Authors’ diagram
derived from primary data acquired through focused groups and processed in Atlas.ti. Note: Dark

codes are codes attributed primarily to other categories (“contextual factors” and “legal

framework”)
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Employees’ Interests

For creative employees, today, it sounds logic to have some specific “income

premium” in the form of better income or a specific, even regulatory, reward.

Today, there is a strong emphasis on experience and knowledge, creativity, individuality of
a person; this makes a big difference.

From the employees’ perspective, the reward could be important for two main

reasons:

• “Incentiveness” (code) – to motivate or stimulate employees for requested

results

• “Satisfaction” (code) – to express appreciation ex post to an employee for

achieved results

These are two codes of “employees’ interests” in Fig. 2.

Incentiveness

The incentiveness of the reward can occur in two levels:

1. At the moment of passing data about the invention to the employer (“passing

innovations” code), according to the Czech patent law, then the employer must

decide in 3 months whether he/she assigns the idea or not.

2. For having stronger motivation in creative working (“performance” code),

which can lead to higher numbers or higher quality innovations.

The majority of our respondents admitted the strong role of the reward, espe-

cially the initial reward paid after rights assignment (“initial reward” code) as a

stimulator for passing new ideas from employees to employers:

For the employees it will finally worth passing in requested form the information about the
invention, if they pay me something. . . I just fulfilled my work.

The opinions about the performance effect of the reward were diverse,

expressing the need for some solid proof about the causality of rewards and

innovative output. Such an effect could be theoretically driven by the additional

reward and paid in some circumstances later on (“additional remuneration” code).

The review of literature discovered relatively solid proof of the correlation on US

university data (Lach and Schankerman 2008); the research performed on the

corporate data is more complicated and suggests various results (Leptien 1995)

vs. (Onishi 2013). Moreover, the overall incentiveness effect can be theoretically

“traded off” by other rewards paid for exceptional performance and regulated by

labor law (“other rewards” code).
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Satisfaction

The effect of satisfaction can work for creative employees without the strong

incentiveness effect. From both focused group and the legal regulation text

(“legal factors – scope of work” code), we can identify two main groups of

employees according to their working competences:

• “R&D personnel” (code) – those who are paid for being innovative

• “Randomly inventing personnel” (code) – those who are paid for other works

However, both these groups can be mixed in perceiving incentiveness or satis-

faction. We can firmly suppose that incentiveness will not work for “self-motivated

personnel” (Lam 2011), which can be presented in both groups of employees. For

those self-motivated, only satisfactory effect can be considered. As for R&D

personnel, we can suppose that for many of them, a major portion of the

incentiveness effect can be driven by relatively high salaries, and the reward

would be connected with the satisfaction effect. On the other hand, randomly

inventing employees will be probably motivated by their salaries to perform

common work, feeling satisfaction in case of conceiving an invention as

by-product of his/her common duties:

When you ask those corporations: Do you think your employee inventor invents that idea
five years for getting five thousand Czech crowns at the end? Certainly not.

Nevertheless, our evidence with respect to incentiveness and satisfactory effect

is not strong due to the type of respondents. More research must be done in this

context. Some researchers warn of high-performance stimulation, as high reward

can motivate employees to seek for rewards through making inventions and neglect

other duties that could be actually more valuable for employees (Merges 1999).

Employers’ Interests

As mentioned above, to work properly in practice, an employee invention reward

should be advantageous for employers as well. One big advantageous aspect is in

the patent law already incorporated, i.e., the assignment of invention rights to

employers. But, in case of extremely high reward, such an advantage would be

traded off. From the responses, we identified one strong argument against com-

monly high reward, that is, “investment protection” (code). The employer is the

main risk-taker in creating innovations and implementing them; thus, the level of

reward should reflect the risk roles of both sides:

The responsibility of that investor. Shall he commercialize it or not? He puts large
investments into it.

On the other hand, not rewarding employee inventors, employers risk the fact

that some valuable innovations will be kept by employees. Thus, “no reward
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policy” can block the access to internal innovations. “Access to innovations” (code)

can threaten future competitiveness of employers. Consequently, both aspects of

investment protection and access to innovations can question the going-concern

principle of employers (“going-concern” code), especially in sectors based on

innovations.

At this point, the need to process the exchange of information from employees to

employers and the interests of both employees and employer meet, and a reasonable

reward can play a significant role. Such an effect can be attributed especially to the

“initial reward” defined by the patent law and paid immediately after the assign-

ment process:

We must have a well-established system how to administer the transfer of knowledge from
employees to employers. This is common in all normal countries, paying some reward – not
for the expected income from that knowledge, but just for sharing that knowledge. What
result occurs from that idea in the future, whether any invention, it shall be solved after. . .

Countries’ Interests

The last stakeholder’s (country’s) interest is in today’s economy in protecting or

stimulating, among others, in some way the competitive advantage (“country

competitive advantage” code) of the country (Sharif 1997). Such an advantage

lies actually in many economic sectors more in intangibles (Lev 2001). So, to these

quotations from our respondents, we attributed “innovations¼ key assets” code. By

specific regulation of employee inventions, governments can contribute to the

balancing of the interests between employers and employees. An extra benefit for

the whole country can be in minimizing the litigation costs.

Conclusions

Based on the grounded theory approach and the focused group interaction of

respondents, we identified key codes and categories necessary for suggesting an

answer on a fundamental question in employee invention remuneration process:

What is a purpose of remunerating employee inventions today?

Answering this question helps us in our broader research project focused on

building a framework for estimating a reasonable reward for employee inventions.

We identified three main stakeholders in the remuneration process – employees,

employers, and country – whose interests should correspond with the level of

rewarding employee inventions. Our main findings suggest that an employee

invention reward can have a substantial balancing role in the process of exchanging

new ideas from employees to employers, who carry the main portion of risk and

responsibility for creation and implementation of innovations in today’s economy
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based on innovations. Consequently, a minimum reasonable reward for an

employee invention should be at the level that stimulates employees to pass their

new ideas to employers and to fulfill thus their legal duty. The question of the

incentive effect on the higher employee performance was left open for our follow-

ing research, as well as the identification of other key categories except for

“purpose,” analyzed in this paper. Our research is based primarily on Czech

Republic legal framework; however, the results have general nature and are also

transferrable to other European countries, especially to Slovak Republic which has

basically the same legal framework.
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A Fiscal Demography: Toward Demographic
Approach to Public Finance

Artur Walasik

Abstract This paper elucidates public finance on the coopetition model of fiscal

policy. The mix of competition and cooperation finds the relation between democ-

racy and market. The conjunction of democracy and market is society and its

demography. This paper focuses on the field of public economics where a conflu-

ence of public finance and demography is investigated. It is coined a fiscal demog-

raphy, which its primary goal is to discover demographic reason of fiscal processes

and structures. This paper announces fiscal demography sensu stricto as the study

restricted to nothing but the influence of demography on public finance and fiscal

demography sensu largo where the impact of public finance on demography is

added to the field of art. This paper drafts the scope of fiscal demography which

considers four relations, respectively, between demographic structure and fiscal

process, demographic structure and fiscal structure, demographic process and fiscal

process, and demographic process and fiscal structure.

Keywords Fiscal demography • Society • Demography • Economics

Introduction

Juxtapose two main determinants of fiscal policy are provided by the state operating

within the modern society: democracy (being a way to make political decisions by a

society) and market (being a way a society produces new value). Both of them

could operate less or more efficient. The efficiency of organization and functioning

of market determine the level of the wealth distributed, thanks to the efficiency of

organization and functioning of democracy. Nevertheless, taken into account that

the level of tax revenues and the level of fiscal deficit are determined by market, it is

useful to establish that both structure of tax and public expenditures are determined
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by politics. Hence the product of economy is the level of public finance available

for the government, but democracy determines the structure of public finance. The

efficiency of market depends on political decisions; it is easy to find that both taxes

and public expenditures interfere with business. On the other side, the business

cycles influence fiscal policy.

The study of fiscal activity of government forces to take into consideration the

crucial relation between economy and policy and between market and democracy,

respectively. Market and its failures determine how society is able to organize

production by firms and distribution of wealth among households; democracy and

its failures determine how the same society organizes allocation and redistribution

of wealth provided by the government. Two canonical approaches could be intro-

duced to explain the characteristics of such relations. The first one is based on the

assumption that the government is in the opposition to economy and pursues to

correct the results of economy. Fiscal policy seems to be the battlefield of the

society being the set of citizens represented by democratic elected policymakers,

and the same society treated as the set of individuals operated as the members of

households and owners of firms. Hence, it is possible to name this relation as the

competition model of fiscal policy. The second approach to investigate the con-

junction of economy and democracy could be based on the conviction, or even

belief, that it is possible to avoid conflict between the goal of individuals when

operated on the market, and the goal of the same individuals voted in democratic

process. This approach follows the cooperation model of fiscal policy. I suggest to

elucidate public finance on the mixture of the canonical approaches and to provide

the coopetition model of fiscal policy. The mix of competition and cooperation

finds the relation between democracy and market more realistic as well as

enhancing effectiveness. Tax structure being the end of political decisions should

predict economics of taxation, and changes in public expenditure ought to be the

results of fiscal policy interfering business activity. The level of tax revenues and

public debt fails to be dependent of nothing but economy; democracy allows for

many types of injunctions of policy-driven expectations into market process. The

coopetition of economy and democracy creates the public finance. Two-folded

investigation of modern fiscal policy (market and democracy) enters demographic

approach to public finance, which develops demography as the crucial factor of

fiscal activity of the government. Introducing demographic attributes of society

frees the models of fiscal policy from being static and allows robustness to grow

up of them.

The Essence of Fiscal Demography

A fiscal demography is the field of public economics art that investigates the fiscal

consequences of demography. The essence of fiscal demography is to reveal the

correlations taken place between demographic processes and fiscal structures as

well as demographic structures and fiscal processes. The primary goal of fiscal
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demography is to discover the demographic reasons of fiscal processes and

structures, for very example, Miller (2001). Fiscal demography treats the reverse,

where causa is the fiscal phenomenon and effectus is the demographic one as

supplementary field of investigation, for very example, Luci-Greulich and

Thévenon (2014). The economics of demographic changes should focus on the

demographic causa and the fiscal effectus. The politics of demographic change

could find the influence of fiscal means on demography as the essence of field of

political science.

Hence, it is worthy to differentiate fiscal demography sensu stricto as the study

restricted to nothing but the influence of demography on public finance and fiscal

demography sensu largo where the impact of public finance on demography is

added to the field of art. Exposed differentiation between effectus and causa in

relation to fiscal and demographic phenomena is well known for demographers,

who teach demography as the study of human population which focuses among

other fields on socioeconomic determinants and consequences of population

change (Swanson and Siegel 2004: 1). It is easy to find that economic phenom-

enon could be taken into investigation as the determinant (causa) as well as the
consequence (effectus), for a very comprehensive study: Cyrus Chu (1998). Fiscal

demography focuses on the study of interrelation between fiscal and demographic

phenomena. Hirschman and Tolnay (2005: 419) read multidisciplinary aspects of

demography and find it could be both a freestanding field of art and a part of

applied statistics as well as an area of specialization within separate discipline of

science: economics, geography, anthropology, and sociology. But sociology is the

first of them. Hence, if demography could be defined as the science that allows to

study and predict social processes (demography as the part of sociology), and its

domain is able to take into account the explanation and picture of society

structures and their changes (demography as the part of applied statistics), then

it is also possible to find demographic relation to economic phenomena, in

particular being consequences of fiscal decision of the government. Thus, if we

attempt to successfully seek for the answer for a question how society influences

economy, it reveals the economics of demographic change, and complementary if

we look for the final results of society for policy, it is great for extracting politics

of demographic processes and structures.

The idea but not the method of fiscal demography is close to the political

arithmetic, one of three reasons for demography as the study of population statistics

suggested by Cox (1976: 1). Cox indicates that the first of them is the advancement

of knowledge by introducing theories and testing them against demographic events.

The second one is to provide information necessary for planning human needs. The

last but not the least is the political arithmetic equals to enhance practice of the

government, in particular the collection of tax revenues, the provision of public

goods which meets social demand, etc. Originally a political arithmetic was coined

by W. Petty, as the title of his opus magnum. Brewer (2003) stresses that Petty’s
concept was founded on introducing Baconian scientific method (the use of num-

ber, weight, and measure) to social and political issues.
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The Scope of Fiscal Demography

Setting the stage for analysis of fiscal demography subject, it is useful to discuss the

scope and method of public finance as well as the scope and method of demogra-

phy. It could be expected that the fields of art being covered by fiscal demography

are fiscal consequences of demography (in narrow sense) and demographic conse-

quences of fiscal activity of the government (in wider sense). Very simply, the

scope of the field of public finance is taxing and spending activities of the govern-

ment; hence, Rosen (2004: 252) primarily locates public finance in economics as its

branch that studies the taxing and spending activities of government. If the funda-

mental issues are related rather to the use of resources than to the use of public

funds, it will be correct to name the field of financial activity of the government as

public sector economics or public economics. For Tresch (2008: 4–5), a normative

approach naturally divides into three main parts of the study of public sector: the

public expenditure theory, the theory of taxation, and the theory of fiscal federal-

ism. Consequently, inclusion of public finance in economics brings the methodo-

logical basis for study of public finance equals to the methods of mainstream

economic theory; the role of welfare economics is principal for normative approach

to public finance (Rosen 2005: 33–52). And, if to focus on normative framework of

public finance, the methods of welfare economics will play a crucial role in the

study of fiscal demography.

Taking into consideration the provided definition of fiscal demography, it would

be convenient for further inquiries to state that demographic phenomena could be

simply a structure of society (demographic structure) or social process reflecting in

changes of demographic structure (demographic process). For demographic struc-

ture, the age pyramid of society could be the very best example; for demographic

process, the most significant illustration could be the demographic transition pro-

cess. Respectively, fiscal phenomena could be the structure of taxation, public

expenditure, etc. (fiscal structure) or trajectories of taxation, public debt, etc. in

time (fiscal process). Consequently, it is convenient to take into consideration the

fiscal demography sensu stricto, founded on four canonical relations to discuss,

respectively, between:

1. Demographic structure and fiscal process

2. Demographic structure and fiscal structure

3. Demographic process and fiscal process

4. Demographic process and fiscal structure

For each of the four canonical relations, a demographic phenomenon is a reason

and a fiscal phenomenon is a consequence. Fiscal phenomena are well known for

public economists, but demographic phenomena within fiscal demography induce

the necessity to study.

Fiscal demography could be a part of a wider economic demography, where the

study of the influence of demographic phenomena on business activity and house-

hold economics. An example of the macroeconomic demography could be the
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paper written by Cervellati and Sund (2011) where the consequences of such a

phenomenon-like life expectancy increasing in the course of demographic transi-

tion for the entire economy are tested. The second perspective, the microeconomic

demography, could be the seminal paper of Ando and Modigliani (1963) where life

cycle hypothesis of household savings was introduced and its correction by Ando

and Modigliani (1964). Further studies by Modigliani (1986) show macroeconomic

wider involved into investigation of life cycle hypothesis. It shows the potential of

fiscal demography as part of both microeconomics and macroeconomics analyses.

It is necessary to state that fiscal demography would differ far from the study of

optimal taxation or welfare distribution in the manner provided by Apps and Rees

(2009). They fruitfully attempt to enlarge the analysis of public economics in the

universe of a single consumer/worker faces dividing time between market labor

supply and leisure. For the sake of more general scholarship, it is made, thanks for

bringing together the economics of multi-person households and extracted fields of

public economics where generalization of standard model seems to be most rele-

vant and important. But fiscal demography seeks the interaction between changes in

demographic attributes of taxpayers, investors, or public spending beneficiaries and

political-driven fiscal decision of government reflected in the level and structure of

tax revenues, the dynamics and structure of public debt, or the distribution of public

expenditures. Hence, fiscal demography could be the composition of public eco-

nomics (taken from the point of view of public authorities) and household econom-

ics (takes into account the demographics of individuals, like their age, gender, etc.).

The realm of fiscal demography could be compared to the themes of fiscal sociol-

ogy, the term proposed by Goldscheid (1917). Fiscal sociology was the way to link

sociology and public finance, because of the lack of social context taken into

consideration within traditional theory of public finance and deficiency of socio-

logical analysis of the state within sociology and political science (Shionoya 1997:

236). The problem soon was developed by Schumpeter (reproduced in Schwedberg

1991) to explore society from the perspective of public finance. Demographic

shocks, like unexperienced earlier in history of population rapid progress in lon-

gevity, deserve attention to be Schumpeterian “those turning points,” which legit-

imate the necessity for “fiscal demography.” Fiscal demography may plausibly

attempt to be the field of art “of which much may be expected,” and like fiscal

sociology round out economics (Musgrave 1992: 108), it is needed to complete

public economics in shade of demographic processes.

Parallel to Schumpeterian study of fiscal sociology as the way to understand

milestones in public finance reflected in its crisis, the Italian fiscal sociology started

in 1920s, as development of Paretian economics and sociology. McLure (2005)

analyzes works of two influential scholars, Benvenuto Griziotti and Guido Sensini,

as well as their correspondence with Vilfredo Pareto. The first of them studied la
sociologia finanziara, and the second investigated la finanza sociologica; the

difference in name is crucial for the approach to relation between society and fiscal

phenomena. For Griziotti the equilibrium within fiscal theory has to take into

consideration the influence of fiscal phenomena (implemented, thanks to the work

of political institutions) on social equilibrium. Hence fiscal phenomenon is causa
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when social issues are effectus. Sensini found two directions of interdependencies

between fiscal and non-fiscal phenomena. McLure (2005: 621–622) states five

categories of relation between fiscal phenomena and social equilibrium; in partic-

ular two of them identify non-fiscal causa and fiscal effectus. There are impact of

circulation of governing elites on public finance and the effect of psychological

influences on fiscal phenomena. Consequently, the domain of “fiscal sociology” of

Sensini is closer to the scope of fiscal demography as the interpretation of the

impact of demography on public finance. Contemporarily, Le Brun (2013: 11) finds

fiscal sociology as the field of art which meets several disciplines concerned with

the problem of relation between society and fiscal activity of state. Fiscal sociology

arose as a fruitful conjunction of such a wide range of scientific disciplines which

covers economic sociology, sociology of the state, anthropology, political science,

fiscal law, public law, and even, if necessary, regional studies, social geography,

and local economics. Very similar approach to the subject of fiscal demography is

developed by Campell (1993: 164) who defines fiscal demography as sociological

analysis of taxation and public finance, which differs from other approaches

because it investigates how these things affect and are affected by a wide range

of political, economic, cultural, institutional, and historical factors. Backhaus

(2013: 357 et passim) reports the evolution of sociological aspects involved in

analysis of public finance and manifests refreshment of fiscal sociology as a way to

discover crucial for trustful relations between the society and government. He

defines fiscal sociology essentially as a separate field which makes sense only

once economics and sociology have parted ways, leaving a void between them

(Backhaus 2004: 521; Backhaus 2002: 55).

Conclusion

Demographic phenomena implemented in “fiscal demography” induce the neces-

sity to study more than the number of population, but essentially discuss the

interdependency between fiscal activity of the government and behavior of different

individuals, where the fiscal effects depend on the demographic characteristic of

society as the set of these individuals. Hence, fiscal demography should pay

attention to either the number of population (and studies per capita indexes) or

the structure of population (and investigates structure indexes like dependency

ratio). To sum up, in origin “fiscal demography” obliges to discuss how fiscal

phenomena change if there are changes not restricted to the number of population,

and the structure of population is taken into account. Contemporarily, the funda-

mental (organic) links between society and both economy and policy are the

essence of market and democracy, respectively. In details, taken into account the

systematization of fiscal activity of the government provided and introductory

discussed in this paper, the structure of complex relations among society, economy,

and policy should be provided for comprehensive study of fiscal demography.
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Spatial Concentration of Local Government
Expenditure in the Czech Republic

Lucie Sedmihradská, Guner Tuncer, and Ersin Nail Sagdic

Abstract The aim of this paper is to analyze the spatial concentration of local govern-

ment expenditure in theCzechRepublic. Expenditure of the regions,municipalities, and

voluntary municipal associations in 2003 and 2015 is analyzed using descriptive statis-

tic, cartographic visualization, and Herfindahl–Hirschman index. According to the

results, the differences in total local government expenditure per capita among the

14 regions decreased and in no functional area do the current or capital expenditure

cluster in a small number of locations. On the other hand, existing differences in the

expenditure structure provide arguments in favor of decentralized public investment.

Keywords Spatial concentration • Public expenditure • Herfindahl–Hirschman

index

Introduction

There are many reasons for fiscal decentralization; however, the potential welfare

gains from a more efficient allocation are the key economic reason. Local govern-

ments determine the levels of provided public services in accordance with local

preferences, and “such differentiation in local outputs of public services promises

gains in economic welfare relative to a centralized outcome involving more uniform

levels of public outputs across jurisdictions” (Oates 2008). Therefore, it is to be

expected that differences among individual jurisdictions result in differences in the

volume and structure of public services provided by the respective local governments.

In the Czech Republic, there are 14 regions, i.e., NUTS 2 territorial units,

which show substantial differences in numerous socioeconomic characteristics
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(see Appendix). Viturka (2010) identifies the regions as the basic spatial unit for

dealing with developmental disparities. Existing studies on regional disparities in the

Czech Republic show that while they were relatively small at the beginning of the

transformation process and are still low comparing to the other three Visegrad coun-

tries, they tend to grow (Tvrdoň and Skokan 2011). Maier and Franke (2015) claim the

spatial economic disparities of the 1990s turned into spatial social polarization.

The purpose of this paper is to analyze the spatial concentration of local

government expenditure in the Czech Republic. Expenditure of the regions, munic-

ipalities, and voluntary municipal associations (VMA) in 2003 and 2015 is ana-

lyzed using descriptive statistic, cartographic visualization, and Herfindahl–

Hirschman index (HH).

The Czech Republic is a unitary state with two levels of local governments:

regions (14) and municipalities (about 6250). Municipalities are the basic territorial

self-governing communities. They were established in 1990 with the same bound-

aries as the previous local administrative units. Fourteen regions were established in

1997, the first regional government representatives were elected in November 2000,

and the regional governments took office on January 1, 2001. Municipalities can form

voluntary municipal associations for joint provision of public services or realization

of investment or other activities. Currently there operate about 750 VMA.

Both regions and municipalities are public corporations acting sui juris in legal

relations and are responsible for the results of these relations. They care for the

general development of its territory and the needs of its citizens. Municipalities and

regions operate independently of the central level of the government and of each

other. While their revenue autonomy is quite limited, they have substantial auton-

omy regarding their expenditure. Generally, the autonomy is bigger in case of

municipalities than regions.

Data and Methodology

Analyzed expenditure covers expenditure of municipalities, regions, and voluntary

municipal associations located at the territory of the individual regions in 2003 and

2015. 2003 is the first year after the existence of 76 districts, i.e., deconcentrated

branches of the national government, came to an end as a part of the public

administration reform and since when the data are comparable.

The data source is the Ministry of Finance through its portals ARIS andMonitor of

the Treasury. Current and capital expenditure are defined according to the economic

budget classification: class 5 is current expenditure and class 6 is capital expenditure.

All of the expenditure is included regardless its source of financing. Published budget

data do not allow to distinguish expenditure financed through the grants from the EU

funds. The function of the expenditure is defined according to the first or second level

of the functional classification. We use 13 functional categories (Table 1).

The Herfindahl–Hirschman index (HH) which allows to measure concentration

statistically has been developed by Albert Otto Hirschman (Hirschman 1945) and Orris
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Clemens Herfindahl (Herfindahl 1950) independently. The HH index is calculated by

summing the squares of the percentage market shares held by the respective firms:

HH1...n ¼
Xn

i¼1

Si2 ð1Þ

where Si represents the market share of firm i and there are n firms in the market.

The maximum value of the index is one, and this value indicates the dominance of a

single firm. The minimum value of the index is 1/n, and this value reflects that each

firm has the same share (McCann 2007). In this study, we calculate the equation

below to determine the concentration of public expenditure:

HHF1 ¼
Xm

R¼1

PEFR

PEFC
� PER

PEC

� �2

¼ PEFR1

PEFC
� PER1

PEC

� �2

þ PEFR2

PEFC
� PER2

PEC

� �2

þ . . .
PEFR14

PEFC
� PER14

PEC

� �2

ð2Þ

In the equation above, HHF reflects spatial concentration index on functional

basis; PEFR reflects total public expenditure in R region for function F; PEFC

represents total public expenditure in country C for function F; PER stands for total

public expenditure in region R; and PEC is for total public expenditure in country C.

Table 1 Local government expenditure (Bil. CZK 2015)

Expenditures

Total LG

expenditure Share in total LG expenditure

CZK Share Municipalities Regions VMA

Education (31, 32) 111.8 26.1% 6.5% 19.6% 0.0%

Transportation (22) 54.4 12.7% 7.5% 5.2% 0.0%

Public administration (61, 62) 44.6 10.4% 9.3% 1.2% 0.0%

Culture and sport (33, 34) 21.9 5.1% 4.3% 0.8% 0.0%

Social protection (4) 18.6 4.3% 1.9% 2.5% 0.0%

Housing and communal services (36) 17.4 4.1% 3.9% 0.2% 0.0%

Environment (37) 17.2 4.0% 3.9% 0.1% 0.0%

Financial operations (63, 64) 9.2 2.1% 1.7% 0.3% 0.1%

Safety (5) 7.4 1.7% 1.7% 0.1% 0.0%

Health care (35) 6.4 1.5% 0.3% 1.1% 0.0%

Water management (23) 3.2 0.8% 0.7% 0.0% 0.1%

Agriculture (1) 1.7 0.4% 0.3% 0.0% 0.0%

Industry, trade, and services (21, 24, 25) 1.2 0.3% 0.2% 0.1% 0.0%

Capital expenditure 112.5 26.3% 18.2% 6.4% 1.7%

Total 427.4 100.0% 60.3% 37.7% 2.0%

Source: Monitor of the Treasury

Note: Codes of the functional budget classification are in parenthesis
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The Herfindahl–Hirschman index is used in various types of studies including the

public sector. Kalseth and Rattso (1998), Borge (2000), Borge (2005), Borge and

Naper (2006), Borge et al. (2008), or Sedmihradská and Bakoš (2016) use HH index

for measuring political power – party fragmentation. Gyrogy (2012) uses HH index in

order to assess the homogeneity of a social security system of Romania. Ozcan and

Tuncer (2015) used HH for public expenditure period of 2004 and 2011 in Turkey.

Results and Discussion

The differences in the local governments in the per capita total expenditure among

the individual regions decreased between 2003 and 2015. While in 2003, they ranged

from 87 to 135% of the national average, in 2015 it was only 86 to 114%. The

difference in the per capita expenditure in Prague comparing to the national average

fell from 135 to 114%, and the number of regions above the national average grew

from four to six (Fig. 1). The share of capital expenditure grew on average from 23.6

to 26.3. While there was a clear positive relationship between the per capita expen-

diture and the share of capital expenditure in 2003 (correlation coefficient 0.714),

such a relationship did not exist in 2015 anymore (correlation coefficient 0.103).

The major reason for this development was the changes in the tax-sharing law as

generally the revenue assignment is the key factor influencing the volume of local

government expenditure. The changes in the tax-sharing formula in 2008 and 2013

reduced the revenue advantage of bigger municipalities and led to more equal

revenue and hence expenditure in the individual regions. The grants from the EU

funds to the local governments may have some impact as well, as the drawings in

the individual regions differ substantially.

The spatial distribution of local governments’ expenditure for the individual

functions in Tables 2 and 3 shows the share of each function in total current or

capital expenditure and the HH and the rank for the years 2003 and 2015. In case of

Fig. 1 Per capita local governments’ expenditure (2003 and 2015, national average ¼ 100)

(Source: Monitor of the Treasury)
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current expenditure, the rank of the individual functions remained quite similar: the

functions with the lowest HH, i.e., functions which distribution among the regions

most closely mirrors the distribution of total current expenditure, are public admin-

istration and environment and in 2015 also education. On the other hand, the most

diversified in both years are water management, agriculture, transportation, and

safety. However, with the exception of transportation, these functions amount only

to marginal share of total current expenditure.

Table 2 Current expenditure

Function

Share in current

expenditure HH Rank

2003 2015 2003 2015 2003 2015

Water management 0.9% 1.0% 0.0260 0.0333 4 1

Agriculture 0.4% 0.5% 0.0285 0.0332 3 2

Transportation 10.6% 17.3% 0.0784 0.0287 1 3

Safety 2.5% 2.4% 0.0327 0.0217 2 4

Industry, trade, and services 0.3% 0.4% 0.0079 0.0175 8 5

Housing and communal services 6.0% 5.5% 0.0027 0.0124 10 6

Financial operations 3.5% 2.9% 0.0134 0.0083 5 7

Health care 2.9% 2.0% 0.0097 0.0068 6 8

Culture and sport 5.0% 6.9% 0.0006 0.0028 13 9

Social protection 9.6% 5.9% 0.0090 0.0023 7 10

Education 42.2% 35.5% 0.0036 0.0014 9 11

Public administration 12.7% 14.2% 0.0008 0.0008 12 12

Environment 3.5% 5.4% 0.0020 0.0008 11 13

Table 3 Capital expenditure

Function

Share in capital

expenditure HH Rank

2003 2015 2003 2015 2003 2015

Financial operations 1.80% 0.30% 0.2027 0.5411 1 1

Safety 1.30% 2.40% 0.0176 0.1512 9 2

Agriculture 0.30% 0.10% 0.0495 0.0418 5 3

Industry, trade, and services 0.50% 0.90% 0.1388 0.0282 2 4

Water management 14.30% 22.50% 0.0458 0.028 6 5

Social protection 4.30% 2.80% 0.0189 0.0171 8 6

Health care 6.10% 4.30% 0.0634 0.0169 4 7

Environment 2.70% 4.50% 0.0122 0.0132 10 8

Public administration 5.30% 4.00% 0.007 0.007 11 9

Culture and sport 8.00% 8.50% 0.0397 0.0065 7 10

Transportation 23.00% 26.10% 0.097 0.0064 3 11

Education 7.70% 12.30% 0.007 0.0047 12 12

Housing and communal services 24.70% 11.30% 0.0033 0.0032 13 13
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Since the index value approaches zero for current expenditure, with the excep-

tion of financial operations which do not represent provision of public services or

investment but are related to financial management of local governments, none of

the functions seem to be systematically clustering.

The spatial concentration of capital expenditure is generally higher than in case

of current expenditure. The rank of the functions changed more significantly than in

case of the current expenditure. However in case of most functions, the index value

is near zero; thus, there is no tendency to cluster in a small number of locations. On

the other hand, HH index value of financial operations and safety expenditure in

2015 has increased, so we can imply that these capital expenditures tend to cluster

in a small number of locations.

Comparing our results with Ozcan and Tuncer (2015) that used HH index for spatial

concentration of public expenditure as well, they found housing and public welfare

services expenditure had the highest spatial concentration in Turkey for the period of

2004–2011. In the periods of 2008, 2009, and 2010 affected by the 2008 global crisis,

housing and public welfare services expenditure tended to cluster in a small number of

locations and did not tend to cluster in a small number of locations in other years.

Conclusion

The distribution of public expenditure may vary in terms of regional and functional

classifications. The differences can provide information about the policies favored

by the local governments.

Despite regional differences and their tendency to growth local government,

expenditures are surprisingly uniform across the country. Thanks to the changes in

the tax-sharing formula and grants from the EU funds, the differences among the

per capita local government expenditure in the individual regions decreased

between 2003 and 2015.

Index results show that especially for current expenditure, since the value of HH

indices are near zero for all functions, spatial distribution of current public expen-

diture nearly mirrors that of the urban hierarchy. A similar conclusion holds for

capital expenditure as well. From this viewpoint, we can imply that the HH index of

local government expenditure spatial concentration does not capture the degree to

which a particular expenditure’s spatial distribution reflects that of the national

urban hierarchy. In other words, none of local government expenditures do tend to

cluster in space or in a small number of locations with the exception of capital

expenditure on security in 2015.

Our analysis at the same time showed that especially the functional investment

structure differs among the regions reflecting local priorities. Therefore, it provides

an argument against more centralized public investment.

Acknowledgments The contribution is processed as an output of the research project “public

finance in the Czech Republic and EU” registered by the Internal Grant Agency of the University
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Č

6
3
7
,2
9
2

3
4
3
,8
1
7

2
4
,0
0
6

5
.0
7

4
.7
7

2
7
.7
7

6
2
3

P
L
K

5
7
5
,6
6
5

3
8
4
,1
0
1

2
5
,5
7
4

4
.6
2

4
.5
7

2
7
.8
7

5
0
1

K
V
K

2
9
8
,5
0
6

2
7
6
,9
4
1

2
2
,7
5
0

7
.0
6

4
.3
8

2
6
.8
1

1
3
2

U
L
K

8
2
3
,3
8
1

3
0
9
,5
6
4

2
3
,9
3
4

8
.9
1

4
.3
4

2
7
.7
9

3
5
4

L
B
K

4
3
9
,1
5
2

3
1
5
,2
0
9

2
4
,6
8
5

6
.3
6

4
.4
5

2
7
.9
4

2
1
5

H
K
K

5
5
1
,2
7
0

3
5
6
,0
4
0

2
4
,0
3
0

4
.9
6

4
.0
5

2
8
.9
9

4
4
8

P
A
K

5
1
6
,2
4
7

3
2
7
,5
4
5

2
3
,6
7
3

5
.1
4

4
.2
6

2
8
.3
0

4
5
1

V
Y
S

5
0
9
,5
0
7

3
3
4
,9
9
4

2
3
,9
7
7

6
.2
2

4
.5
4

2
8
.6
8

7
0
4

JH
M

1
,1
7
3
,5
6
3

3
9
7
,2
3
3

2
5
,7
1
8

7
.0
1

4
.0
5

2
7
.7
4

6
7
3

O
L
K

6
3
5
,0
9
4

3
1
4
,4
7
8

2
3
,4
8
3

7
.0
1

4
.2
8

2
7
.6
6

3
9
9

Z
L
K

5
8
4
,8
2
8

3
5
9
,3
5
4

2
3
,2
4
0

5
.9
8

4
.8
9

2
8
.6
9

3
0
7

M
S
K

1
,2
1
5
,2
0
9

3
3
7
,7
4
1

2
4
,2
0
8

8
.5
6

4
.7
8

2
7
.9
9

3
0
0

C
R

1
0
,5
4
2
,9
4
2

4
0
4
,8
4
3

2
6
,4
6
7

6
.2
4

4
.0
6

2
7
.2
6

6
2
5
3

S
o
u
rc
e:

C
ze
ch

S
ta
ti
st
ic
al

O
ffi
ce
,
o
w
n
p
re
se
n
ta
ti
o
n

Spatial Concentration of Local Government Expenditure in the Czech Republic 243



References

Borge LE (2000) Charging for public services: the case of utilities in Norwegian local govern-

ments. Reg Sci Urban Econ 30:703–718

Borge LE (2005) Strong politicians small deficits: evidence from Norwegian local governments.

Eur J Polit Econ 21:325–344

Borge LE, Naper LR (2006) Efficiency potential and efficiency variation in Norwegian lower

secondary schools. Public Financ Anal 62(2):221–249

Borge LE, Falch T, Tovmo P (2008) Public sector efficiency: the roles of political and budgetary

institutions, fiscal capacity and democratic participation. Public Choice 136:475–795

Gyrogy A (2012) Social contributions in Romania. Rom J Fiscal Policy 3(2):7–26

Herfindahl OC (1950) Concentration in the steel industry. Dissertation Thesis, Columbia

University

Hirschman AO (1945) National power and foreign trade. University of California Press, Berkeley

Kalseth J, Rattso J (1998) Political control of administrative spending: the case of local govern-

ments in Norway. Econ Polit 10(1):63–83

Maier K, Franke D (2015) Trendy Prostorové Sociálně-Ekonomické Polarizace v Česku
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Economic Voting in the 2006 Czech General
Election

Ivana Tomankova

Abstract This paper investigates the occurrence and patterns of economic voting

in the 2006 election for the Chamber of Deputies of the Parliament of the Czech

Republic. I construct multinomial logit models which specify the log odds of

electoral support for a given political party as function of the regional economic

conditions faced by the voter, controlling for political and socioeconomic factors,

and estimate these with opinion-survey data. The results provide evidence of

unemployment-based economic voting: other things equal, a 1 percentage point

rise in the unemployment rate in the voter’s region increases their probability of

voting for the leading incumbent socialist party on average by 0.8 percentage points

and decreases their probability of voting for the Green party by 0.5 percentage

points. Interestingly, these effects are driven by affluent voters. I conclude that the

observed pattern of economic voting is most accurately described by the luxury

goods voting model and, to some extent, the clientele hypothesis.

Keywords Economic voting • VP-function • Elections

Introduction

Understanding how citizens make their voting decisions is fundamental to our

knowledge of how democracies function. The notion that economic outcomes

affect the popularity of governments is empirically materialized in the

VP-function, a term broadly used to refer to any model attempting to explain

support for the government as a function of economic and political variables.

Whereas vote functions employ data on electoral outcomes as a measure of

government support, popularity functions rely on data from popularity polls.

VP-functions are commonly estimated with aggregate cross-country panel data

or aggregate within-country time series. Some aspects of economic voting have
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now been settled with near certainty or at least as much certainty as one may find in

economic research anyway, while others – the function’s instability in particular –

continue to occupy researchers. Lewis-Beck and Paldam (2000) argue that little

remains to be gained by refining macroeconomic VP-functions; to provide new

insights, studies of economic voting must be brought down to the microlevel. I take

their advice.

Exploiting a sociological micro-dataset from the Czech Social Science Data

Archive, I analyze voting decisions in the 2006 election for the Deputies Chamber

of the Parliament of the Czech Republic, looking for patterns of economic voting

and relating them to the existing theories that attempt to explain its underlying

workings. I do so by estimating sets of multinomial logit models. On the explan-

atory variables’ side, I focus on objective measures of economic performance rather

than individuals’ perceptions of the economy.

The paper’s value added lies in combining two less common approaches in

economic voting research. First, microlevel VP-functions are scarce; one notewor-

thy exception being the work of Enkelmann (2013), who estimates a microlevel

popularity function for Germany, but with voters’ economic perceptions as explan-

atory variables. Second, I use (reported) electoral vote as the dependent variable.

Some authors (Paldam and Nannestad 2000; Enkelmann 2013) argue that the

common practice of using data from popularity polls as proxy for electoral out-

comes due to the limited frequency of the latter may not be appropriate, as voters’
motives when responding to popularity polls differ from the incentives and con-

straints they face during elections.

Theoretical Background

Economic voting refers to the general notion that the economic performance of

governments affects their electoral outcomes. For quite some time, the term has

essentially been synonymous to the responsibility hypothesis. When researchers

estimated vote and popularity functions, they were testing whether voters punish

governments for bad economic outcomes and reward them for good ones. The

estimates of these VP-functions have turned out to be highly volatile (Lewis-Beck

and Paldam 2000), which has led some researchers to pinpoint the institutional

conditions under which voters are found to reward and punish governments based

on their economic performance. A number of limiting factors have been identi-

fied, including insufficient knowledge or inaccurate perceptions of the economy

(Nadeau et al. 2011), difficult or incorrect attribution of responsibility (Lewis-

Beck and Paldam 2000), lack of credible opposition (Sanders 1999), and low

salience of economic issues (Singer 2011). Other researchers have responded to

the instability of the VP-function by proposing new theories. Kayser and

Grafstr€om (2016) offer a concise overview of the alternative theories of partisan

economic voting.

246 I. Tomankova



The clientele hypothesis pertains to microlevel egotropic voting and postulates

that voters support the political party which they see as best advancing their self-

interest. The issue ownership hypothesis begins by noting that parties “own” certain
social and political issues, in the sense that they have long-standing records for

focusing on and successfully dealing with those issues, and then goes on to suggest

that when the economy weakens, voters turn to the party most associated with

general economic competence. The class interests’ hypothesis has citizens making

their voting decisions on the grounds of expected tax policies. It predicts that amidst

a faltering economy, wealthier population groups will vote against parties with

strong redistribution programs in fear of tax increases. Finally, the luxury goods
model classifies government policies as material or post-material goods. During

economic downturns, voters demand fewer post-material goods (such as environ-

ment protection, support for human rights, arts funding) and more material goods

(unemployment insurance, tax relief), resulting in weaker electoral support for

parties associated with post-material goods.

So far, research on economic voting has established that economic voting

concerns few macroeconomic variables, most commonly unemployment or eco-

nomic growth and inflation and that voters have limited time horizons, taking into

consideration only events of the past year or so (Paldam 2004).

Data and Methodology

Models of economic voting are usually estimated with cross-country panel data or

single-country time series. If, however, one wishes to analyze this phenomenon

specifically for the Czech Republic, one must forgo the benefit of such datasets.

Due to the economic transition, which continued until the late 1990s, and the

persisting fragmentation and instability of governments, nearly all general elections

have had their suitability for the testing of economic voting theories compromised

by institutional circumstances. The 2006 general election for the Chamber of

Deputies appears to be an exception in this regard.

The dataset I use is an opinion survey from June 2006, available from the Czech

Sociological Data Archive. The regional identifiers contained therein enable me to

match individual survey responses withmeasures of objective economic conditions in

the respondents’ respective regions.1 The result is a sociological micro-dataset

supplemented by economic macro-data from the Czech Statistical Office. It is inter-

esting to note that out of the 2002 survey respondents, 43 percentage believed that

governments generally had a lot of influence over the economy and 37 percentage

1Models of economic voting may be based on objective economic indicators or subjective

perceptions. The former have the advantage of being exogenous and the latter of affecting

government popularity without any lags (Kayser and Grafstr€om 2016).
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considered this influence medium, 11 percentage small, and 3 percentage nonexistent.

These beliefs facilitate economic voting, since one could hardly expect voters to base

their electoral decisions on the economy if they regarded the government as powerless

in this domain.

To test for the effects of economic voting, I construct sets of models, which

specify the log odds of an individual’s vote for a given party as function of the

economic conditions in his/her region, controlling for political and socioeconomic

factors. Table 1 defines the variables.

The data sample used for estimation is limited to respondents who provide a

valid response to the survey question about their recent electoral choice, which is

observable only for those who took part in the election. For the purposes of

testing voting theories, I deem the investigation of the population of voters

adequate; in other words, I do not aim to generalize the results to the general

citizenry.

Hypotheses for testing theories of economic voting must acknowledge the

partisan background of Czech politics. The two dominant parties on the political

scene are the left-wing CSSD and the right-wing ODS. By common knowledge, the

CSSD’s program is built around social security, while the ODS markets itself as

promoting the competitive market environment. According to the 2006 survey, the

CSSD was seen as the one party best capable of tackling healthcare and unemploy-

ment issues, while the ODS was perceived as apt for dealing with corruption, the

budget, taxation, and the economy in general.

Table 1 Variables’ definitions

Variable name Definition

Agei Age of individual i

Econacti Binary variable equal to one if individual i is economically active

Educ2i/educ3i Binary variable equal to one if individual i completed secondary/tertiary

education; elementary education is the reference category

GDPi Nominal GDP in individual i’s region in 2005, in millions CZK

Govevali Individual i’s evaluation of the work of the government over the past term from

1 (very bad) to 4 (very good)

Lefti/righti Binary variable equal to one if individual i places himself on the left/right of

the political spectrum; the center is the reference category

Livstdi Self-reported household living standards of individual i from 1 (very bad) to

5 (very good); used as a proxy for household income

Marriedi Binary variable equal to one if individual i is married

Sexi Binary variable equal to one if individual i is female

Ui General unemployment rate in individual i’s region in 2005, in percent

Uspellsi Binary variable equal to one if individual i experienced at least one spell of

involuntary unemployment since 1989; a proxy for whether individual i is
threatened by unemployment on a personal level

Votei Unordered categorical variable identifying the party individual i reported
voting for in the 2006 general election
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I begin by estimating the common version of the VP-function with GDP and U as

the variables of interest2 and political as well as socioeconomic variables as controls:

ln
P votei ¼ mð Þ

P votei ¼ ODSð Þ ¼ αm þ βm1GDPi þ βm2Ui þ βm3govevali þ βm4lefti

þ βm5righti þ βm6livstdi þ βm7educ2i þ βm8educ3i
þ βm9econacti þ βm10marriedi þ βm11agei þ βm12sexi

ð1Þ

In this multinomial logit model, m denotes a specific political party with over 5

percentage of the votes cast in 2006, i.e., either the socially democratic CSSD party,

which was the leading party in the incumbent coalition government; the civic demo-

craticODSparty,which eventuallywon the 2006 election; the communist KSCMparty;

the KDU-CSL, one of the two smaller incumbent coalition partners; or the Green party

(SZ). All remaining parties are grouped under “other.” The ODS is selected as the base

category.3

Model 1 is relevant to the responsibility hypothesis (H1), the notion of issue

ownership (H2, H3), as well as to luxury goods voting (H4, H5). Table 2 presents

the expected partial effects of economic variables under each theory.

The test for the clientele hypothesis (H6) relies on the assumption that the

reaction to changes in unemployment should be more pronounced for individuals

threatened by it on a personal level. To allow for such differing effects, I add the

variable uspells and the interaction term U � uspells to Model 1, thus creating

Model 2:

ln
P votei ¼ mð Þ

P votei ¼ ODSð Þ ¼ αm þ βm0uspellsi þ βm1GDPi þ βm2Ui þ βm3Ui

� uspellsi þ βm4govevali þ βm5lefti þ βm6righti
þ βm7livstdi þ βm8educ2i þ βm9educ3i þ βm10econacti
þ βm11marriedi þ βm12agei þ βm13sexi

ð2Þ

To test for class interests (H7), I introduce interaction terms that allow for

different responsiveness of those with high household living standards (relative to

those with middle or low ones). For this purpose, I recode livstd as a dummy

variable livstd_high, which equals one for respondents who indicate “very good” or
“rather good” living standards. The resulting Model 3 is similar to Model 1, but

contains additional terms of interest, namely, livstd_high, GDP � livstd_high, and
U � livstd_high; the variable uspells is included to prevent biased estimates:

2Inflation, too, is commonly found as an explanatory variable in models of economic voting.

Unfortunately, regional inflation indicators are unavailable.
3The reader may find a description of the multinomial logit in Stata (2015). Its application to vote

choices in a multiparty political system is provided by Doyle and Fidrmuc (2003).
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ln
P votei ¼ mð Þ

P votei ¼ ODSð Þ ¼ αm þ βm0livstd highi þ βm1GDPi þ βm2GDPi

� livstd highi þ βm3Ui þ βm4Ui � livstd highi
þ βm5govevali þ βm6lefti þ βm7righti þ βm8educ2i
þ βm9educ3i þ βm10econacti þ βm11marriedi
þ βm12agei þ βm13sexi þ βm14uspellsi

ð3Þ

Results

Because multinomial logit coefficients have no direct interpretation, I choose not to

report their estimates here. Instead, Table 3 presents the average marginal effects of

unemployment and GDP estimated in Model 1.4

Table 2 Hypotheses and expected partial effects

Hypothesis Expected partial effects of economic variables

Responsibility

hypothesis

H1 If voters reward the incumbent party for good economic outcomes

and punish it for bad ones, GDP should be positively and unem-

ployment negatively related to electoral support for the CSSD party

Issue ownership H2 As the CSSD “owns” unemployment, higher unemployment rate

should be positively related to its electoral support

H3 As the ODS “owns” general economic management – although not as

distinctly as the CSSD “owns” unemployment – voters should turn to

it under conditions of low GDP

Luxury goods

voting

H4 Given that the CSSD is associated with the material good of social

protection, its electoral support should grow when the economy

falters (as a result of voters’ increased demand for social protection)

H5 Electoral support for the Green party (SZ) should decline with

tougher economic conditions as a result of voters’ decreased demand

for the post-material good of environment protection

Clientele

hypothesis

H6 If individuals vote in their self-interest, those personally threatened

by unemployment should show greater support for the socialist CSSD

party (relative to those not threatened) by greater sensitivity to

changes in the unemployment rate

Class interests H7 If higher classes fear tax increases during economic downturns,

individuals with high living standards (i.e. high income) should,

under unfavorable economic conditions, vote more strongly against

the CSSD, which is associated with greater income redistribution

4Standard errors are heteroscedasticity consistent. Diagnostic tests show that the effects of

goveval, left, right, and age are statistically significant at 1 percentage in determining vote choice

among different political parties, while the effects of U and livstd are significant at 5 percentage.

The remaining variables (GDP, educ2/educ3, econact, married, and sex) are insignificant at

conventional levels. A Wald test for combining alternatives indicates that the outcomes (political

parties) are distinguishable and should not be combined, while tests for the independence of

irrelevant alternatives produce mixed results. The model McFadden R2 is 0.381.

250 I. Tomankova



The average marginal effect of the unemployment rate is statistically significant

for two parties, the CSSD and the Green party. On average, voters from regions

with higher unemployment are more likely to vote for the CSSD and less likely to

vote for the Green party. The magnitude of the effect is negligible: a 1 percentage

point increase in the 2005 unemployment rate in the voter’s region raises the

probability that they vote for the CSSD by 0.8 percentage points, simultaneously

lowering the probability that they vote for the Green party by 0.5 percentage points.

The average marginal effect of GDP is insignificant for all parties; and this is true in

the other models as well. When voting on the economy, voters react first and

foremost to unemployment, an observation that is in line with the existing litera-

ture.5 For this reason, in the models that follow, I focus solely on the effects of

unemployment.

Figure 1 plots the predicted probabilities for the CSSD, the ODS, and the Green

party along with their 95 percentage confidence intervals with respect to the

approximate range of unemployment rate values encountered in the sample. The

slopes correspond to the marginal effects reported in Table 3.

The positive relationship between unemployment and the probability of voting

for the incumbent CSSD party contradicts the prediction of the responsibility

hypothesis (H1) but supports the notions of both issue ownership (H2) and luxury

goods voting (H4). Hypotheses H3 and H5 offer a further possibility to differentiate

between the two. Unfortunately, the insignificant influence of GDP across all

parties renders the result for H3 inconclusive. By comparison, the significantly

negative influence of unemployment on the probability of voting for the Green

party provides evidence in support of luxury goods voting (H5). The weak point of

the analysis is that to the extent to which there are voters who give up their vote for

the Green party to vote for the CSSD, the marginal effect for the Green party

reported in Table 3 would also include voters acting in line with the issue ownership

hypothesis. In other words, because the CSSD provides a material good as well as

owns unemployment, the extra votes it receives due to higher unemployment may

Table 3 Average marginal effects of economic variables (Model 1)

Party Average marginal effect of unemployment Average marginal effect of GDP

CSSD 0.008*** 3.9∙10�8

ODS �7∙10�5 8.8∙10�9

SZ �0.005** �2.7∙10�8

KSCM 0.001 �1.6∙10�8

KDU-CSL �0.002 �4.5∙10�8

Other �0.002 4.0∙10�8

Source: Czech Social Science Data Archive, Czech Statistical Office + authorial computation

Note: n ¼ 1164; *p-value <0.1, **p-value < 0.05, ***p-value < 0.01

5Paldam and Nannestad (2000) find that unemployment is the one macroeconomic quantity voters

are best informed about.
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be attributed to either of the two notions. Luckily, some additional insight may be

gleaned from looking at vote switchers. A difference of means test indicates that the

unemployment rates faced by those remaining loyal to the CSSD between 2002 and

2006 and those abandoning it do not differ significantly: it appears that those who

stuck with the CSSD did not do so because they needed it to resolve (higher)

unemployment. Zooming in on those who abandoned the incumbent party, one sees

that the unemployment rate faced by those turning to the Green party (6.2 percent-

age) was significantly lower than that faced by those supporting some other party

(8.8 percentage). These observations favor luxury goods voting over issue

ownership.

Table 4 presents yet another way to look at the results of Model 1. It lists all

statistically significant pair-wise comparisons of the coefficient estimate on the

unemployment rate. For example, the first row indicates that an increase in the

unemployment rate raises the probability of voting for the CSSD relative to the

ODS. It follows, logically, that the very same increase lowers the probability of

voting for the ODS relative to the CSSD. If the pair of political parties is not shown

in Table 4, then unemployment does not significantly alter their relative

probabilities.

There is a clear (positive) link between unemployment and electoral support for

left-wing parties. Voters from regions with higher unemployment are significantly

Fig. 1 Predicted probabilities for selected political parties (Model 1)

Source: Czech Social Science Data Archive, Czech Statistical Office + authorial computation
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more likely to vote for the CSSD relative to the ODS, the Green party, the

KDU-CSL, or the remaining parties; they are also more likely to vote for the

communist party in comparison to the Green party. This resembles the results of

Doyle and Fidrmuc (2003) who find that between 1990 and 1998 Czech voters in

areas with high unemployment demonstrated greater support for left-wing parties

(at that time in opposition). It also brings to mind the article by Kayser and

Grafstr€om (2016), which shows that left governments are punished more for

economic downturns (relative to right governments) because they provide post-

material goods. Here, it is the left parties that gain from unfavorable economic

conditions. The cause of this difference is that in Kayser and Grafstr€om (2016), left

parties provide post-material goods, while in the Czech context, they offer material

goods. However, the mechanism driving the loss/gain of electoral support appears

to be luxury goods voting in both papers.

Table 5 shows the marginal effects estimated in Models 2 and 3. Model 2 was

intended to test the clientele hypothesis (H6). There is some indication that the

probability of voting for the ODS party decreases in response to growing unem-

ployment relatively more for voters who are personally threatened by it (i.e., voters

with previous involuntary unemployment experience) than for those not threatened,

but it is not clear which party the voters are turning to instead. Nonetheless, judging

Table 4 Comparison of coefficient estimates between parties (Model 1)

Outcome comparison Coefficient estimate on unemployment P-value

CSSD vs. ODS 0.079 0.022

CSSD vs. SZ 0.132 0.001

CSSD vs. KDU-CSL 0.083 0.031

CSSD vs. other 0.099 0.040

KSCM vs. SZ 0.113 0.016

Source: Czech Social Science Data Archive, Czech Statistical Office + authorial computation

Table 5 Average marginal effects of unemployment (Model 2 and 3)

Average marginal effect of unemployment for

Voters w/

personal U threat

(n ¼ 186)

Voters w/o

personal U threat

(n ¼ 885)

Voters w/high

living standards

(n ¼ 458)

Voters w/o high

living standards

(n ¼ 613)

CSSD 0.010 0.007* 0.012** 0.004

ODS �0.011* 0.001 �0.002 �0.001

SZ 0.002 �0.005* �0.005* �0.002

KSCM 0.001 0.001 5∙10–4 0.001

KDU-

CSL

�1∙10–5 �0.001 �0.004 0.002

Other �0.002 �0.002 �0.003 �0.004

Source: Czech Social Science Data Archive, Czech Statistical Office + authorial computation

Note: n ¼ 1071; *p-value <0.1, **p-value <0.05, ***p-value <0.01
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by the magnitudes of the marginal effects for threatened voters, the CSSD would be

a reasonably good guess as the marginal effects would just about compensate.

Therefore, I do not reject the clientele hypothesis, although the evidence for it is

far from persuasive. Note that the results for non-threatened voters closely resemble

those of Model 1. It appears that luxury goods voting is driven by voters with no

prior experience of involuntary unemployment.

Model 3 tested the class interests’ hypothesis (H7). Its results provide no

evidence of affluent voters turning away from the CSSD under conditions of high

unemployment. However, once again, the results for voters with high living stan-

dards closely resemble those of Model 1, suggesting that economic voting on the

unemployment rate is driven by affluent voters.

Overall, the analysis yields consistent support in favor of economic voting

occurrence (with respect to the unemployment rate) in the 2006 general election.

Its mechanism, best attributed to the luxury goods model, appears to be driven by

voters who are better off in terms of living standards as well as experienced

unemployment. It could be that these voters are better informed about the state of

the economy, and as a result, their voting preferences reflect economic conditions

more accurately. Or, due to the relatively generous social security system in place,

better-off voters face relatively larger income fluctuations in response to changing

economic conditions than the rest, which lead them, in pursuit of their self-interest,

to base their voting choices on economic circumstances to a greater extent.

Conclusion

This paper uses opinion survey data matched with regional macroeconomic statis-

tics on gross domestic product and unemployment to determine whether economic

voting was present in the 2006 election for the Chamber of Deputies of the Czech

Republic, and, if so, which of the theories of economic voting most accurately

describe its effects.

Results show that voters from regions with higher unemployment rates are, on

average and other things equal, more likely to vote for the CSSD and less likely to

vote for the Green party; the average marginal effects are some +0.8 and �0.5

percentage points, respectively. When voting on the economy, voters reflect upon

unemployment only. I find no sound evidence that gross domestic product, too,

would enter into their electoral decision-making.

Which economic voting theory do these observations favor? The positive effect

of unemployment on the probability of voting for the incumbent party runs counter

to the responsibility hypothesis. I also reject the class hypothesis since, contrary to

its predictions, affluent voters show increased support for the left-wing CSSD party

at higher levels of unemployment. Issue ownership is initially in line with the

positive effect of unemployment on electoral support for the CSSD; however, its

second test is inconclusive and a set of difference of means tests for voters who

ceased voting for the CSSD between 2002 and 2006 offers comparatively more
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credibility to the luxury goods model of economic voting. Thus, it is the luxury

goods model that receives the most empirical support: under conditions of high

unemployment, voters are more likely to vote for the CSSD (and the political left in

general), which offers social protection, a material good, and less likely to vote for

the Green party associated with environment protection, a post-material good. The

more pronounced responsiveness of affluent voters to the unemployment rate may

be rationalized either by different levels of knowledge about the state of the

economy or by larger (potential) drops in income under unfavorable economic

conditions, the latter being in line with the clientele hypothesis.

The reader is invited to keep in mind that these results stem from one particular

election; thus, further investigation is required prior to any generalization. Also, the

models estimated employ electoral support and objective economic indicators. If

one were to perform the analysis with measures from popularity polls or subjective

perceptions, conclusions might differ.
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Social Expenditures and Poverty in Central
and Eastern European Union Countries:
A Causality Analysis

Yilmaz Bayar and Mahmut Unsal Sasmaz

Abstract Global wealth has increased significantly in recent years. However,

poverty and income inequality has stayed at high levels in some countries despite

the global economic expansion in the world during the past four decades. In this

regard, extensive measures by national governments and international institutions

have been taken to combat with poverty and income inequality at national and

international levels. Social protection expenditures by governments are one of the

prevailing policies to decrease the poverty and inequality in the world. This study

examines the causal relationship between social expenditures and poverty in

selected Central and Eastern European Union countries during 2005–2014 period

employing causality analysis. We found that there was no causal interaction

between social expenditures and poverty in our sample.

Keywords Social expenditures • Poverty • Causality analysis

Introduction

Many countries began to follow outward-oriented growth policies, and in this

context, they eliminated the constraints on flows of goods, services, and capital

gradually and liberalized their economies as of the 1980s with the impact of

accelerating globalization. As a result of the policies, global production, trade and

capital transfers, and in turn global wealth have raised considerably. However, one

of the most discussed parts of this process is that income inequality and poverty has

stayed high levels especially in underdeveloped and developing countries. It was

estimated that about 767 million people were living below US$1.90 per person per

day, in other words 10.7% of the world population were poor in 2013 (World Bank

2016:3). On the other side, Gini coefficient, which reflects the average within-

country inequality, was about 39, but income share of the high-income group has

been raising (World Bank 2016:10).
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In this article, we focus on the interaction between poverty and social expendi-

tures. No consensus about the definition of poverty has been realized, although

there have been many definitions in the literature. It is resulted from that measure-

ment and specification of poverty line are hard to be determined. However, absolute

poverty reflects money income which is necessary to meet basic needs (food,

clothing, and shelter), while relative poverty reflects the people who live below

prevalent living standards in a society (UNESCO 2016). Poverty has become one of

the crucial problems to struggle with for especially underdeveloped, developing,

and developed countries. On the other side, poverty has gained a global dimension

gradually in recent years, and therefore, poverty alleviation also has gained an

international concern. In this regard, governments employ fiscal policy instruments

such as government expenditures, government revenues, and public borrowing. Use

of social expenditures from public expenditures and more direct tax collection

instead of indirect tax from public revenues are the leading public policies in the

combat with poverty. For example, the share of public social expenditures (% of

GDP) increased to 24.1% in 2012 from 18.6% in 1980 in EU-21 countries (Akçacı

and Kocag 2012: 1403). In this study, we researched the causal interaction between

social expenditures and poverty in Central and Eastern European Union (CEEU)

countries during 2005–2014 period employing Dumitrescu and Hurlin (2012)

causality test. In the next part of the paper, empirical literature about the relation-

ship between social expenditures and poverty will be reviewed. Then data and

econometric methodology will be described in section “Data and Methodology”.

Section “Empirical Analysis” presents the major findings of the empirical study.

Finally, the study will be over with the Conclusion part.

Literature Review

The empirical literature generally has focused on the impact of social expenditures

on income inequality and poverty. Most of the empirical studies on the interaction

between social expenditures and income inequality have found that social expen-

ditures decreased the income inequality (e.g., see Niehues (2010); Afonso et al.

(2010); Bouvet (2010); Woo et al. (2013)). On the other side, empirical studies on

the relationship between social expenditures and poverty generally have found that

social expenditures decreased poverty (e.g., see Behrendt (2000); Nolan and Marx

(2009); Caminada and Goudswaard (2009); Sarisoy and Koc (2010); Caminada

et al. (2012); Celikay and Gumus (2014)).

In one of these studies, Behrendt (2000) researched the impact of social expen-

ditures on poverty in Luxembourg and found that social expenditures contributed to

the poverty alleviation. Nolan and Marx (2009) also conducted a similar study for

OECD countries and found that social expenditures decreased the poverty. On the

other hand, Caminada and Goudswaard (2009) analyzed the impact of social

expenditures on poverty alleviation in EU-15 and selected OECD countries and

found that interaction between two variables varies from country to country.
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In another study, Sarisoy and Koc (2010) examined the impact of public social

expenditures on poverty in Turkey during the period 2002–2008 employing regres-

sion analysis and revealed that increases in social expenditures reduced poverty.

Longford and Nicodemo (2010) also examined the impact of social expenditures on

poverty in some selected EU countries and found that social expenditures decreased

the poverty in some countries and this finding changed depending on the country. In

another study, Caminada and Goudswaard (2012) researched the impact of social

expenditures on poverty in OECD countries during 1985–2005 period and revealed

that social expenditures contributed to the decreases in poverty.

Lustig et al. (2013) examined the impact of social expenditures on poverty

and income inequality in Argentina, Bolivia, Brazil, Mexico, Peru, and Uruguay

and found that social expenditures reduced the poverty in Argentina, Brazil,

Uruguay, and Mexico. On the other side, Celikay and Gumus (2014) investigated

the impact of social expenditures on poverty in 26 regions of Turkey using panel

data analysis and found that increasing social expenditures decreased poverty.

Finally, Zwiers and Koster (2015) researched the impact of social expenditures

on poverty in EU countries in 2008 and revealed that social expenditures

decreased poverty.

Data and Methodology

Data

We used yearly values of Gini coefficient proxy for income inequality, social

protection expenditures as a percent of GDP, and total trade as a percent of GDP

in the study. Data availability was decisive in determination of sample and study

period. Our sample consisted of 9 CEEU countries (Bulgaria, Czech Republic,

Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia, and Slovenia), and study

period was 2005–2014. The summary of data description was given in Table 1.

We benefited from Stata 14.0, E-Views 9.0, and Gauss 11.0 software packages

for the econometric analysis of the study. The descriptive statistics and correlation

matrix of the variables in the study are presented in Table 2. The correlation matrix

showed that there was a negative correlation between both social expenditures and

poverty and trade openness and social expenditures.

Table 1 Data description

Variables Description Source

POV People at risk poverty (% total population) Eurostat (2017)

SOC Expenditures on social protection (% of GDP) Eurostat (2016)

TO Trade (% of GDP) World Bank (2017)

Source: Authors’ own elaboration
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Econometric Methodology

In this study, we will analyze the causal interaction among poverty, social

expenditures, and trade openness by causality test of Dumitrescu and Hurlin

(2012). In this context, first we will analyze the stationarity of the variables and

then implement the causal analysis.

Empirical Analysis

Cross-Sectional Dependency and Homogeneity Tests

We tested cross-sectional independency among the series with LM test of Breusch

and Pagan (1980), and the results were introduced in Table 3. The null hypothesis,

there is cross-sectional independency, was rejected at 1% significance level,

because p value was found to be 0.0070. We revealed a cross-sectional dependence

among the series. Furthermore, we analyzed homogeneity with delta tilde test and

adjusted delta tilde test of Pesaran and Yamagata (2008), and our findings revealed

that null hypothesis, there is homogeneity, was rejected and the cointegrating

coefficients were found to be heterogeneous.

Table 2 Descriptive statistics and correlation matrix

Variables Obs. Mean Std. dev. Min Max

POV 90 16.28556 4.372477 8.6 26.4

SOC 90 17.95778 3.412271 10.6 24.9

TO 90 130.9377 28.07577 70.27496 183.4055

Correlation matrix

POV SOC TO

POV 1 �0.5673 �0.4234

SOC �0.5673 1 0.1124

TO �0.4234 0.1124 1

Source: Authors’ own elaboration

Table 3 Results of cross-

sectional dependence and

homogeneity tests

Cross-sectional dependency tests

Test Test statistic p-value

LM (Breusch and Pagan (1980)) 57.471 0.0130

Homogeneity tests

Test Test statistic p-value

Delta_tilde 1.588 0.056

Delta_tilde_adj 1.991 0.023

Source: Authors’ own elaboration based on the results of the test
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Panel Unit Root Test

We analyzed integration levels of the variables by CIPS (cross-sectionally aug-

mented IPS (Im et al. (2003)) unit root test of Pesaran (2007), because we revealed

a cross-sectional dependency among the series. We conducted CIPS test, and

the results were given in Table 4. The findings indicated that POV, SOC, and TO

were I(1).

Causality Test

We analyzed the causal interaction among poverty, social expenditures, and trade

openness by causality test of Dumitrescu and Hurlin (2012), and the results were

presented in Table 5. The results showed that there was no statistically significant

interaction between the variables.

Table 4 Results of CIPS

panel unit root test
Variables Constant Constant + Trend

POV �0.715 (0.237) �0.516 (0.303)

d(POV) �4.402 (0.000)a �3.154 (0.001)a

SOC 1.682 (0.954) 1.513 (0.935)

d(SOC) �5.232 (0.000)a �4.826 (0.000)a

TO 0.226 (0.589) 0.919 (0.821)

d(TO) �5.232 (0.000)a �3.116 (0.001)a

Source: Authors’ own elaboration based on the results of the unit

root test

Note: aSignificance at 1% level

Table 5 Results of causality test

Null hypothesis W-Stat. Zbar-Stat. Prob.

DSOC does not homogeneously cause DPOV 2.07913 0.26249 0.7929

DPOV does not homogeneously cause DSOC 0.83058 �0.53208 0.5947

DTO does not homogeneously cause DPOV 1.29339 �0.23755 0.8122

DPOV does not homogeneously cause DTO 0.85160 �0.51870 0.6040

DTO does not homogeneously cause DSOC 1.62570 �0.02607 0.9792

DSOC does not homogeneously cause DTO 2.73346 0.67890 0.4972

Source: Authors’ own elaboration
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Conclusion

Poverty and income inequality have stayed high levels, although global wealth has

increased significantly as of 1980s. In this study, we analyzed the causal interaction

among social expenditures, trade openness, and poverty in CEEU countries during

2005–2015 period and revealed that there are no statistically significant interactions

among poverty, social expenditures, and trade openness, although the CEEU

countries generally increased their social protection expenditures during the same

period. This finding can be resulted from malfunctioning of the social protection

system, or the ratio of the poor in the EU generally goes below the global poverty

ratio. So it becomes harder to make improvements in these poverty levels. How-

ever, these countries should check their functioning of social protection systems

and take additional measures to increase the efficiency of the social protection

system.
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Are Health-Care Services Luxury Goods?

Paulina Ucieklak-Jeż, Agnieszka Bem, Paweł Prędkiewicz,

and Rafał Siedlecki

Abstract In the theory of economy, goods are often split into necessity goods

(necessities), which must be purchased for daily life, and luxury goods, which

satisfy other needs such as those attributable to social status. Many researches deal

with the problem of health-care services – some proved that there are luxury goods,

while some proved that health-care benefits are necessity goods. Based on literature

review, we have posed the following research hypothesis (H1): income elasticity

for health-care spending is lower than 1 in EU countries. We have analyzed the

relationship between total health expenditure per capita (THCEPC) and income –

represented by gross domestic product per capita (GDPPC). We have also incor-

porated other variables, characterizing society’s structure: Gini coefficient, a per-

centage of population at risk of poverty, health state self-assessment, and healthy

life years (HLY) indicator, separately for male and female population. We have

found that (1) decline in the value of the Gini coefficient increased the level of

THCEPC; (2) in the case of the female population, shortening of HLY stimulated

the growth of THCEPC, while for male population the relationship was reversed;

and (3) income elasticity of THCEPC is equal to 1.17, which means that health-care

benefits are luxurious goods, with income elasticity higher than 1. Data were

obtained from Eurostat Database, covering the years 2004–2014 (26 countries).

Keywords Health-care services • Income elasticity • Demand
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Introduction

In the theory of economy, goods are often split into necessity goods (necessities),

which must be purchased for daily life, and luxury goods, which satisfy other needs

such as those attributable to social status. That is way, by defining luxury goods,

economists often refer to characteristics such as exclusivity, rarity, or high quality.

However, this distinction between necessity goods and luxury ones depends on

many factors: individual needs, disposable income, economic development, and

sociocultural factors, such as traditions (Bochańczyk-Kupka 2014).

The aim of this paper is to answer whether health-care benefits are luxury goods or

not. Intuitively, health-care services can be treated as basic good, which are consumed

even forcibly. In the presence of illness or accident, we are forced to buy benefits, if we

want to keep the existing state of health – in these situations, financial situation does

not play a principal role. Spending on health, however, applies to many other

situations – in the case of prevention or esthetic dentistry, we can assume that, since

this kind of services does not contribute, in the short term, to save lives, expenditure

may be strongly related to financial situation – and along with the increase in income,

the share of expenditure in total households’ spending increases (Bem et al. 2014).

This problem is important not only from the point of view of academic discus-

sion but also has many practical and political implementations – if health-care

services are necessity good, the public sector intervention is strongly justifiable,

when market failure occurs (Costa-Font et al. 2011). In the case of uninsured

people, it usually leads to medical debt or even bankruptcy, creating important

access barriers (Doty et al. 2005; Seifert and Rukavina 2006).

Assuming that the health services are luxury goods, we can expect that those

expenses, in accordance with Engel’s law, appear only at high income, when basic

needs are met (Bochańczyk-Kupka 2014). That implies the analyses of income

elasticity, which shows how strong consumption response to changes in income. If

income elasticity is higher than 1, consumption increases faster than income – when

this elasticity is lower than 1, spending’s change is lower than the change in income.

We have posed the following research hypothesis (H1): income elasticity for

health-care spending is lower than 1 in EU countries. Our hypothesis assumes that

health-care services are necessity goods – they must be purchased regardless

patient’s financial situation. According to that, the ratio of health-care care expen-

diture (HCE) to income should decrease along with increasing income – which

implies income elasticity lower than 1.

It must be underlined that evidence coming from literature review is not fully

consistent. Kujawska and Kordalska (2015), based on data from 39 European

countries, found that overall income elasticity is higher than 1, but in countries

characterized by lower-than-average income, this elasticity is between 0.6 and 0.8.

Research on SAARC countries showed that income elasticity of HCE in lower than

1, both in the short and the long run (Khan et al. 2016), was confirmed in other

studies (Abdullah et al. 2017). Dreger and Reimers (2005), using data from

21 OECD countries, confirmed that income elasticity of HCE is below 1. Also
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Sen (2005) estimated that income elasticity of per capita expenditures is between

0.21 and 0.51 for 15 OECD countries. Costa-Font et al. (2011) using meta-analysis

method found that income of health-care demand is between 0.4 and 0.8 (lower than

1), which suggests that health-care services are necessity goods.

It seems that analysis’s horizon and level may influence final results. Okunade and

Suraratdecha (2000), using data from 21 OECD countries, found that in a short time,

income elasticity of HCE is lower than 1 (0.31), but in the long time, in some

countries (Canada, Denmark, Finland, France, Germany, Iceland, Italy, Portugal,

Spain, USA), health-care services tend to be a luxury good, while in others (Austria,

Belgium, Japan, Luxemburg, the Netherlands, New Zealand, Norway, UK), it seems

to be a necessity good. Yavuz, Yilanci, and Ozturk (Yavuz et al. 2013) estimated that,

in the case of Turkey, in the short run, income elasticity of HCE is lower than

1 (0.75), while in the long run, they confirmed lack of relationship between income

and health-care spending. Getzen (2000) concluded, by analyzing several researches

on micro-, regional, and macrolevel, that on individual level (microlevel), income

elasticity of HCE is near to 0, while on the macrolevel, it is higher than 1.

Data and Methodology

Our hypothesis requires the analysis on national level. In order to measure the level

of health-care expenditure (HCE), we have employed total health expenditure per

capita (THCEPC) and for income gross domestic product per capita (GDPPC), due

to the fact that most studies confirmed that income per capita was the most

important determinant of per capita expenditure on health (Sen 2005). Both vari-

ables are in PPP USD.

According to Prieto and Lago-Pe~nas (Prieto and Lago-Pe~nas 2012), the analysis
should include factors, which influence the volume of health-care spending,

because the rise in expenditures may be driven by other factors, like aging society

or technological change (see also Dreger and Reimers 2005). They also concluded

that income elasticity is very responsive to inclusion of other variables.

According to that, we have incorporated variables, other than income, describing

a social structure of European populations, like Gini coefficient (GINI) and a

percentage of population at risk of poverty (PRP), as well as variables characteriz-

ing population’s state of health: health state self-assessment (SPH) and expected

life span in good health (healthy life years – HLY), accordingly for female and male

populations (Table 1).

We have used a panel analysis method, using data from 26 European Union

countries (Austria, Belgium, Czech Republic, Estonia, France, Netherlands, Lith-

uania, Luxembourg, Germany, Poland, Slovakia, Slovenia, Hungary, Romania,

Bulgaria, Switzerland, Denmark, Finland, Greece, Spain, Iceland, Latvia, Norway,

Portugal, Sweden, Cyprus), covering the years 2004–2014. Data were obtained

from Eurostat Database. We have excluded from our analysis Romania and Croatia,

which became EU members after 2004.
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Results and Discussion

Using the weighted least squares method, we have estimated the model, where the

dependent variable is the total health-care expenditure per capita (THCEPC)

(Table 2).

Our analysis has shown decline in the value of the Gini coefficient (reduction in

income stratification in society) increased the level of expenditure on health (results

are statistically significant at the level α ¼ 0.05). Because the Gini coefficient

measures income stratification before social transfers, we can assume that the

smaller the value of this indicator, the greater the part of the population that can

afford to buy health benefits. What is important, the variable describing the risk of

poverty, after taking into consideration social transfers, has not been incorporated

into the model.

Interesting results have been observed in the case of relationship between health

expenditure and life expectancies in good health (HLY). In the case of the female

population, shortening of HLY stimulated the growth of THCEPC – if the period of

healthy life reduces, in particular, along with unchanged or even longer total life

span, a period of intense consumption of health benefits increases, resulting in an

overall increase in spending. Those relationships have proven to be highly

Table 1 Potential explanatory variables

Variable Definition

GDPPC Gross domestic product per capita

SPH Health state self-assessment

GINI Gini coefficient of equivalized disposable income before social transfers

PRP At-risk-of-poverty rate after social transfers

HLYf,

HLYm

The healthy life years (HLY) indicator is the expected remaining number of years,

lived from a particular age without long-term activity limitation. HLY is com-

puted as the life expectancy from which the expected number of years lived with

long-term activity limitations is subtracted. In this study we used HLY indicator

separately for male and female population

Source: own study

Table 2 Estimated model

Coefficient Standard error t-Student statistic p-value

Const �4.43918 0.448784 �9.8916 <0.0001 ***

GDPPC 1.17127 0.0353477 33.1358 <0.0001 ***

SPH 0.369246 0.190043 1.9430 0.0535 *

GINI �0.128853 0.0606137 �2.1258 0.0349 **

HLYf �0.305251 0.0838498 �3.6405 0.0004 ***

HLYm 0.381387 0.0965155 3.9516 0.0001 ***

Source: own analysis of data from the Albertina database

* significance level α ¼ 0.1, ** significance level α ¼ 0.05 *** significance level α ¼ 0.01
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statistically significant (significance level α ¼ 0.01). Our observation is consistent

with research, showing that although women live longer, their lives in old age is

often affected by disability (Bem and Ucieklak-Jeż, 2014a, b; Ucieklak-Jeż and

Bem 2015a, b). Conversely, for the male population, it has been shown that increase

in HLY was associated with an increase in THCEPC. The source of such depen-

dencies can be increased expenditure on preventive health care, which reduces the

risk of men’s premature death. This observation also shows different patterns of the

use of health benefits for men and women’s populations.
We have confirmed that along with the growth of GDPPC (income), health

spending also grows and the pace of this growth is faster than the growth rate of

GDP. Precisely, GDP growth by 1% results in increased health expenses of 1.17%,

which implies that income elasticity of health-care spending per capita (THCEPC)

is equal to 1.17 – and, in particular, that is greater than 1. This relationship is

statistically significant at the level α ¼ 0.01.

This means that the H1 hypothesis, formulated on the basis of literature review,

cannot be adopted. Research results have confirmed that health services, in the

countries of the European Union, at least in analyzed period, were luxury goods –

along with increasing wealth, the share of spending on health increases. Our results

are consistent with observations of Getzen (2000), who, using meta-analysis,

confirmed that at macro-level health services are luxurious goods, as well as results

of Kujawska and Kordalska (2015) who found that that overall income elasticity in

UE countries is higher than 1.

The estimated model is characterized by high fitting measures; in particular, the

coefficient of determination R-squared is equal to 96.7% (Table 3).

Conclusion

Studies related to the nature of the health benefits are still contemporary. The

relationship between the population’s state of health and economic growth seems

to be undeniable. This suggests the involvement of the State in actions supporting

equal access to health services, regardless of level of income. The hypothesis of the

necessity character of health-care provision justifies the State’s intervention in the

Table 3 Measures of the model fitting

Residual sum of squares 170.5335 Standard deviation of the depen-

dent variable

0.962711

Coefficient of determination

R-squared

0.966718 Adjusted R-squared 0.965813

F(3, 186) 1068.896 p-value for test F 7.1e�134

Logarytm wiarygodności �259.3295 Akaike information criterion 530.6591

Schwarz’ Bayes criterion 550.1412 Hannan-Quinn criterion 538.5510

Source: own study
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process of delivering and financing health-care services. A number of studies

confirmed this hypothesis. However, our research indicates that health care is a

luxury good in EU countries, at least in the period of analyses, which would suggest

that the State should adopt, in this area, the attitude, at least, neutral. This is very

questionable, due to social problems, especially in poorer European countries.

In this research, a panel analysis, for all EU countries, has been presented.

However, we can assume, based on the evidence from the literature, that, according

to a different character of health care, differences in social structure in EU coun-

tries, country-by-country analysis, would show other characteristics of health-care

demand. This is very important from the perspective of Poland or, broadly speak-

ing, CEE countries, which undeniably generate lower income level than Western

European countries. Kujawska and Kordalska (2015) found that income elasticity

for poorer European countries is lower than 1, on contrary to richer ones. We

surmise that our further research can confirm those findings. We assume that, apart

from GDP levels, Gini coefficient values can be an important factor, which split

countries into those characterized by low- and high-income elasticity.

Further research will be, so, extended in two directions: EU countries divided on

the basis of criterion of wealth (wealthy countries and poorer ones) and on the basis

of the criterion of the organization of the health-care provision system (Beveridge

system versus systems based on social insurance schemes). We expect that in the

richer countries, particularly in those where health care is funded within compul-

sory or voluntary health insurance, the income elasticity of the demand for health

services will be greater than in poorer countries, or those where the financing

system is based on taxes. We assume that systems based on, even compulsory,

health insurance can create some income barrier, due to mechanisms of demand

rationalization, as, for example, cost sharing, or relatively narrow basket of health-

care services, offered within insurance plans. On the other hand, system based on

national health care can create barriers, which do not have, necessarily, a financial

dimension, but through unmet health needs, it forces patient to move toward private

sector, which implies service’s fees.
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The Relationship between Corruption and Tax
Burden: The Moderator Effect of Strength
of Auditing and Reporting Standards

Gul Yesilcelebi and Nazli Keyifli

Abstract The aim of this study is to examine the moderator effect of strength of

auditing and reporting standards on the relationship between corruption and tax

burden in the Organisation for Economic Co-operation and Development (OECD)

countries. The study was conducted on annual data during the period 2011–2015

about the corruption, tax burden and strength of auditing and reporting standards of

OECD member countries. In this context, data of corruption (Corruption Percep-

tions Index – CPI) were collected from Transparency International – the Global

Coalition against Corruption; data of tax burden were collected from International

Monetary Fund (IMF) database, and data of strength of auditing and reporting

standards were collected from The Global Competitiveness Reports. The study

analysed the relationship between corruption and tax burden and the moderator

effect of strength of auditing and reporting standards on the relationship between

two variables by the panel data analysis. The results of this analysis showed that

have significantly and a negative relationship between corruption and tax burden;

strength of auditing and reporting standards have significantly and a positive

strengthen relationship between corruption and tax burden.

Keywords Auditing and reporting standards • Corruption • Tax burden • Panel

data analysis • Moderator

Introduction

Auditing, accounting and reporting standards seek to make financial information

transparent and accountable (Malague~no et al. 2010). When the prior studies

examined, there are many studies investigating the relationship between corruption
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and tax burden (Ghura 1998; Brasoveanu and Brasoveanu 2009) and accounting

and corruption (Kimbro 2002; Wu 2005; Malague~no et al. 2010; Houqe and Monem

2013), but there is no study to investigate the relationship between accounting and

tax burden.

Ghura (1998) examined the level of economy policies and corruption impact on

tax revenue and GDP. This study covered on 39 African countries and the period for

1985–1996. Results of the study showed that there is a negative relationship

between corruption and tax burden.

Brasoveanu and Brasoveanu (2009) analysed the evolutions and the correlation

between overall tax burden and corruption. The analysis was conducted for

European Union (EU) 27 members, for the period 1995–2008. The results showed

that there was a negative correlation between tax burden and corruption in EU

12 members, a positive correlation between tax burden and corruption in EU

12 members and no correlation between tax burden and corruption in EU

3 members.

H1 There is a negative relationship between the corruption and tax burden.
Kimbro (2002) investigated the effects of economic, institutional and cultural

variables on corruption. The author concluded that the perceptions of corruption are

negatively related to accounting quality.

Wu (2005) examined the relationship between corporate accounting practices

and corruption. In the study, accounting information standards was used as a

corporate governance indicator. Finally, the author found that better accounting

practices can help reduce corruption.

Malague~no et al. (2010) examined the relationship between the perceived level

of corruption and accounting and auditing quality. The research results showed that

accounting and auditing quality are negatively and significantly related to the level

of perceived corruption. The authors suggested that countries can reduce the level

of perceived corruption by improving accounting and auditing standards to provide

the transparency of financial reporting.

Houqe and Monem (2013) investigated the role of accounting information in

reducing corruption after controlling for the effects of economic development and

political institutions. In the study, data covered from 166 countries over the period

1996–2011. Result of the study showed that countries tend to reduce corruption

should enhance in quality of accounting standards.

The prior studies on accounting and corruption showed that there is a negative

relationship between the corruption and strength of auditing and reporting

standards.

H2 Strength and/or direction of the effect of corruption on tax burden will vary
according to the strength of auditing and reporting standards (moderator
hypothesis).

As a result of literature review, there are many studies investigating the effects of

corruption on public revenues and expenditures, but there is no study to address the

relationship between tax burden, corruption and accounting standards. In particular,

the study examines empirically the relationship between tax burden, corruption and
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accounting standards in order to address the gap in the relevant literature. In the

study, the relationship between corruption and tax burden is examined by consid-

ering the moderator effect of accounting standards and trying to contribute to the

related literature.

The paper consists of four sections. In the first section, literature review relates to

corruption, tax burden and accounting, auditing and reporting standards and

research hypothesis created. Following this, the methodology used in the analysis

is identified. Then, in the next section, empirical findings were given. In the final

section, it provides a summary of the analysis.

Data and Methodology

In the study, the relationship between corruption and tax burden and the moderator

effect of strength of auditing and reporting standards on the relationship between

two variables are analysed by the panel data analysis. In the analysis, annual data

during the period 2011–2015 was used for OECD countries (total of 34 countries:

Australia, Austria, Belgium, Canada, Chile, Czech Republic, Denmark, Estonia,

Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Israel, Italy, Japan,

South Korea, Luxembourg, Mexico, Netherlands, New Zealand, Norway, Poland,

Portugal, Slovak Republic, Slovenia, Spain, Sweden, Switzerland, Turkey, United

Kingdom and the United States). The dataset consists of 34 countries over the

period 2011–2015 with 170 observations. Variables and sources are described in

Table 1.

Dependent Variable

Dependent variable is tax burden (TB) in the analysis. Tax burden of countries was

calculated as total tax revenues over the gross domestic product (GDP). On the

other hand, tax burden of countries equals tax revenues as a percent of GDP. Data of

tax burden were collected from IMF Database.

Independent Variable

Independent variable is corruption (CPI) in the analysis. Corruption level of

countries is measured by Corruption Perceptions Index (CPI) that is published by

Transparency International Coalition. The index scores countries vary from

0 (highly corrupt) to 10 (lowly corrupt), so it means a higher CPI score reflects

less corruption and a lower CPI score reflects high corruption. In this context, data

of corruption (Corruption Perceptions Index – CPI) were collected from
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Transparency International – the Global Coalition against Corruption. In the study,

CPI scores are reversed and used as formula CPI ¼ 10-CPI.

Moderator Variable

Moderator variable is strength of auditing and reporting standards (ARS) in the

analysis. Strength of auditing and reporting standards is measured by The Global

Competitiveness Reports published by World Economic Forum. Data of strength of

auditing and reporting standards were collected from The Global Competitiveness

Reports.

Descriptive statistics have been analysed to obtain information about the dataset.

Descriptive statistics are given in Table 2.

As it can be seen in Table 2, during the analysis period (2011–2015), the mean

value of tax burden in the countries is 40.38%, minimum value is 20.91%, and

maximum value is 57.3%. The mean value for corruption also is 3.08, the minimum

value is 0.5, and maximum value is 7.0. So the mean of level of perceived

corruption in OECD countries is low.

A simple diagram of the basic panel data regression model is as follows:

Yit ¼ αit þ βkit þ Xkit þ uit i ¼ 1, 2, . . . ,N t ¼ 1, 2, . . . , T ð1Þ

According to the research hypotheses, the research model was constructed as

follows:

Table 1 Variables and sources (2011–2015)

Variable

type Variable name Variable description Source

Dependent

variable

Tax burden (TB) Tax burden (TB) of countries was

calculated as total tax revenues/gross

domestic product (GDP)

The IMF

database

Independent

variable

Corruption (CPI) The corruption perceptions index

(CPI) ranks countries in terms of the

degree to which corruption is per-

ceived. Index units, 10 ¼ least cor-

rupt, 0 ¼ most corrupt. In the study,

CPI scores reversed

The transpar-

ency

international

Moderator

variable

Strength of auditing

and reporting stan-

dards (ARS)

Strength of auditing and reporting

standards (ARS) was measured by a

question – ‘In your country, how

strong are financial auditing and

reporting standards? [1 ¼ extremely

weak; 7 ¼ extremely strong]’

The global com-

petitiveness

reports

Source: The Transparency International (2011–2015), The IMF Database (2011–2015) and The

Global Competitiveness Reports (2011–2015)
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TBit ¼ β0 þ β1CPIit þ β2CPI
∗ARSit þ uit ð2Þ

i ¼ 1, . . . N; t ¼ 1, . . . ,T

In the equation, symbol of ‘TBit’ indicates the dependent variable, level of tax

burden; the symbol of ‘CPIit’ indicates the independent variable, corruption per-

ceptions index; the symbol of ‘CPI*ARSit’ indicates the moderator variable, mul-

tiply corruption perceptions index and strength of auditing and reporting standards;

and the symbol of ‘uit’ indicates the error term.

Results and Discussion

In the model that is planned to be established, firstly it is decided whether unit

and/or time effects are present or not. The presence of unit and time effect was

tested by LR test. LR test results are presented in Table 3.

According to the LR test result, the hypothesis that the unit effect is H0 ¼ 0 is

rejected with a certain result such as 95% (its confidence level is 95%). There is a

unit effect in the model, and the result is that the classical model is not suitable.

According to the test result with a certain rate (at the 95% confidence level), the

hypothesis that the time effect is H0 ¼ 0 could not be rejected. As a result of the

tests carried out, it was understood that the unit effect is present in the model but

time effect is not. The present of unit effect was tested separately by F test and LM

test in the Table 4.

Table 2 Descriptive statistics

Variable name Observation Mean Std. dev. Min. Max.

Tax burden 170 40.38 8.76 20.91 57.43

Corruption 170 3.08 1.63 0.5 7.0

Moderator 170 15.64 7.12 3.05 33.6

Source: own analysis of data from the dataset

Table 3 The trial of unit and

time effect: LR test results
Prob.

Unit effect 0.000

Time effect 1.000

Source: own analysis of using LR

Table 4 The trial of unit

effect
Test type Test statistic Prob.

F test 375.01 0.000

LM test 326.55 0.000

Source: own analysis of using F and LM
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According to both test results, the hypothesis that the unit effect is H0 ¼ 0 is

rejected at 95% confidence level. As a result, the model to be installed is the result

of unit effect. After determining the presence of unit and/or time effects, the

Hausman test was performed to determine whether these effects were fixed or

random, and the correct predictor was tried to be reached. Panel data results are

given in the Table 5.

In order to choose between the fixed effect model and random effect model, the

Hausman (1978) test was conducted. In the Hausman test, the hypothesis H0 ¼ 0 is

based on the hypothesis random effects are valid. In the result of the test statistic, if

H0 6¼ 0, it is assumed that fixed effects estimator is consistent. A probability value in

the Hausman test results was greater than 5%, which is the result of the random

effect model.

The results of the analysis showed that have significantly ( p ¼ 0.003) and a

negative relationship between corruption and tax burden; strength of auditing and

reporting standards have significantly ( p ¼ 0.008) and a positive strengthen rela-

tionship between corruption and tax burden.

Conclusion

The study examined the moderator effect of strength of auditing and reporting

standards on the relationship between corruption and tax burden in the OECD

countries. The study was conducted on annual data during the period 2011–2015

about the corruption, tax burden and strength of auditing and reporting standards of

OECD member countries.

The results of the analysis showed that have significantly and a negative rela-

tionship between corruption and tax burden. The empirical results confirm results of

prior studies to the relation on corruption and tax burden (Ghura 1998; Brasoveanu

and Brasoveanu 2009). The results of the analysis showed that strength of auditing

Table 5 2011–2015 period OECD countries panel data results

Dependent variable: tax burden

Independent variable Fixed effect Random effect

Corruption (CPI) �1.717 (0.007)a �1.828 (0.003)a

Moderator (CPI*ARS) 0.296 (0.009)a 0.296 (0.008)a

Constant 41.03 (0.000)a 41.38 (0.000)a

Number of observations 170 170

R2 0.055 0.051

F-Statistic 0.000a 0.010a

Hausman test 0.390

Source: own analysis of using stata
a1% significance
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and reporting standards have significantly and a positive strengthen relationship

between corruption and tax burden. The analysis results support that strength of

auditing and reporting standards moderates the relationship between corruption and

tax burden.
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Different Approaches in Business Information
Disclosures in European Annual Reports

Marcela Žárová

Abstract This paper compares information disclosure in annual reports in British

accounting regulatory system with information disclosure requirements for annual

reports in Continental European accounting regulatory systems represented by

Czech accounting. In spite of the fact that legal framework for information disclo-

sure in annual reports, Directive 2013/34/EU, is identical for companies in both

systems, in the UK and in the Continental Europe, this paper brings evidence about

fundamental differences in information disclosure between systems. Moreover,

results from the comparison confirm hypothesis that in countries with widespread

ownership of companies by shareholders who do not have access to internal

information, there is a pressure for information disclosure in annual reports.

Keywords Information disclosure • Continental European approach • British

approach

Introduction

As European countries operate within two different legal systems, it is evident that

there is no unified European approach to financial reporting and disclosing infor-

mation in annual reports. Disclosure of information in annual reports is based not

only on different legal backgrounds but also on different tradition and policies

introduced in above-mentioned environments. Despite the fact that Alexander and

Archer (2000) suggested that it is a myth that there is a coherent group of countries

that was using Anglo-Saxon accounting, this paper uses comparison of simplified

British approach against Continental European. Facts that come from the compar-

ison of these approaches do not necessarily bring a clear view on which approach is

better (Žárová 2016). Even if we admit that there is no clear answer on which
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approach is better, there is evidence that UK companies have a longer tradition to

disclose and publish business information.

For the purpose of this article, the Czech accounting regulatory system, as a

representative of Continental European approach, has been chosen. Characteristic

features of this accounting regulatory system are that financial reporting is regu-

lated by law, which is too detailed on one hand, and on the other hand most

legislators are not well informed about accounting concepts and technicalities of

financial reporting. At the second, the stock exchange is less important; companies

obtain majority of their funds from banks and other financial institutions McGee

(2008). As companies in Britain are more dependent on financial sources from stock

exchanges, British companies developed strategies concerning information disclo-

sure in annual reports a long time ago. The approach used in British model could be

used for the decision on what kind of information should be disclosed. This paper

brings observation of good practice of British companies.

As there is no systematic research in the Czech Republic on information

disclosure in annual reports and requirements on business model disclosure in the

UK that is rather new, this paper uses research and field study papers provided by

Financial Reporting Council (FRC Lab 2016). This paper compares British and

Czech accounting systems, highlights experience from both systems and tries to

give answer whether British system could bring new aspects into information

disclosure attitude in Continental European tradition.

Regulatory Frameworks and Methodology

The development of the Czech Accounting system has been finalized before the

Czech Republic joined the European Union (EU) in May 2004. Since January

2004, legislation framework was enhanced into three separate regulatory levels:

Accounting Act, Decrees to Accounting Act and Czech Accounting Standards

(CAS). Accounting Act is prepared by the Ministry of Finance and approved by

the Parliament; Decrees to Accounting Act and CAS are issued by the Ministry of

Finance. On the other hand, the Ministry of Finance admits the possibility of

existence of a rule-making body since 2004 (Žárová 2011) but not once was any

professional body asked to do it. Last amendment of the Act on Accounting is a

consequence of the Directive 2013/34/EU. This Directive aims at designing and

delivering regulation of the highest quality while respecting that the administra-

tive burdens are proportionate to the benefits they bring. Amended Act on

Accounting came into force since 1 January 2016. As a part of the amended

Act, requirements concerning published information in annual report have been

completed.

In the UK, corporate reporting is regulated by the Government and Financial

Reporting Council (FRC). FRC is originally established in 1990 to be responsible

for setting and monitoring the UK accounting standards. The number of activities
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has been increasing since 1990. At present FRC sets standards for corporate

reporting, audit and actuarial practice and monitors and enforces accounting and

auditing standards. FRC also oversees the regulatory activities of the actuarial

profession and the professional accountancy bodies and operates independent

enforcement arrangements for public interest cases involving accountants and

actuaries. The aim of the FRC is to promote high-quality corporate governance

and reporting to foster investment.

The aim of this paper is to compare information disclosure in annual reports in

British accounting regulatory system with information disclosure requirements for

annual reports in the Czech Republic. As the paper analyses legal requirements on

accounting information disclosure in annual reports which is regulated by the Act

on Accounting, content analysis was used. Then method of comparison was used to

compare disclosure information required by the Act in the Czech Republic with

information disclosure in annual reports primarily prepared for shareholders.

Results and Discussion

Due to regulation of accounting in Europe by Directives, there is a space for

different transposition of accounting Directives into national legislative system.

Even in unified Union accounting legislation, there are differences in financial

reporting. Using a widespread opinion that there exists British approach against

Continental one (Nobes and Parker 2008; Nobes and Parker 2012; Flower 2002),

this paper brings experience of accounting disclosure in annual report from the UK

and the Czech Republic as an example of an accounting system with Continental

European approach. This paper compares best practice of UK companies with

information disclosure requirements for annual reports by representatives of Con-

tinental European approach based on disclosure requirements set by Directive

2013/34/EU.

Nobes and Parker (2012) and Flower (2002) see clear distinction between

answer on the question, “What is primary objective of financial statements in

Europe?” “Primary objective in simplified British approach is to provide informa-

tion for capital market. Primary objective in simplified Continental European

approach is to regulate distributions to stakeholders,” while in the preface of the

Directive 2013/34/EU is stated that “annual financial statements pursue various

objectives and do not merely provide information for investors in capital markets

but also give an account of past transactions and enhance corporate governance”.

Moreover there is a stress on the fact that Union accounting legislation needs to

strike an appropriate balance between the interests of the addressees of financial

statements and “the interest of undertakings in not being unduly burdened with

reporting requirements”. It is emphasized that disclosure of accounting policies is

one of the key elements of the notes to the financial statements. Such disclosure

should include, mainly, the measurement bases applied to various items, a
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statement on the conformity of those accounting policies with the going concern

concept and any significant changes to the accounting policies adopted. Moreover

Directive states that “information should not be restricted to the financial aspects of

the undertaking’s business only, and there should be an analysis of environmental

and social aspects of the business necessary for an understanding of the undertak-

ing’s development, performance or position”.

Czech Experience

In the Czech Republic, accounting information disclosure in annual reports is

regulated by the Act on Accounting. The Act determines obligation to prepare

annual reports according to categories of undertakings.

Obligation to prepare annual report has audited accounting entities. These

entities have obligation to disclose financial and nonfinancial information.

Medium-sized, small-sized entities and micro entities are obliged to disclose only

financial information in annual report. As medium-sized, small-sized entities and

micro entities have exception from obligation to disclose nonfinancial information,

this paper will not concern these entities.

The Act on Accounting regulates disclosure of audited accounting entities. All

audited accounting entities have obligation to prepare annual report in order to

provide overall, well-balanced and comprehensive information on their perfor-

mance, activity and current economic position. Annual report shall include finan-

cial statements.

The Act determines that besides that information in annual report which pro-

vides overall, well-balanced and comprehensive information on entity’s perfor-

mance, activity and current economic position including financial statements, there

is an obligation to publish other financial and nonfinancial information. Financial

and nonfinancial information are to be presented at least on:

• After balance sheet dates events and all material information with regard to

compliance with the purpose of an annual report

• The expected development of the accounting entity’s activity
• The activities in research and development

• Acquisition of own shares

• The activity in the field of environmental protection and in labour relations

• The fact whether company has an organizational branch abroad

• Including other information required by other statutory provisions

Accounting entity holding financial instruments or other similar financial instru-

ments has obligation to disclose material information in order to assess a certain

accounting entity’s property and other assets, equity and liabilities, to recognize

financial position of entity and profit or loss. Additional information is to be

disclosed on:

284 M. Žárová



• Objectives and methods of the company’s risk management, including its

policies for hedging all types of planned transactions, for which hedging deriv-

atives are used

• The pricing, credit and liquidity risks and also cash-flow risks faced by the

accounting entity

The Act on Accounting determines conditions, methods and places, where

information shall be published.

British Experience

In August 2013, the UK Government published new Regulations1 for the strategic

report and directors’ report. The UK Strategic Report Regulations, applicable for

periods ending on or after 30 September 2013, introduced a requirement for quoted

companies to disclose their business model. This brought a requirement to disclose

the business model into law for the first time, having been required under the UK

Corporate Governance Code since 2010 (on a “comply or explain” basis), and is

seen as having codified common market practice.

As assistance to public, in June 2014, FRC published non-mandatory Guidance

on the Strategic Report which recommends the following information be described

in the business model disclosure (FRC 2014):

• How the entity generates or preserves value over the longer term

• How the entity captures that value

• What the entity does and why it does it

• What makes the entity different from, or the basis on which it competes with, its

peers

• High-level understanding of how the entity is structured

• High level understanding of the markets in which it operates and how it engages

with those markets

• Broad understanding of the nature of the relationships, resources and other

inputs that are necessary for the success of the business

The FRC encourages entities to prepare a high-quality strategic report which

provides shareholders with a holistic and meaningful picture of an entity’s business
model, strategy, development, performance, position and future prospects (FRC 2015).

Within FRC structure, several committees provide research and assist public to

develop guidance on topics concerned. In order to develop pragmatic solutions to

today’s reporting needs, the Financial Reporting Lab was launched in 2011 to

provide an environment where investors and companies can come together. The

Lab works on different project with companies, investment organisations and retail

1The Companies Act 2006 (Strategic Report and Directors’ Report) Regulations 2013 (the

“Regulations”).
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investors to bring insight and understanding to a number of key areas of financial

reporting (FRC 2016). One of project concerning business model reporting includes

disclosure. Results from the survey is summarised in text below.

Results from the Survey

Financial Reporting Lab analyzes information and summarizes that investors want

more detailed information than most companies are currently providing, although

they note that this should not lengthen the disclosure significantly. Instead, inves-

tors want companies to better use the space currently taken by the disclosure, to

provide relevant factual information.

1. Opinion of investors on disclosed information in annual report (results from the

survey are divided on opinion of three groups of investors).

• Most investors want the company to include information about where it sits in

the value chain, key divisions and their contribution and legal structure, key

markets and market segments, its competitive advantage, key inputs (assets

and liabilities, relationships and resources) and how they are maintained/

enhanced, key revenue and profit drivers, value created for other stakeholders

that support economic value generation and statistics to indicate relative

importance of elements.

• Many investors also want to know direct threats and market share.

• Some investors also want culture and values, SWOT analysis, purpose,

investment plans, how the business model is likely to evolve, cash flow,

capital and assets allocated to business, ROE (return on equity), ROCE

(return on capital employed) or ROA (return on assets).

2. Consistency of disclosure

• Many companies are making significant changes to disclosure each year, in

an effort to improve the disclosure. While investors appreciate the improve-

ments, they need to check the disclosure carefully to ascertain whether the

underlying structure, or only the disclosure, has changed.

• Investors would like companies to develop one high-quality disclosure and

use it consistently across the different reporting channels, which will give the

investment community confidence that the disclosed business model is the

real business model. Some investors believe companies could use digital

capabilities to better present their business model on the corporate website,

in a manner that is easy to access and assimilate.

• Once the business model disclosure has been clearly defined and meets investor

needs, investors expect that companies will only modify the disclosure to

reflect changes to the model. Changes in the year, and forthcoming changes,

should be clearly identified, including their rationale. Companies should

consider how best to communicate significant business model changes – a
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small number of investors believe the inclusion of both pre- and post-change

business models in the year of change may be helpful in some cases.

3. General observations from survey

• Investors need more detail than it is currently provided by most companies.

Investors ask companies to assume the reader knows nothing about the

company and provide disclosure that stands alone in describing the business

model – something as fundamental as stating what the company does is often

omitted from the disclosure as it is described elsewhere in the annual report or

is assumed knowledge.

• In particular, investors find disclosures are often lacking information that

answers questions such as:

– What are the key revenue and profit drivers and how do profits convert to

cash?

– Are there any key asset and liability items that support the business model?

– What is the competitive advantage?

• Many companies express concern that disclosure of their competitive advan-

tage is commercially sensitive and could jeopardize the company’s prospects.
However, investors believe companies can balance commercial sensitivity

with providing sufficient disclosure to enable them to understand what

differentiates the company. They are not looking for the “secret recipe” to

be published.

4. Linkage between strategic report and business model in annual report

• Investors refer to key areas in addition to the strategic report linkage men-

tioned above: segmental reporting, main income statement items, key balance

sheet items, accounting policies, cash flow statement, employee numbers and

cost disclosure.

Conclusion

This paper compares information disclosure in annual reports in British accounting

regulatory system with information disclosure requirements for annual reports in

Continental European accounting regulatory systems represented by Czech

accounting. In spite of the fact that legal framework for information disclosure in

annual reports, Directive 2013/34/EU, is identical for companies in both systems, in

the UK and in the Continental Europe, this paper brings evidence about fundamen-

tal differences in disclosure regulation between systems.

In the UK, companies are regulated by the Companies Act, approved by the

Parliament, and by financial reporting standards issued by professional institution,

Financial Reporting Council (FRC). For the purpose of information disclosure in

annual report, the UK Government published new Regulations for the strategic
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report and directors’ report in Company Act and FRC published non-mandatory

Guidance on the Strategic Report which recommendations. In order to develop

pragmatic solutions to today’s reporting needs, FRC established the Financial

Reporting Lab to provide an environment where investors and companies can

come together. Financial Reporting Lab is used by companies as a learning

space, where new reporting formats are tested with investors, and investors can

indicate areas where management can add greater value through the information

they provide. Financial Reporting Lab focuses, as a centre for innovation in

reporting, on gathering and sharing evidence from the market and provides the

broader corporate community with feedback from shareholders on the value that

new reporting formats bring (FRC 2017). While in the Czech Republic information

disclosure requirements for companies are regulated by the Act on Accounting

where Directive 2013/34/EU was transposed, accountants on the continent must

follow the rules. This is also an aspect of difference in the relative importance of the

accountancy profession and the state under the both approaches (Žárová 2016).

Survey prepared by the UK Financial Reporting Lab confirms hypothesis that in

countries with widespread ownership of companies by shareholders who do not

have access to internal information, there will be a pressure for disclosure, audit and

“fair” information (Nobes and Parker 2012). In most Continental European coun-

tries, the comparative lack of “outside” shareholders has meant that external

financial reporting has been largely invented for the purpose of protecting creditors

and for government, as tax collectors or controllers of economy. It does lead to

uniformity.
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What Are the Origins of New Leasing
Conceptual Models and How TheseModels Are
Coming True in IFRS 16?

Mariana Peprnı́čková

Abstract The paper examines an origin of newly accepted lease accounting rules

under IFRS 16. In historical context, searches for circumstances that had affected

certain steps made by IASB in whole developing process of the new standard

include also FASB’s role and perspectives. The conceptual lease accounting

approaches are discussed in general in context with existing rules set out in IAS

17. The originally proposed innovative lease conceptual models are being analysed

and compared in perspective of newly accepted IFRS 16. The substantial change of

lessee accounting embodied in IFRS 16 has its origin in the proposed single

approach by G4+1 in 1996, resp. 2000. The proposal of symmetrical solution for

lessor accounting wasn’t finally achieved due to its complexity and lack of pro-

spective benefits. Finally, the 10-year joint project of IASB and FASB on improve-

ment of lease accounting did not result into two same standards.
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Introduction

Development of new accounting approach for leases had become a major objective

for IASB and FASB for past several years. In fact, the real process which resulted in

new IFRS 16 with effective date 1 January 2019 took place for almost 10 years. The

almost decade was the necessary time for global standard setters to create through

transparent public professional discussion a new standard which finally was able to

sufficiently satisfy efficiency of current financial markets in global view. The most

interesting fact is that the origin of new rules for lease accounting was founded even

the decade before the IASB and FASB started the major project leases. When taking

into consideration the historical context and especially the roots from very begin-

ning past, it might be possible to determine and understand the reasons for newly
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accepted accounting rules in lease area. Also reasons for the ten long period of

developing the new lease standard can be multifactorial – a complexity of global

professional consensus, politics, development of global economics etc.

The paper’s aim is to analyse the accounting conceptual models which were

purposed and finally agreed by the Boards in new IFRS 16 with taking into

consideration the related historical development of circumstances with effect on

the whole developing process. Those circumstances are assumed to be also explan-

atory for newly accepted lease accounting conceptual models. According to the

analysis, the paper has also intention to compare these conceptual models between

each other on professional level.

IAS 17 was issued by IASC in September 1982 with effective date 1 January

1984. The basic classification to financial and operating leases was followed from

SFAS 13, which was issued in 1976 by FASB. In 1996 the IASC executive

committee debated how to proceed the revision of IAS 17, called for by the core

standards agreement (Camfferman and Zeff 2007). Although at that time the group

G4+11 was concluding work on its discussion paper Accounting for Leases: A New

Approach written by Warren McGregor, the IASC, in view to fulfil the core

standard agreement with IOSCO, had chosen to make just a limited revision of

IAS 17. However, the new approach set out in the discussion paper prepared by G4

+1 was to abolish the distinction between operating and finance leases, and instead

the rights and obligations of all leases that met the definitions of assets and

liabilities would be recognised on the balance sheet, and differences between

types of leases would be reflected in measurement (McGregor 1996). Another

discussion paper was issued by G4+1 in 2000 to explore a conceptual approach to

accounting for leases based on the financial reporting principles by the standard-

setting bodies represented in the G4+1 (Nailor and Lennard 2000).

The IAS 17 approaches had begun to be criticised officially in 2005 by the US

SEC, because of that the standard rules can result in very different accounting for

transactions that are economically very similar (IFRS Foundation 2006).

Although there are existing lease accounting standards, these standards are

regarded as out of date and unnecessarily complex and result in reporting that

does not properly represent leasing transactions (IFRS Foundation 2006).

Lease Conceptual Models

Researchers on financial reporting of lease most often discuss the use and related

effects for financial statements from the perspective of operating vs. capital lease

accounting, while the distinction is whether method is applied on lessee’s or lessor’s

1The G4+1 was a group consisting of representatives of accounting standard setters from

Australia, Canada, New Zealand, the United Kingdom, the United States, and the International

Accounting Standards Committee (IASC).
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financial statements. In case of lessee, the operating lease accounting means that the

lessee recognises rent expense on the income statement and does not recognise

lease assets or lease liabilities in the balance sheet. The capital lease accounting

means the lessee initially recognises a lease asset and a lease liability in the balance

sheet and subsequently records interest expense on the liability and depreciation

expense on the asset.

In case of lessor accounting the reporting, a rental agreement as a capital lease

instead of an operating lease does not add new liabilities or assets to the lessor’s
balance sheet. Instead, amounts are reclassified from property under lease to lease
receivable (Lipe 2001). Moreover, these amounts are similar at lease inception.

Nevertheless, subsequent recognition for operating leases produces rental revenue

and depreciation expense, whereas capital leases generate interest revenue. Gener-

ally, capital lease accounting cases the lessor to recognise larger amounts of income

in the early years of lease. This fact is caused by the method used for discounting

cash flows embodied by lease receivable.

Existing Approach by IAS 17

Existing lease accounting approach embodied in IAS 17 is based on distinguishing

capital and operating lease accounting. According to IAS 17 lease is classified as a

finance lease if it transfers substantially all the risks and rewards incident to

ownership. The IAS 17 specifies 8 situations that might normally lead to a lease

being classified as a finance lease. All other leases are classified as operating leases.

When the lease is treated as finance lease, the lessee records the finance lease as

an asset and a liability at the lower of the fair value of the asset and the present value

of the minimum lease payments. Finance lease payments should be apportioned

between the finance charge and the reduction of the outstanding liability (the

finance charge to be allocated so as to produce a constant periodic rate of interest

on the remaining balance of the liability). The lessor records a finance lease in the

balance sheet as a receivable, at an amount equal to the net investment in the lease,

and recognises finance income.

If a lease is an operating lease, the asset is not recorded on the lessee’s balance
sheet, and the lessee records the lease payments as an expense in the income

statement over the lease term as it becomes payable. The lessee is not required to

record either an asset or a long-term liability on the balance sheet. However, the

lessee must disclose, at least in a note to the financial statement certain amounts of

future minimum lease payments.

Existing lease accounting concepts were based on that assessment of ownership

depends on the economic substance rather than the legal form of the lease contract.

That is illustrated by making clear that the quantitative criteria set by the standard

are to be used only as guidance, and the determination of whether a particular lease

arrangement is to be classified as a finance or operating lease is a matter of

professional judgement (made on the substance of the arrangement bases).
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Unfortunately, “in practise the quantitative criteria typically have been perceived as

precise rules and applied as absolute thresholds” (McGregor 1996).

After financial accounting scandals in early 2000s (including those involving

Enron and WorldCom), the Sarbanes-Oxley Act emphasised “to promote high

professional standards among, and improve the quality of audit services offered

by . . . in order to protect investors” (USA 2002). The US SEC in its June 2005

Report under the Sarbanes-Oxley Act into off-balance-sheet issues noted: “The

“all-or-nothing” nature of the guidance means that economically similar arrange-

ments may receive different accounting – if they are just to one side or the other of

the bright line test. . . . Nonetheless, because of the bright-line nature of the lease

classification tests, this small difference in economics can completely change the

accounting. Conversely, economically different transactions may be treated simi-

larly” (US SEC 2005). A Comment by the Financial Accounting Standards Com-

mittee of the American Accounting Association stated that the “current accounting

for leases (based on an ownership model) is probably the clearest example of a

dysfunctional accounting standard because the rules-based approach of that stan-

dard has led to widespread non compliance with the intent of standard setters to

have lease contracts reported on the balance sheet” (Biondi et al. 2011).

“Over the centuries, the form of a lease has been used to mask the substance of a

financing arrangement” (Weidner 2016). Relating to all the criticism of lease

accounting, it should be added that G4 + 1 initiative has brought to light a first

new approach abolishing the distinction between operating and finance leases in

1996. It was maybe too far difficult to make the new approach alive earlier

than 2016.

The G4+1 Proposal

In light to develop improved lease accounting standards (particularly in respect of

accounting by lessees) and to provide information for making economic decisions

in ensuring the reporting of relevant and reliable information, the G4+1 initiative

brought into alive an aforementioned new approach for lease accounting. A new

approach brought by G4+1 in 1996 proposed only the application of accounting

concepts to lease contracts and focused principally on accounting by lessees.

Concepts proposed by G4+1 should provide a base for development of standards

requiring recognition as assets and liabilities of all material rights and obligations

arising under lease contracts. According to definition of asset contained in concep-

tual framework, an ownership of a right to use a physical asset is embodying future

economic benefits. Therefore, the clear implication of applying the conceptual

framework is that it can be reasoned that all finance leases and most noncancelable

operating leases qualify for recognition as assets and liabilities. Both finance and

operating leases those contractual rights give rise to future economic benefits which

the enterprise controls and obligations which it must meet. This approach should

simplify the application of lease accounting standards in practice because of
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avoiding any assessment if substantial risks and rewards incident to ownership of

the leased asset passed from the lessor to the lessee and nor qualitative guidelines.

Although the new approach did not focus on lessor accounting, it briefly stated

that according to new proposed approach for lessee accounting, the symmetry of

accounting between lessor and the lessee should be achieved (McGregor 1996).

That leads to recognition of two assets in lessors balance sheet, one representing a

right to receive lease payments under the lease and second a right to the service

potential embodied in the leased property at the end of the lease terms.

The objective of discussion paper issued in 2000 by G4+1 was to specify in more

detail the implementation of a new approach. In other words, the discussion paper

presented proposals for how that approach might be reflected in accounting stan-

dards. Lessees should recognise the fair value of any rights and obligations

contained in a lease contract. The fair value of the rights obtained by a lessee

would generally be measured as the present value of the minimum payments

required by the lease, plus any other liabilities incurred (IASB 2007). Recognition

begins when the lessor makes the property available to the lessee. Lessors should

capitalise all noncancelable leases and separately identify the present values of the

lessee commitments (a receivable in respect of payments required by the lease) and

the residual value of the leased asset (an interest in the residual value of the

property), since they are subject to different risks (Lipe 2001; Nailor and Lennard

2000). In addition, the proposal sets out limit amounts of gain the lessor could

recognise at inception.

The Group also recommended no specific exemption for short leases which

would be inconsistent with the fundamental approach.

New Approach by IFRS 16

In June 1996, the IASC Board approved a project to revise IAS 17 to address certain

essential issues communicated to IASC by IOSCO (core standards agreement).

Completion of core standards in 1998 had leaded into IOSCO recommendation

“that its members allow multinational issuers to use 30 IASC standards” (IOSCO

2000). In order to fulfil IOSCO’s requirement for core standards completion, the

IASC decided that new approaches for lease capitalization should be considered at a

later stage. Encouraged by the US SEC (2005) Report and other critics of existing

lease accounting, the IASB and FASB in 2006 undertook joint project under the

Memorandum of Understanding towards improvement and convergence. As the US

SEC Report had predicted, the project was both complicated and controversial

(Weidner 2016). The two Boards issued a discussion paper in 2009, which was

followed by a first exposure draft in 2010 and second exposure draft in 2013. The

response rate (around 800 letters in 2010 and over 600 letters in 2013) to both of the

exposure drafts was extensive. The early proposals were established on former G4

+1 discussion papers when according to previous feedback received, second
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exposure draft has even intention for proposal of a dual concept of accounting

(named Type A and Type B).

After long time period of developing proposals, deliberations and redeliberations

with all possible stakeholders, on January 2016, the IASB issued IFRS 16 which

determines new accounting rules for leases. The IASB “now requires almost all

leases, both capital and operating, to be recorded on the lessee’s balance sheet”

(Weidner 2016).

IFRS 16 defines a lease as a contract, or part of a contract, that conveys to the

customer the right to control the use an identified asset for a period of time in

exchange for consideration. IFRS 16 does not affect the accounting for services. It

is applied only to leases, or lease components of a contract. It has two exemptions

for leases: short-term leases (12 months or less) and leases of low-value assets (such

as laptops and office furniture).

For a new definition of lease, there are important two elements: control of the use

and an identified asset. Control is defined as it is conveyed where the customer has

both the right to direct the identified asset’s use and to obtain substantially all the

economic benefits from that use. Definition of control emphasis on the concept of

control, which has been used also in new revenue standard (IFRS 15) as well as in

new consolidation standard (IFRS 10). An asset can be identified by being explicitly

specified in a contract, but an asset can also be identified by being implicitly

specified at the time it is made available for use by the customer.

IFRS 16 introduces a single lessee accounting model based on right-of-use

approach. Lessee recognises lease assets and liabilities on the balance sheet,

initially measured at the present value of future unavoidable lease payments. Lessee

recognises amortisation of lease assets and interest on lease liabilities over the lease

terms. It is expected that the amortisation of property, plant and equipment would

often be calculated on straight line over the lease terms.

Consequently, the new single lessee model brings separate expense recognition

and presentation. Amortisation of lease assets should be recognised within operat-

ing profit unlike interest on lease liabilities within finance costs. Regarding lease

liabilities it has appropriate consequences for cash flow statement that the principal

portion of lease liabilities should be recognised within financing activities and the

interest portion of lease liabilities in accordance with the requirements relating to

other interest paid.

Lessor lease accounting substantially carries forward the lessor accounting

requirements in IAS 17. Thus, lessors continue to classify its leases as operating

or finance lease with appropriate existing treatment. Even the symmetrical changes

for lessors’ accounting were proposed originally by G4+1 and then followed by

both of the exposure drafts published by IASB, finally both of the Boards agreed not

to change existing approach. There were concerns about that “the costs of changing

lessor accounting would outweigh the benefit of doing so at this time” (IASB 2016).

Also most of the stakeholders consider existing lessor accounting requirements well

understood, as well as most users of financial statements are satisfied with infor-

mation provided as they do not adjust current lessors’ financial statements.
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Despite the lease project was convergent and both of the Boards (IASB and

FASB) were cooperating on developing new rules all along, they were not able to

agree on identical standards. FASB does not allow the exemption for lease contract

with low-value assets. The more significant and interesting difference is that FASB

continues with distinction of finance and operating lease for income statement

purposes. On the base of the distinction is made the expense recognition. If lease

is classified as operating, the single lease expense is recognised as part of operating

income. And consequently, total cash paid within operating activities in cash flow

statement.

Conclusion

At the beginning of their intentions, the G4+1 and IASB were proposing a single

model approach for lease accounting preferred for both lessees and lessors. Even if

the original proposal of G4+1 focused on lessees’ accounting, the G4+1

recommended to develop for lessors a model symmetrical to the lessees’ model.

According to published exposure drafts, the IASB attempted to develop symmet-

rical model for lessors, but finally after large public consultations, the original

proposal was abandoned due to cost versus benefit reasons, complexity of the

proposal and overall lack of information about a lessor’s risk exposure. The lessors’
financial statements were also found that they provide sufficiently needed informa-

tion for users and the accounting rules are also clear for preparers of financial

statements.

The main objective of developing new improved accounting for leases seems to

be succeeded and fundamentally based on G4+1 original proposal. The definition of

lease was redesigned and specified also with respect of “control concept” contained

in new standards. The G4+1 recommended no exemptions from single right-of-use

approach for short-term leases, however, defined. IFRS 16 gives exemptions for

12 months or less leases and low-value assets “in way that is expected to substan-

tively reduce the costs of application without having any significant effect on the

information provided” (IASB 2016). The decision about two exemptions is also a

result of public discussion and IASB’s deliberations, as a proposal how to treat

short-term leases was originally proposed in exposure draft 2010.

The IASB and FASB require now almost all leases, both finance and operating,

to be recognised on the lessee’s balance sheet with the single measurement

approach. In this light, the IASB and FASB accomplished the journey for improved

lease accounting which meet investors’ needs and truly reflect economic reality.

However, the project was conducted as convergent by both of the Boards; they were

not able to be agreed on one single approach for recognition in lessees’ income

statement. In FASB’s view the finance and operating leases are substantively

different, while “the economics of leases can vary for a lessee and that those

economics should be reflected in the financial statements” (Weidner 2016). The

divergent approach adopted by FASB will have different effect on the statement of
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comprehensive income and consequently on the statement of cash flows. The FASB

explained that “to maintain the presentation of expenses and cash flows consistent

with current GAAP are in direct response to U.S. stakeholder feedback to reduce

costs associated with implementing the standard” (FASB 2016) (Fig 1).

Time which has been taken – 20 years since first thoughts about new approach,

as well as 10 years of active development of IASB and FASB – for developing a

new improved lease accounting can be seen as exaggerative. But when assessing

length of developing time, there are several factors which might have influenced

it. First decade of existing but postponed new approach, this period appeared to be

too early for IASB as organisation which was only starting a career of international

standard setter and making its efforts to become accepted accounting standards by

the securities regulators. Second decade was the time which was spent by the

Boards to develop new rules under extensive discussion with all possible interested

and involved parties. During the last 10 years, the role of IASB was strengthened as

a standard setter of global accounting standards which should provide transparency,

comparability, accountability and efficiency to financial markets on global level. To

achieve such a goal obviously must be time consuming. Simultaneously for the last

10 years, the IASB was facing to develop important improvements in several areas,

such as financial instruments, consolidation, revenues, etc.

Surprising result of join lease project might be the certain distinctions of finally

issued standards by IASB and FASB. The main reason already discussed above was

justified as cost versus benefit for US stakeholders. Relating that it might be

questioned by “the price that domestic companies and auditors would have to pay

for changing their reporting language from GAAP to IFRS” (Katz 2014). In
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Lease liability -

Operating costs 
- depreciation
Finance costs 

- interest

Finance lease Operating lease Finance lease Operating lease
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single right of use model 
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Fig. 1 Conceptual lease models by different approaches (Source: own elaboration)
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general, the current distinction just illustrates that FASB keeps its sovereign rights

in developing new rules as national standard setter. That obviously is what the

FASB’s solution led to, solution in perspective for national stakeholders.

It appears that a big change in lessee accounting, which has its origin in 1996

proposal of G4+1, has become alive through IASB’s IFRS 16. It has taken a pretty

long time to bring commonly agreed and accepted solution. It will be again the time

that will show, if the new rules will provide the desirable effect so called for by the

investors.
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Company in a Global Environment
and Intangible Assets

Teresa Maszczak

Abstract The article discusses the nature and material scope of intangible assets.

The author presented that these are key factors in the process of doing business in

the global market. The paper also presents possibilities of their identification in the

accounting system. To solve the presented problem, the author used methods of

analysis of literature, content of legal regulations, and a method of comparison and

inference.

Keywords Company • Intangible assets • Accounting

Introduction

Recently growing importance of intangible assets in the process of building a

competitive advantage in the market is observed. Among the intangible resources,

a special role plays: the knowledge, the brand of a company, the market access and

participation in it, the culture of an organization (standards, values, role models),

and the qualitative characteristics of human resources (qualifications, skills,

attitudes).

It is worth mentioning that among the specified resources, most of them qualify

as the intellectual capital. An interesting view was expressed by G. Urbanek stating

that “the intellectual capital is an invisible company’s resource that produces visible
results. The intellectual capital is both knowledge in itself and the result of its

transformation to intangible assets” (Urbanek 2007). It is therefore necessary to

determine the impact of intangible assets on the functioning of economic entities in

the global environment, in conditions of constant changes, uncertainties, and risks,

to formulate appropriate measures of intangible assets, their valuation, and the

possibility of presentation of multi-section information about these resources in

reporting. However, neither the theory of accounting nor business practice does so
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far present a clear and precise definition of intangible assets or ways of their

classification, measurement, and valuation.

The aim of the article is to present the nature and material scope of the intangible

assets which are key factors in the process of doing business in the global market, as

well as an indication of the possibility of their identification in the accounting

system.

To solve the presented problem, the author used methods of analysis of litera-

ture, content of legal regulations, and a method of comparison and inference.

Company in the Process of Social and Economic Changes

In the economic literature, lots of views on the nature of the company can be met.

Given the purpose of this paper, the essence of the company was adopted from the

perspective of systems theory,1 which emphasizes the holistic nature of the orga-

nization separated from the external environment, and at the same time associated

with numerous and multidirectional interactions (Bielski 2002; Griffin 1996).

According to Bielski “the organization is an open social and technological goal-

oriented system and having a specific structure (the way of order)” (Bielski 2002).

At the same time, it should be added that the goals must assume active participation

in the processes of changes in the environment, expose the individual’s character-
istics of company’s development, and optimally utilize its potential (Komorowski

2002). Companies cannot avoid participation in the process of changes and social

and economic development, because to a large extent are due to permanent and

mutual interactions with the environment (Steinerowska 2009). It is worth quoting

the view of T. Listwan who drew attention to the phenomenon being crucial for the

functioning of the entity, such as “environment’s turbulence, globalization, demo-

graphic changes, role of technology, economy based on information and services,

intellectualization of work” (Listwan 2005).

Given the variety of factors occurring in the external environment of the entity,

one should recall the importance of an attribute of company’s flexibility in relation

with the environment. It is in fact an essential condition for building a permanent

competitive advantage and can even determine the existence of the entity. In the

modern world, the flexibility of the organizational structure is no longer a subject of

choice for the organization but a kind of compulsion. It may possibly choose

whether to the flexibility as means/way of shaping their competitive advantage, it

will take a reactive or proactive approach (Herman and Poznanska 2008).

The reactive assumption minimizes ongoing efforts of an organization for its

adaptation to the changing matching conditions. It is also associated with the risk

that necessary changes will be either too late inappropriately diagnosed or too late

1Learning about the systems or complex things by Ludwig von Bertalanffy – creator of the theory

of systems.
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ineffectively implemented. The proactive way involves deliberate anticipating and

preventive actions that will be able to contribute to the control of future

developments.

In literature there are many models of organizations, ranging from the classic

proposed by H. J. Leavitt (subsystems: goals, people, technology, structure), then

extended with management subsystem according to the concept by

L. Krzyzanowski (Griffin 1996; Kozminski and Piotrowski 2007; Krzyzanowski

1994), until today the 7S model by Peters, Phillips, and Waterman developed by the

consulting firm McKinsey (strategy, structure, systems, skills, staff, management

style, shared values) (Waterman et al. 1980).

Analyzing the contemporary model of organization functioning in a global

environment (economic, political and legal, social, of science and technology, of

ecosystem), essential elements (subsystems) of this model were indicated, such as

strategy, structure, systems, skills, staff, management style, and shared values

(Fig. 1). The contemporary business model considers the elements (subsystems)

of the organization in a different way than the previous (classic) models did. The

intellectual intangible assets, defined as organization’s specific attributes, take

precedence over tangible values. Therefore, intangible assets are a key factor in

building a strategy for success.

Analyzing the contemporary model of organization functioning in a global

environment (economic, political and legal, social, of science and technology, of

ecosystem), essential elements(subsystems) of this model were indicated, such as

strategy, structure, systems, skills, staff, management style, and shared values

(Fig. 1). The contemporary business model considers the elements (subsystems)

of the organization in a different way than the previous (classic) models did. The

intellectual intangible assets, defined as organization’s specific attributes, take

precedence over tangible values. Therefore, intangible assets are a key factor in

building a strategy for success.

In the presented business model 7S, among all the components, a special

importance is given to the subsystem of values (a set of values, attitudes, beliefs)

in relation to the business environment in the process of doing business.2

The strategy, structure, and system form material resources, which are associ-

ated with the technical side of the company. The other three subsystems (staff,

qualifications, management styles) represent the social resources of the company.

The evolution of views on the nature of the company in the era of social and

economic changes led to distinguishing the resources as key determinants of

achieving a competitive advantage by the company.

2It should be emphasized that in the later period, R. Pascale and Athos A. proposed a change – the

replacement of the subsystem of values by part the element “superordinate goals” (Pascale and

Athos 1981). The motivation for the change was based on the conviction of Pascale and Athos that

the essence of the goal is the overarching concept and mission for taken action of the company in

environments. Then J. Weber introduced a subsystem “leadership” in place of “superordinate

goals” instead, to put goals in the structure as a secondary.
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As a result, in contemporary literature and business practice, there is a new look

at the essence of the company called “resource approach”. Representatives of this

concept were B. Wernerfelt, A. Resource, (Prahalad and Hamel 1990; Suszynski

2007). At the same time, it should be noted that a special place in this trend is the

knowledge of the intangible assets. They are referred to as “intangible assets

without physical form, unique assets elements, which integrated with tangible

assets may be the subject of strategic management” (Suszynski 2007).

In conclusion, it must be underlined that the company’s environment is the factor

influencing the intangible assets. Economic, social, political and legal, ecological,

technological changes taking place in the company’s surroundings, relations

between entities, they all create a range of intangible assets.

Intangible Assets in Accounting

The discussion on the nature of modern company and its potential wealth presented

in this article indicates, among others, a broad understanding of the assets of an

intangible nature and how large a role they play in the process of building a

competitive advantage in today’s world. These assets are, among others, knowl-

edge, market access and participation in it, corporate reputation, organization

culture, and the qualitative characteristics of human resources. However, neither

Fig. 1 Organization as a system in a global environment (Source: own study based on Waterman

et al. 1980)

304 T. Maszczak



the theory of accounting nor business practice does so far present a clear and precise

definition of intangible assets nor ways of their classification, measurement, and

valuation.

Low and Kalafut (2004) rightly expressed the view that “the economists do not

know exactly what is happening because the measurements upon which they are

based include only a portion of economic activity. The accountants see only a

partial picture of the company because they have not developed tools to track and

evaluate resources that cannot be touched or spend. The investors are moving in the

dark.”

Emerging studies of reporting as a final product of accounting focus their

attention mainly on intangible assets that meet the statutory requirements of the

definition of “fixed assets,” regulated by the Accounting Act of 29 September 1994.

Meanwhile, there is a need for methodological and tool solutions that can present

more opportunities for measurement, valuation, and reporting on business under

conditions of uncertainties and changes.

More detailed information on the intangible assets is determined in the Interna-

tional Financial Reporting Standard (IFRS) and in particular IAS 38 Intangible

Assets and SIC-32 Intangible Assets: Web Site Costs (Kabalski 2015b). According

to the standard, the intangible assets are identifiable as nonmonetary resources

without any physical form. Assets are controlled by an entity as a result of past

events, and stemming from the asset, it is expected of the entity to generate a future

economic benefit.

In accordance with IAS 38, the intangible assets include scientific or technical

knowledge, design and implementation of new processes or systems, licenses,

intellectual property, market knowledge and trademarks (including brand names

and publishing titles), computer software, patents, copyrights, motion picture films,

customer lists, mortgage servicing rights, fishing licenses, import quotas, fran-

chises, relations with customers or suppliers, customers loyalty, market share, and

marketing rights. At the same time, it should be noted that not all the resources meet

the definition of an intangible asset.

In the Polish legal regulations (Art. 3, Section 1, point 14 of the Accounting Act

of 29 September 1994), the intangible assets are referred to intangible assets

acquired by the entity, included in fixed assets; property rights suitable for business

use, with the expected economic life longer than 1 year; intended to use by the

entity; and in particular:

• Wealth copyrights, related rights, licenses, concessions

• The rights to inventions, patents, trademarks, utility, and ornamental patterns

• Know-how

• Acquired goodwill and completed development costs

The definition of intangible assets in IAS 38 defines synthetically their essence,

does not impose to purchase and use them in the period longer than 1 year, and does

not include the goodwill to their scope.

Under the additional requirement of IAS 38 in order to recognize an intangible

resource as the intangible asset, they have to be characterized by traceability and
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controllability. The intangible assets are identifiable not only on the basis of a

contract, or in other way, but also when they can be isolated and, for example, sold,

transferred, granted rights to its use (a license), leased, and exchanged separately or

together with a contract component asset or obligation (Kabalski 2015a). They can

also be assets generated on their own if they meet the conditions (Kabalski 2015c):

• It is possible from a technical point of view that the completion of the develop-

ment works makes them fit for use or sale.

• The entity intends to complete the development works and use or sell their

effects.

• The effect of development works in the form of an intangible asset will generate

in the future economic benefits.

• There are technological, financial, and other necessary resources to complete the

development works and to use or sell their effect.

• It is possible to reliably establish incurred costs of the intangible asset during the

development works.

In accordance with IAS 38, the intangible assets are controllable if the entity

gains economic benefits from them in a way that prevents simultaneously reaping

these benefits by other entities.

Accounting Act of 29 September 1994 defines the intangible assets differently.

As opposed to IAS 38, the statutory definition of intangible assets imposes an

obligation to purchase (only acquired rights), with the exception of development.

This means that this asset class can be classified only by the intangible assets

purchased, received through donations or transferred in kind. The class does not

include the intangible assets which are not used by the entity, but they are owned by

it in order to achieve the economic benefits resulting from the increase in value of

these assets, obtaining revenue in the form of interest, dividends (shares in profits),

or other benefits, including commercial transactions (Art. 3, Section 1, point 17 of

the Accounting Act of 29 September 1994). The differences in material scope

between the Act and IAS 38 concerning the intangible assets are presented in

Table 1.

In summary of the discussion of the nature and scope of the intangible assets in

the accounting, it should be stated that they must meet certain conditions regulated

by the provisions of national and international law, so that they can be identified in

the accounting system. Their range presented in the financial statements is defi-

nitely much narrower than in the management sciences. Attention should be

focused in the future on the construction of the model and the improvement of

integrated reporting forms, which generates both financial information and

nonfinancial (including a wide range of information on intangible assets). The

proposed model of integrated reporting generates multi-section information useful

in decision-making processes of business operations in the global market.
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Conclusion

Presented discussion on the nature and material scope of the intangible assets in the

process of building a competitive advantage, as well as an indication of the

possibility of their identification in the accounting system, has fulfilled the aim of

the paper.

The intangible assets recently occupy a particular place in the structure of

business assets of a modern company. They affect the relationship between the

entity and the environment in business activity. Among these resources they are, for

example, knowledge, market access and participation in it, corporate reputation,

organizational culture, and the qualitative characteristics of human resources. Most

of intangible assets of the company create the so-called intellectual capital, which

determines the strategy to competitively struggle.

The challenges of the modern world determine changes in the sphere of goals

choices, and they shape the new way of company’s business. The intangible assets
which are specific attributes of organizations are seen as superior to material values.

Social and economic transformations also have determined the process of

changes in the accounting system, including the reporting subsystem, so that it

should be adapted to the current conditions in which the entities operate. However,

Table 1 Material scope of the intangible assets

Intangible assets

Accounting Act of 29

September 1994 IAS 38

Goodwill emerging from com-

bined projects

Intangible assets A separate position not classified

as the intangible assets

Costs of unfinished development

works

Prepaid expenses Intangible assets (as long as the

conditions are met, otherwise the

cost of the reporting period)

Web site costs 1 Unspecified (prepaid

expenses or costs of

the reporting period)

Intangible assets (as long as the

conditions are met, otherwise the

cost of the reporting period)

Computer software Intangible assets Intangible assets and fixed assets,

if they are closely related to a

specific fixed asset

Intangible assets maintained in

order to achieve the economic

benefits resulting from the

increase in value of these assets,

obtaining revenue in the form of

interest, dividends (shares in

profits), or other benefits, includ-

ing commercial transactions

Investments Intangible assets

Intangible assets held for sale (but

nonstock)

Intangible assets Current fixed assets held for sale

(IFRS 5, provided that they are fit

for immediate sale in its present

condition and the sale is highly

probable)

Source: own study based on (Kabalski 2015c)
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neither the theory of accounting nor business practice does so far present a clear and

precise definition of intangible assets or ways of their classification, measurement,

valuation, and the possibility of disclosure in reporting.

Emerging studies on reporting as a final product of accounting focus their

attention mainly on the intangible assets that meet the statutory requirements of

the definition of “fixed assets” according to the Accounting Act of 29 September

1994. The intangible assets must therefore meet certain conditions regulated by the

provisions of national and international law, so that they can be identified in the

accounting system. Meanwhile, there is a need for methodological and tool solu-

tions presenting more opportunities for measurement, valuation, and reporting on

business under conditions of uncertainties and changes.

The scope of disclosures of intangible assets presented in the financial statement

is definitely much narrower than in the management sciences. Attention should be

focused in the future on the construction of the model and the improvement of

integrated reporting forms, which generates both financial information and

nonfinancial (including a wide range of information on intangible assets). The

proposed model of integrated reporting generates multi-section information useful

in decision-making processes of business operations in the global market.
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The Concept of Measurement and Reporting
of Human Capital

Wojciech Koziol

Abstract For many years, the intangible assets are becoming an increasingly

important source of competitive advantage between contemporary enterprises.

This limits the relevance of financial measures based on data from traditional

financial statements and increases the need for hard data on intangible assets. One

such area is human capital (HC). The article is a response to the emerging

information gap. The article presents a method for measuring HC, along with the

outline of the reporting system, which is illustrated using a practical case. The last

part of the article presents the results of a case study of the Polish company. It

includes a simplified report on (HC) and examples of basic financial indicators

taking into account the data on the (HC).

Keywords Human capital measurement • Human capital reporting

Introduction

Human capital (HC) is one of the most frequently researched areas in economic

sciences over the last decades. The dominant research area is the one undertaken by

T. Shultz and G.S. Becker, marked by the concept of investing in people (Blaug

1992). This programme has led to researching a number of economic issues

including education and household economics. It should be noted, however, that

unlike in the alternative research approach presented by the author, traditional

research studies do not give much attention to the concept of ‘capital’. Many

authors offer vague definitions of capital, referring to it as something that is

undoubtedly positive and valuable. This simplification has resulted in a great

number of traditional research programmes focused on various economic problems.

The most commonly discussed subjects of scientific debate in the field of HC

include issues of business management, finance and accounting and
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macroeconomic analysis. As a result, we can formulate two key functional aspects

of human capital – economic and organizational. Organizational aspect emphasizes

the role of proper management of human resources, as a way to achieve the business

objectives of the organization. In turn, the economic aspect treats the HC as one of

the resources used in production processes. In addition, scientific research on the

HC can be divided from the HC level perspective into individual, organizational

(e.g. company level) and macroeconomic (Harpan and Draghici 2016).

The emergence of the concept of HC initiated extensive research on the possi-

bilities of measuring this value. The result is a lot of definitions of HC and ways of

measuring it, but none of the methods have proved to be dominant.

The standard to measure HC stock has been categorized into three types: output-

based approach, cost-based approach and income-based approach (Kwon 2009).

Moreover, measurement of HC may be expressed in monetary terms or in terms of

an index. The benefit of using monetary terms measurement is its comparability,

including comparability with financial aspect of an organization’s activities. On the
other hand, it may be problematic to estimate value of human resources used by an

organization. The use of terms of index creates difficulty with comparability with

financial aspect of the organization’s activities. Still, if there is universally accepted
method, it allows for comparisons between companies, geographic regions, etc. The

problem which can limit the universalism is the matter of wages used to construct

an index (Slaper and Hall 2011).

A report on a chosen field of an organization activity is a formalized way of

settling with a group of stakeholders. In some areas (especially the financial ones),

reporting is legally normalized and presents the concern of a state about the

stakeholders. Nowadays we can see two trends in the field of reporting on the

activities of the organization. The first is the growing demand for information on the

intangible assets, which are not recognized in the traditional financial statements.

This need arises as a result of the growing participation in modern production

processes. The second issue is the increase in expectations of the society regarding

support of the sustainable development. This generates the need for reporting on

socially responsible actions (Koziol 2016).

We can point at the broad application of information on the organization’s
HC. The most important areas are reporting of corporate social responsibility,

systems of evaluation and bonus remuneration of managers (Widener 2006) and

systems assessing the effectiveness of the company (Koziol et al. 2014; Lajili and

Zeghal 2006). In addition, reporting data related to the HC area can be a tool to

create the market value of the company (Gamerschlag 2013).

Still, there are problems with expanding the range of traditional reporting.

According to Ijiri (1965), a subject of measurement can only be facts that are

possible to identify, and also there should exist a possibility of identification of

measures (a precisely defined process of measurement). The resources of an

organization are a subject of measurement and reporting. In a narrow depiction,

resources are a legal property of a company, however, from the wider point of view,

according to International Accounting Standards and International Financial

Reporting Standards, the criterion of controllability. A company, on the basis of
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employment contract, receives HC available and is responsible for its use taking the

risk of disposing this capital and is obliged to fair settlement with HC owner.

Alternative Model of Human Capital Measurement

HC as a social and economic category, as well as a subject of the periodic reporting,

requires sufficient and theoretically justified definition and rules of measurement.

Moreover, if the HC reporting is to become a basis for the organization’s perfor-
mance evaluation, it is necessary to establish criteria for such an evaluation. The

model of HC presented in this part of the article allows for the long-reaching

implementation of the demand of using theoretical and practical accounting

achievements for the evaluation of company performance and income potential.

The starting point for formulating a proper theory of capital (and then HC) is the

statement that capital – unlike specific and heterogeneous assets – is abstract,

aggregated and homogenous in its character (Dobija and Dobija 2003). This

differentiation is reflected in the 5-century-old accounting principle of asset-capital

dualism. Capital defined as the ability to perform work is represented by resources,

while capital concentration in a given object determines its value.

Capital is a dynamic category, and its understanding requires identifying the

factors which have an impact on changes to its value, especially the time factor. A

dynamic model of capital changes is presented by formula (Dobija 2011):

Ct ¼ C0 e
rt ¼ C0 e

p-sþmð Þt: ð1Þ

Capital is subject to three key environmental factors: natural capital flow

subdued to spontaneous diffusion (s), factors diminishing the impact of destructive

forces as a result of work and management (m) and an 8% natural potential growth

(p). The level of 8% economic constant of potential growth is confirmed by a

number of research studies, especially in the area of rates of return in capital

markets where it is reflected in risk premiums in the analysis of rates of return on

human capital and agricultural products (Koziol 2011). These factors can increase

the initial value of capital (C0) or lead to its dispersion. Another important impli-

cation of the presented model is the fact that capital does not originate from

‘nothing’ – it originates from initial capital (C0).

HC is based on capitalized resources necessary to build the economic potential

to perform work by humans. In the first place, it includes the costs of professional

education increased by the costs of living. It is necessary to incur the costs of living

to prepare the physical carrier of HC – the human body. Costs are incurred in time

(t), which is necessary to prepare people to perform a given profession – from the

time of birth to the moment of starting a professional career. If the human body is

well prepared and a young person completes his/her education as planned, it

indicates that capital diffusion (s) is compensated for by parents’ efforts (parameter
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m). A formula of capital can be developed for an employee (Ht), where initial

outlays are represented by (H0), constant economic value (p) and capitalization time

(t) (Dobija 2011):

Ht ¼ H0e
pt ð2Þ

This HC model can be further extended to represent capital as the sum of

capitalized costs of living (HC.L) and education expenditures (HC.E). These out-

lays lead to the ability to perform work, and this ability increases in the course of

gaining experience. The supplementary formulas represent the development of HC

based on the costs of living (HC.L) and education costs (HC.E):

H Tð Þ ¼ HC:Lþ HC:Eð Þ � 1þ Q Tð Þð Þ ð3Þ

In the case of annual capitalization, the particular human capital components can

be presented in the following way:

HC:L ¼ k � 12 e
pt � 1

p

HC:E ¼ e � 12 e
pt � 1

p
ð4Þ

where k are the monthly costs of living and e the monthly education costs.

The process of gaining work experience can be graphically presented as a

learning curve. This concept assumes a slower pace of an increase in the work

potential in the course of subsequent work cycles (repetitions). It can be assumed

that an employee performs a given task in the following year with greater efficiency

(%), but efficiency increases slower in the course of time. The adjustment of the

learning curve to the needs of the HC model facilitates estimation of increased HC

in the course of work (gaining experience). This additional value of HC is subject to

valuation and is integrated into the HC structure as a capital combined with an

experience. Experience factor (Q(T)) is expressed by the function of years:

Q Tð Þ ¼ 1� T
ln 1�wð Þ

ln 2 ð5Þ

where w ¼ learning factor and T ¼ years of work experience T > 1.

Finally, the formula of HC comprising component of the acquired professional

experience (HC.D) can be represented as follows:

H Tð Þ ¼ HC:Lþ HC:Eð Þ � 1þ Q Tð Þð Þ ¼ HC:Lþ HC:Eþ HC:D ð6Þ

From the perspective of the goal of incurred costs of living, costs of living

incurred after adulthood (e.g. during university education) should be classified as

the cost of education, which increases HC.E. HC.L is limited to capitalized costs of
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living until reaching adulthood. Therefore, it will be the most common and univer-

sal component of HC. HC.E and HC.D have a more individualized dimension,

which can be described as the intellectual capital of the employee (HC.I). It can be

represented as follows:

HC:Eþ HC:D ¼ HC:I ð7Þ

An Outline of Human Capital Reporting

The presented model of HC complies with the subject of measurement defined by

Ijiri (1965). Both HC and methodology for measuring it are precisely defined.

Admittedly, HC is assigned to employees; however, it may be made available to

the employer under an agreement with the employee. Properly formulated employ-

ment contract makes the HC controllable and at the disposal of the company.

The rest of this paper describes an example of the use of discussed methods for

measuring HC in one of the companies employing 625 employees over the research

period. Based on personal data, for each of the workers, the HC value and its

components were calculated (HC.E, HC.L and HC.D) (Table 1).

On the basis of data on the value of individual HC among staff, a statement of

values and structure of the HC at the disposal of the researched enterprise was

prepared, with division into organizational units (Table 2). The report shows the

production potential of a unit contained in human resources. It informs not only

about the number of employees but mainly about their qualifications. The higher

value of the HC of employees, the higher are their qualifications. HC division into

HC.I and HC.L allows for separation of component qualifications from the total

amount of HC, which consists of the acquired knowledge and experience of

employees. Depending on the information requirements, we can use a more detailed

analysis of HC.

Table 1 Structure of individual human capital, selected employees

Employee personal data HC.L HC.E HC.D HC HC.I

Carpenter 280,877 11,687 36,086 328,650 47,773

Accountant I 280,877 83,457 37,688 402,022 121,145

Vice chief accountant 280,877 264,814 73,723 619,414 338,537

Construction worker 280,877 11,687 22,204 314,768 33,891

Marketing specialist 280,877 46,192 0 327,069 46,192

Construction manager 280,877 264,814 91,659 637,350 356,473

Unit Total 174,832,000 38,486,000 23,450,000 236,797,000 61,936,000

Source: authorial computation

Note: All values are in Polish zlotys

The Concept of Measurement and Reporting of Human Capital 315



The report on the HC can provide information base for financial analysis for

internal and external users. The use of financial indicators based on traditional

financial statements and reports on HC allows for an analysis of not only traditional

resources of the organization but also human resources. These indicators can

therefore provide additional support for managerial decision-making by the com-

pany and investment decisions by investors. In Table 3 there are some basic

indicators on the HC in the studied company.

Conclusion

Outline of the report on HC of a company provides information on the production

potential of an organization contained in human resources. It is therefore a proposal

to fill the information gap on the key area of intangible assets of organizations,

which are not recognized in the traditional financial statements. The inclusion of a

report on the HC to the annual financial report on the activities of the company may

require the creation of standards in order to achieve comparability of reports on

HC. These standards should clarify the detailed guidelines for measuring HC of

workers, particularly in specific cases.

Table 2 Report on human capital structure in the researched company

Department

Amount

of empl. HC HC.L HC.E HC.D HC.I

Administration 57 31,381 16,010 11,483 3888 15,371

Financial administration 7 4187 1966 1635 586 2221

Construction sites administration 30 15,540 8707 5179 1654 6833

Construction department DDB 10 3104 2808 38 257 295

Construction department DPU 72 22,957 20,223 570 2164 2734

Construction department DUR 13 3704 3402 48 255 303

Purchasing department 11 4765 3090 1205 470 1675

Construction department DX 123 37,621 33,830 1029 2762 3791

Procurement department 18 9600 5056 3342 1202 4544

Department of construction

equipment exploitation (HTS)

55 19,076 15,448 1710 1918 3628

Accounting 12 6081 3371 2192 519 2711

Construction department TDB 85 30,679 23,845 3916 2888 6804

Technical analysis department 15 8422 4213 3135 1074 4209

Steel structures department

(WKS)

117 39,680 32,863 3004 3813 6817

Sum 625 236,797 174,832 38,486 23,450 61,936

Source: authorial computation

Note: All values are in thousands Polish zlotys
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The proposed method of measurement and reporting of HC is based on a

traditional accounting methodology, in particular on the basis of historical cost

valuation in monetary units. This allows to extend the range of financial analysis

with a combination of reporting data on HC with data from traditional financial

statements. A supplement of this measurement method can be other methods based

on nonmonetary indicators.
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Exploratory Analysis of Voluntary Reporting
on Human Resources in the Czech Republic

Petr Petera and Jaroslav Wagner

Abstract Our paper strives to analyse quantity and content of voluntary disclo-

sures relating to human resources within annual reports of the largest corporations

domiciled in the Czech Republic. In this context, we distinguish disclosures on

social responsibility (which are interesting especially for stakeholders like

employees and unions) and disclosures related to human capital (which are inter-

esting especially for shareholders). Joined analyses of these two intertwined areas

are infrequent because scholars usually aim their attention either on social respon-

sibility reporting or human capital reporting. Our paper uncovers characteristics of

reporting on both social and human capital aspects of human resources in the Czech

Republic and thus addresses the research gap. Specifically, we quantify the amount

of voluntary disclosure on human resources in annual reports of the 50 Czech

largest corporations. We found that in analysed annual reports, voluntary disclosure

on human resources relates primarily to social information.

Keywords Annual reports • Corporate responsibility • Disclosure on human

resources • Content analysis

Introduction

Our paper investigates status quo of voluntary disclosure on human resources

(hereinafter abbreviated as “HR”) by corporations domiciled in the Czech Republic

(hereinafter abbreviated as “CR”). Initiatives towards the improvement of reporting

on social responsibility have a long history in the European Union (Pakšiová 2016).

Nevertheless, reporting on HR is still mostly voluntary and unstandardized in the

CR except for several disclosures, which are obligatory in annual reports (herein-

after abbreviated “AR”), precisely: the average number of employees, total wages
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and related expenses and remuneration for managers. These obligatory disclosures

were not considered in our analysis.

It is important to mention that we understand the term “disclosure on HR”

broadly, i.e. including both topics traditionally addressed by “corporate social

reporting” (e.g. staff compensation, internal communication, etc.) and topics tradi-

tionally dealt with by “intellectual capital reporting” (e.g. human capital manage-

ment, profits per employee, etc.). Such approach is useful because it enables us to

analyse all disclosures related to HR of a company (Alvarez 2015).

Social reporting is interesting especially for a broader group of stakeholders, in

particular for employees and potential employees as well for unions. This kind of

reporting informs these stakeholders about activities, which are of critical impor-

tance for them (remuneration, employee well-being, etc.). According to legitima-

tion theory, social reporting serves as a tool for responding to public pressures and

altering the public’s opinion on the legitimacy of the organisation (Hooghiemstra

2000).

Human capital reporting is interesting especially for shareholders because it

enables them to evaluate the value of human capital by disclosing, for example,

structure of employees by their education, staff performance, etc. This voluntary

disclosure, therefore, has potential to increase the market value of the company by

providing additional information on employees as an important determinant of

company value. For example, Gamerschlag (2013) found that voluntary provision

of human capital information (especially on qualification and competence of

employees) has a positive association with share prices.

On the one hand, the body of research on the topic of reporting on HR is

continuously growing worldwide (Absar 2016; Alvarez 2015; Fontana and

Macagnan 2013; Gamerschlag 2013; Jindal and Kumar 2012; Kaur et al. 2016;

Menassa and Brodhäcker 2017; Pisano et al. 2017).

On the other hand, detailed and up-to-date research into this topic among

corporations domiciled in the Czech Republic is nearly non-existent. This study

is, therefore, a significant attempt to initiate systematic, long-term research into this

area of reporting.

Content analysis-based research on HR reporting among corporations domiciled

in the CR is insufficient. Existing studies aim at environmental reporting or

sustainability reporting in general without a focus on HR. Kašparová and Škapa

(2007) analysed annual reports (year ¼ 2005) of 52 Czech companies and also

addressed strategy in social area, health and safety of employees, remuneration of

employees, equal opportunities and anti-corruption policy. Kašparová (2011)

analysed annual reports of selected companies and focused on a broad set of topics

including disclosure on HR. Petera et al. (2015) addressed disclosure on HR in

annual reports for the year 2012, nevertheless did not distinguish between social

reporting and human capital reporting.

In comparison with the above-mentioned articles, we adopt coding scheme

suggested by Alvarez (2015) specifically for analysis of disclosure on HR. It

enables to assess whether the corporation discloses primarily social or human

capital information. Moreover, the existing research in the CR always measured
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the quantity of disclosure with the help of frequency (number) of disclosures of a

given topic within analysed report. We measure the amount of disclosure by

counting words related to the selected topics, and thus we obtain more comprehen-

sive information about the quantity of voluntary disclosure.

Data and Methodology

In this chapter, we describe the process of sample selection and methodology of

data gathering and analysis.

Data

First, using Albertina database, we selected all companies that fulfilled the follow-

ing conditions: assets over 20 million EUR, turnover more than 40 million EUR and

a number of employees exceeding 250. Consequently, we selected the 50 largest

for-profit corporations according to their turnover in the year 2014 from the set of

corporations obtained in the first step. In case that some company did not make their

AR publicly available, we skipped to following company in the ordered list. The

decision to aim at the largest corporations was based on the fact that these

corporations often serve as role models in voluntary reporting.

Corporations may disclose information on HR in various types of reports, for

example, AR, web pages, social media, etc. In this paper, we analyse only annual

reports, which are a mainstream approach (see, e.g. Alvarez 2015; Jindal and

Kumar 2012 and many others). Annual reports are usually considered to be an

appropriate proxy for the overall approach of the corporation to voluntary reporting

because of their properties (publicly available, audited, trustworthy, static).

Methodology

As the main tool of data analysis, we decided to use quantitative content analysis

(hereinafter abbreviated as “QCA”), which can be defined as “Research technique

for making replicable and valid inferences from texts (or other meaningful matter)

to the context of their use” (Krippendorff 2013, p. 24). The QCA uses quantitative

analytic techniques to analyse data in a reliable, objective and systematic way

(Krippendorff 2013).

In our research, we ensured required properties of the QCA (precise definition of

categories, objectivity and a reliable coder) by utilisation of standard coding

scheme proposed by Alvarez (2015) and by using a clear set of definitions and

coding principles. All analysed AR were coded by one of the researchers.
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After coding all annual reports, the number of words belonging to individual

codes was counted and aggregated to the highest level of codes (total disclosure on

human resources and its three main sub-indices—human capital, social information

and ethical information). We used NVivo 11 Plus to facilitate coding.

Results and Discussion

Basic descriptive statistics regarding corporations can be found in Table 1.

Table 2 contains descriptive statistics for disclosures examined in our research.

Items are grouped into three main topics (human capital, social and ethical

information).

First, from the viewpoint of quantity of disclosure, the first place belongs to

social disclosure (47.70% of the total HR disclosure), which is followed by disclo-

sure on human capital (39.40% of the total HR disclosure) and finally disclosure of

ethical information (12.90% of the total HR disclosure).

Second, within the topic of disclosure on human capital, the most reported theme

is “training and human capital” (32.43% of the total HR disclosure; disclosed by

34 companies) followed by the description of staff, and the least reported theme is

“staff performance”. The theme of training and human capital is broad and espe-

cially includes information on professional qualifications (14.85% of the total HR

disclosure; disclosed by 10 companies), information on training (11.37%of the total

HR disclosure; disclosed by 28 companies) and general information about the

approach to human capital management (5.81% of the total HR disclosure;

disclosed by 23 companies). The description of staff is especially comprised of

information on various classifications (white collars and blue collars, according to a

business unit, age, education, profession, location, gender, nationality) and staff

turnover.

Third, within the topic of the social disclosure, there are several important

themes. The most disclosed theme is health and safety which is followed by

compensation and staff recruiting (opportunities for young people and students in

particular, but also flexible forms of work, job stability, the reduction of a working

Table 1 Characteristics of corporations

Descriptive

statistic

Assets (thousands

CZK)

Employees (number of

people)

Turnover (thousands

CZK)

Mean 43,900,620 5778 41,825,561

Median 22,208,909 2888 23,482,523

Std. deviation 91,094,348 7322 50,745,142

Skewness 5.664 1.988 3.547

Kurtosis 35.911 3.487 14.648

Source: annual reports of selected corporations, year ¼ 2014
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day). The least disclosed theme within social disclosure is interaction with staff

(e.g. internal communication, surveys, etc.).

Fourth, the quantity of information disclosed on ethical issues is substantially

lower than disclosure on social issues and human capital. Within ethical issues, it is

workers’ rights and industrial relations, particularly those with unions, which are

mostly reported.

The least disclosed themes overall are staff performance (0.28% of the total HR

disclosure; disclosed by five companies), anti-corruption policy (0.45% of the total

HR disclosure; disclosed by seven companies), declaration of equal opportunities

(1.73% of the total HR disclosure; disclosed by five companies) and interaction

with staff (1.92% of the total HR disclosure; disclosed by 10 companies).

It is possible to conclude that because companies disclose more information on

social issues (including information on ethical issues) than on human capital issues,

reporting aims at stakeholders and not at shareholders primarily. Efforts to disclose

how human resources adds value to a company is minimal.

Finally, we checked if corporations disclosing a stand-alone corporate respon-

sibility report disclose more information on HR in their AR than corporations which

do not prepare such stand-alone report. The sample was therefore split into two

groups. Group 0 contains corporations that do not issue stand-alone corporate

responsibility report, and group 1 contains corporations that issue standalone

corporate responsibility report.

Table 2 Disclosed items

Disclosed item

N of companies

disclosing item

Mean of words

disclosed per report

% of disclosed item on total

voluntary HR disclosure

Human capital 35 325.50 39.40

Description of staff 21 55.24 6.69

Training and human

capital

34 267.94 32.43

Staff performance 5 2.32 0.28

Social 31 394.06 47.70

Compensation 28 141.14 17.08

Interaction with staff 10 15.84 1.92

Health and safety 27 185.56 22.46

Staff recruiting 19 51.52 6.24

Ethical 25 106.56 12.90

Workers’ rights and
industrial relations

23 46.34 5.61

Anti-corruption 7 3.74 0.45

Equal opportunities 5 14.28 1.73

Ethical values 12 42.20 5.11

Total voluntary dis-

closure on HR

37 826.12 100.00

Source: annual reports of selected corporations, year ¼ 2014

Exploratory Analysis of Voluntary Reporting on Human Resources in the Czech. . . 323



Consequently, we performed Mann-Whitney non-parametric test to find out if

corporations issuing stand-alone corporate responsibility report disclose signifi-

cantly more information on HR than companies that do not issue such special

report. Results can be found in Table 3.

Based on obtained results, we can summarise that companies issuing stand-alone

corporate responsibility report have a higher mean of all indicators. Nevertheless, a

difference between groups according to Mann-Whitney test is not statistically

significant.

Conclusion

This paper provides results of an original empirical research, specifically content

analysis of voluntary disclosure on human resources in annual reports of the

50 largest companies domiciled in the CR. We counted the total number of words

dedicated to voluntary disclosure on HR in each report as well as the number of

words related to main sub-topics (human capital, social and ethical information). It

is possible to summarise that majority of information relates to social area. These

results are in accordance with Alvarez (2015) and support legitimation theory,

which states that voluntary social reporting primarily serves as a tool for altering

the public’s opinion on the legitimacy of the organisation.

We can summarise that while some topics (items) are disclosed by a relatively

large number of companies, other issues are nearly ignored by the majority of

corporations (e.g. staff performance and anti-corruption policy). There are signif-

icant differences in the quantity of voluntary reporting on HR between companies,

for example, 26% of companies in our sample do not disclose information on any of

the considered items.

Finally, we tested if corporations publishing a stand-alone corporate responsi-

bility report disclose more information on HR in their AR than other corporations.

On the one hand, corporations issuing stand-alone corporate responsibility report

Table 3 Comparison of corporations issuing and not issuing corporate responsibility report

Disclosure

quantity Group

N

of comp.

Mean

rank Mean

Standard

deviation

Sig (Mann-

Whitney)

HRHCapital 0 46 25.40 297.35 506.738 0.870

1 4 26.63 649.25 872.435

HRSocial 0 46 25.65 310.20 447.181 0.797

1 4 23.75 1358.50 2600.339

HREthical 0 46 25.00 67.78 111.463 0.379

1 4 31.25 552.50 709.419

HRTotal 0 46 25.37 675.33 952.541 0.829

1 4 27.00 2560.25 4092.789

Source: annual reports of selected corporations, year ¼ 2014
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disclose more information on HR, but according to the Mann-Whitney test, the

difference is not statistically significant.
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Pakšiová R (2016) CSR reporting in Slovakia. In: Kovářová E, Melecký L, Stanı́čková M (eds)
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The Pricing of Audit Fees: Empirical Evidence
from Czech Republic

Michal Šindelář

Abstract The aim of this paper is to analyze the pricing of audit fees in the Czech

Republic, and the main emphasis is placed on the relation between audit and

non-audit fees. The analysis is based on the annual reports of the listed companies

on the Prague Stock Exchange on 31 December 2015. The analysis represents the

regression model that is used in the international research. Besides non-audit fees

the regression model contains client size and various types of risks that has to be

considered during audit. The analysis shows no statistically significant relation

between audit and non-audit fees in the Czech Republic, but the audit fees are

mostly dependent on client size.

Keywords Audit fees • Non-audit fees • Auditor’s independence • Audit fees

pricing

Introduction

The Czech Republic is a small country placed in the Central Europe. From 1945 to

1989, the central planned economy was implemented in the Czech Republic, with

all its economic impacts. During this period, there was no place for the specific

services as audit or verification of the financial statements. In this type of economic

system, there are no conditions for the formation of demand for audit services, as

separate management of the company from its owners. Since 1989 the Czech

economy has begun to transform into a market economy. After the Velvet revolu-

tion, which brought quite a wild privatization, the demand for audit services began

to appear. The audit profession started to form in 1993, when the Chamber of

Auditors of the Czech Republic was founded. It means that in comparison to

Western Europe, the audit profession is in the Czech Republic young and emerging.

One of the major milestones in the development of the auditing profession in the
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Czech Republic was the adoption of ISAs in 2005 as mandatory standards for

statutory audit of financial statements. The audit market exists only 23 years in the

Czech Republic, and it means there are only few research papers dealing with the

audit market problems. For example, Sindelar and Mullerova (2016) analyzed the

concentration on the Czech audit market. Moreover, this “lack of research” is not

only in the area of audit market, but also generally in accounting. Seal (1997)

analyzed the problems of transformation of the economy in the Czech Republic and

tried to explain the reasons of “lack of research” in the Czech Republic. One of the

consequences is that research, which was conducted in Western Europe 15 years

ago, gets now to the scene in the Czech Republic. One of the topics, the analysis of

determination of audit fees, is presented in this paper.

The Czech Republic is a member of the European Union since 2004, so the

legislation in the Czech Republic has to be in compliance with the EU regulation.

One of problems of the audit market, which began the European regulators to deal

with, is the risk of the independence of auditors due to simultaneous providing both

auditing and other services. European Commission (2002) in this regard stated that

the remuneration for other services may jeopardize the independence of the auditor.

To be unified, the audit approach across the European Union the European Com-

mission issued Directive 2006/43/EC that governs the requirements and rules of

statutory audit. Moreover, in the year 2014, the European Commission decided to

modify the rules for statutory audit significantly and issued the Directive 2014/56/

EU, which amends the Directive 2006/43/EC and separately was issued Regulation

537/2014, which contains specific rules for audits of public interest entities. The

European law is implemented to the Czech legal system by the act no. 93/2009

Coll., on auditors.

According to the European and Czech law, the audit fees are not allowed to

depend on any of the indicator from the audited company, e.g. total assets, total

revenues, etc. This is also expressed in the International Standards on Auditing

(ISA). Moreover, the audit fees must not depend on non-audit fees, because the

independence of auditor should be threatened in this case. The relation between

audit fees and any other proxies is very often tested in the international research.

For more than 30 years, the audit research has examined whether knowledge

spillovers or synergies exist from the joint provision of audit and non-audit services

as well as whether the audit client benefits from knowledge spillovers. However,

empirical evidence on knowledge spillover remains mixed and elusive.

Simunic (1984) analyzed the influence of management advisory services on

audit fees and found that audit fees depend on management advisory services in

the way that, if the client has management advisory services from the auditor, the

audit fees are higher. This conclusion was explained by the existence of knowledge

spillovers which occur from the management advisory services to audit service.

This study was extended by Palmrose (1986), who analyzed not only the manage-

ment advisory services but also all non-audit services divided into tax services,

accounting-related services and non-accounting services of 286 public companies.

She reached the same results as Simunic – the audit fees are dependent on non-audit

fees. Further, Davis and Ricchiute (1993) analyzed the data collected from the audit

firms in the United States and found weakly positive correlation between audit and
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non-audit fees. Firth (1997) analyzed the Norwegian stock market, concretely the

companies listed on Oslo Stock Exchange. He tested 157 listed companies in the

period of the year 1991. He found the strongly positive correlation between audit

and non-audit fees. The statistically significant relation has been also confirmed in

the analyses of Bell et al. (2001), Hay et al. (2006) or Parkash et al. (2012).

On the other hand, there exist some studies that do not confirm the relation

between audit and non-audit fees. Abdel-Khalik (1990) and Whisenant et al. (2003)

found no relation between audit and non-audit fees. Moreover, the Australian

research provided by Barkess and Simnett (1992) also provided no statistically

significant relation. As there are many studies confirming the strong relation

between audit and non-audit fees, some authors analyzed this topic in a more detail

and found very interesting results. One way of investigation tends to the assessment

of statistical model used for measurement of the relation. Chan et al. (2012) found

that by using two-stage least squares (2SLS) estimation instead of ordinary least

square (OLS) estimation, the association between audit and non-audit fees is statis-

tically weaker. Other way of explanation of the positive correlation tends to the fact

that audit and non-audit fees are determined by the same variables (Whisenant et al.

2003). Moreover, the recent way of continuing audit research in this topic is based

on the extension of this topic and tries to engage the measurement of audit quality

to the basic audit fees model. This paper analyzes the audit fees model in Czech

Republic and according to this fact following hypothesis is formulated:

• H: I supposed the statistically significant positive correlation between audit fees

and non-audit fees in the Czech Republic.

Data and Methodology

Data

The analysis is based on the 46 listed companies on the Prague Stock Exchange at

the end of the year 2015. For the data mining, the database MagnusWeb was used.

Missing data was collected from singly presented annual reports downloaded from

Prague Stock Exchange. Prague Stock Exchange is a small exchange, where

76 companies are listed on 31 September 2015. The reduction in the analyzed

companies is caused by two aspects. Firstly, from the sample was removed financial

institution. The reason is that financial institution has special business model with

different risks and structure of financial statements. The audit fees model used for

the analysis cannot comprise specifics of this type of business. Removal of financial

institution is fully in keeping with the international research. All above-mentioned

international research exclude financial institutions from the analysis. Fields et al.

(2004) tried to analyze financial institutions by modified audit fees model according

to the special risks, which occur at the financial institutions. Secondly, there were

some companies excluded, because the necessary data for the analysis were not

available.
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Methodology

The analysis is based on the audit fees model used in international research

(Simunic 1984; Palmrose 1986; Firth 1997; Whisenant et al. 2003; Thinggaard

and Kiertzner 2004). This model is based on the linear regression and comprises the

specifics (client size and complexity and risks) of the companies important for the

audit service (Thinggaard and Kiertzner 2004). Every important specific has at least

one variable in the model. The model is stated in the Eq. (1).

LNAUDIT ¼ β0 þ β1 LNNAð Þ þ β2 LNTAð Þ þ β3 SQEMPLSð Þ þ β4 DAð Þ
þ β5 BIG4ð Þ þ β6 INVRECð Þ þ β7 SQSUBSð Þ þ β8 ROAð Þ
þ β9 LOSSð Þ ð1Þ

where

• LNAUDIT ¼ natural logarithm of the audit fees

• LNNA ¼ natural logarithm of the sum of non-audit fees

• LNTA ¼ natural logarithm of total assets

• SQEMPLS ¼ square root of the number of employees

• DA ¼ total debt divided by total assets

• BIG4¼ dummy variable equal to 1 if the audit is performed by a member of Big

4 (PwC, EY, KPMG a Deloitte) (0 otherwise)

• INVREC ¼ inventory plus accounts receivables, divided by total assets

• SQSUBS ¼ square root of the number of subsidiaries

• ROA ¼ return on assets

• LOSS ¼ dummy variable equal to 1 if the firm reports a loss

The client size is represented in the model by total assets (TA) and the number of

employees (EMPLS). Complexity of substance that can be characterized as the

complexity in relation to the verifiability of financial statements items by an auditor

is represented by inventory and accounts receivables (INVREC). Formal complex-

ity means the complexity in relation to the presentation of financial statements,

e.g. number of segments, subsidiaries, etc. In the model is this complexity

represented by number of subsidiaries (SQSUBS). The last important client spec-

ified is its general risk. This risk can be characterized as the whole risk of the client

and can be characterized by variables as leverage (DA), rentability (ROA), loss

(LOSS), liquidity or solvency. Where the general risk is higher, the more audit work

has to be undertaken. Other variable in the model, BIG4, represents the fact that the

audit was performed by an auditor from the Big4. In the international research was

confirmed (Whisenant et al. 2003; Firth 1997; Chan et al. 2012) that audits

performed by Big4 firms are more expensive than audits performed by non-Big4

firms. This could be named as a Big4 premium. The last variable in the model is the

non-audit fees (NA).
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Results and Discussion

Correlation among the variables could possibly confound the interpretation of the

regression model. The simple correlations among variables are shown in the

Table 2 – see Appendix. In general correlations are quite low except one with

absolute value of 0.75. There are indeed some suggestions that correlation below

0.8 does not signalize the problems with multicollinearity. Table 1 shows the results

of the regression analyzes with expected impact on the audit fees.

Table 1 shows some interesting results of the regression analysis especially with

international comparison. There is no statistically significant relation between audit

and non-audit fees in the Czech Republic. This means according to the analyzed

data that I could not confirm the hypothesis H about the existence of relation

between audit and non-audit fees. In the Czech Republic, this could be caused by

various reasons, e.g. the existence of special audit firm. This leads to the fact that in

the annual reports are reported only the audit fees and the non-audit fees are not

reported, because they are payed to another firm even though the firm is from the

same group. This could be also caused by imperfectly implemented (translated) EU

directive.

Table 1 Regression of audit fees

Dependent variable: LNAUDIT

Method: Least squares

Sample: 146

Included observations: 46

Variables Expected impact Coefficient Std. error t-Statistic Prob.

C ? (2.267990) 1.505404 (1.506566) 0.1406

LNNA ? 0.030150 0.022424 1.344526 0.1872

LNTA + 0.479220 0.100229 4.781274a 0.0000

SQEMPLS + 0.002210 0.003419 0.646216 0.5222

DA + 0.700687 0.481042 1.456602 0.1539

BIG4 + 0.551073 0.308334 1.787261c 0.0823

INVREC + 2.029782 0.921351 2.203050b 0.0341

SQSUBS + 0.196775 0.068927 2.854840a 0.0071

ROA – 4.999686 2.050515 2.438259b 0.0198

LOSS + 0.698366 0.362169 1.928286c 0.0617

R-squared 0.843147 Mean dependent var 7.047744

Adjusted R-squared 0.803934 S.D. dependent var 1.679287

S.E. of regression 0.743577 Akaike info criterion 2.434970

Sum squared resid 19.90462 Schwarz criterion 2.832501

Log likelihood (46.00431) Hannan-Quinn criter. 2.583888

F-statistic 21.50166 Durbin-Watson stat 2.258926

Prob(F-statistic) 0.000000

Source: Own processing

Note: asignificant at 0.01; bsignificant at 0.05; csignificant at 0.10
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Other important result is that the most statistically significant is the size of the

client represented by total assets and complemented by formal complexity

represented by number of subsidiaries. This means that audit fees are very sensitive

on the performed work in relation to the group complexity. This result is in

compliance with the international research (Firth 1997; Whisenant et al. 2003;

Thinggaard and Kiertzner 2004). The Big4 premium was not also confirmed by

the analysis. There is only weak correlation between audit fees and the fact that

auditor is from Big4.

Conclusion

The paper analyzes the pricing of audit fees on the Prague Stock Exchange at the

companies listed there on 31 December 2015. For the analysis, I used the interna-

tionally validated audit fees model. As the database is chosen, the annual reports of

listed companies, where companies are obliged to disclose the audit fees and

non-audit fees paid to the auditors. For data mining, the database MagnusWeb

was used. This database contains accounting data of the companies doing business

in the Czech Republic and the companies listed on the Prague Stock Exchange. The

audit fees model provides a good statistical fit. The most important findings are:

• The audit fees in the Czech Republic are not statistically significantly correlated

with non-audit fees.

• There is only weak statistical correlation between audit fees and the fact that the

audit firm represents the Big4 firm.

• The audit fees are mostly correlated with the size of the client measured by total

assets.

The results show some differences between Czech audit market and other audit

markets, especially in the Western Europe. The most important conclusion is that

according to performed analysis, there is no significant relation between audit and

non-audit fees and I cannot confirm the hypothesis H. At the end, I consider

appropriate to mention the fact that the article contains only a part of the analysis

of Czech audit market and will be followed by further more complex research.
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The Going Concern Threats and Deferred Tax
Assets Recognition: The Gap Between Theory
and Practice

Ireneusz Górowski

Abstract The crucial issue, when assessing the going concern and recognizing

deferred taxes, is making the correct judgement about the company’s foreseeable
future. In this paper, we describe an experiment which tests how accounting

standards users make their judgements about deferred tax assets recognition for

companies facing serious going concern threats. The results revealed that a knowl-

edgeable group of IAS 12 standard users is willing to recognize the deferred tax

assets and create profits in the process even when a company faces going concern

threats which are clearly communicated by the management. Explaining the nature

of such behaviour would require further research.

Keywords Financial distress • Going concern • Deferred tax

Introduction

Going concern is an underlying assumption of the IFRS framework for financial

reporting. It constitutes that the financial statements are normally prepared on the

assumption that an entity is a going concern and will continue in operation for the

foreseeable future (IASB 2010, Conceptual Framework par. 4.1). This assumption

means that the entity has neither the intention nor the need to liquidate or curtail

materially the scale of its operations. It becomes a crucial issue when the company

faces a financial distress (Andrzejewski and Maślanka 2015; Bauer 2014). Thus, the

assessment of the going concern assumption is a trial of peering into a foreseeable

future of the entity. It involves making a judgement at a particular point of time

about uncertain future outcomes of events. The similar activity should be under-

taken when recognizing deferred assets. On the principle, the deferred tax assets

shall be recognized to the extent that it is probable that taxable profit will be

available against which the deductible temporary difference, unused tax loss or
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unused tax credit can be utilized (IASB 1996, IAS 12 par.24 & 34). Thus, this

procedure also demands some professional judgement about foreseeable future. To

recognize deferred tax assets (which mean also increasing profits), the company

should expect reversal of tax deductible differences as well as sufficient future

taxable profits and should be able to have some tax planning opportunities at all.

The main goal of this paper is to join these two circumstances: judgement about

the recognition of deferred tax assets and threats to company’s ability to continue

operations as a going concern. We are going to check if the accounting standard

users tend to recognize tax assets for companies under a strong financial distress.

Both topics, deferred taxation and going concern, have been researched exten-

sively. In this context, we would like to draw attention to the area of research

focusing on deferred taxation as an earning management tool. A strong evidence of

using deferred taxes for income smoothing can be found at Holland and Jackson

(2004) and for avoiding losses at Noor et al. (2007). Schrand and Wong (2003)

showed that banks used high valuation allowances for deferred tax assets to manage

future earnings. Dhaliwal et al. (2004) proved that when the actual earnings fall,

firms decrease their effective tax mainly by creating tax assets to increase profits.

Prior research gives a good starting point for the new research. If we already know

that deferred taxation can be used as an earnings management tool, we can expect

that it will be used willingly when going concern assumption becomes a question-

able issue. Some research on the combined topics of the financial distress and

deferred taxes also touches the problem of earnings managements. Mills and

Newberry (2001) found that firms facing financial distress will report greater

book/tax differences – which are commonly perceived as being useful in detecting

earnings management to avoid the earnings decline and to avoid a loss (Philips et al.

2003, Wang et al. 2016). The latest study by Eustler et al. (2016) of going concern

reports modifications accompanying the last set of fraudulently stated financials and

just mentions deferred asset accounting as one of fraudulent deferred schemes

devised to conceal financial distress. They refer to the case of Powerlinx which

materially inflated deferred tax assets to 38 percent of the company’s total assets.
The case study (Górowski 2014) of Polish companies listed on Warsaw Stock

Exchange shows that the companies facing a high probability of going bankrupt

recognize and decrease their tax assets. We designed an experiment to evaluate the

possible interaction between the two issues – going concern and deferred tax

judgement.

Data and Methodology

The inspiration for this study was a previously mentioned paper by Górowski

(2014). It examined links between management’s and auditors’ assessment of

companies’ ability to continue as a going concern and deferred tax assets judge-

ments for selected companies listed on the Warsaw Stock Exchange. The analysis

was performed on listed companies which declared bankruptcy in year 2013. In the
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reports for all of the examined companies, the deferred tax assets were recognized,

despite a clear declaration of doubts about their ability to continue as a going

concern. Therefore, in the management’s opinion (regardless if expressed directly

or not), the presence of these doubts was not an obstacle to the recognition of the

deferred tax assets that improved financial result reported in the statement of profit

or loss.

The aim of this research was to verify if, in the experimental conditions,

accounting standards users would decide to recognize deferred tax assets in com-

panies under a strong financial distress. We had expected rather clear results that,

following the IAS 12 rules, participants would decide not to disclose the deferred

tax assets. The research could also uncover some creative accounting practices

rather than institutional problems.

Using the cases described by Górowski (2014), we created three scenarios to be

used in a pilot experiment on the students at Cracow University of Economics. The

students attending tax accounting master class were lectured on the main ideas of

inter-period tax allocation in compliance with the IAS 12. We did our best trying to

teach in a ‘neutral’way, providing students with a sufficient information required to

understand the topic. We focused on explaining the essence of the temporary

differences between book value and tax value and general algorithms of the

deferred tax recognition. The issue of judgement about future company perfor-

mance in the deferred tax assets valuation and recognition was only mentioned.

Then students were given a short extract from the IAS 12 and three scenarios for

sample companies: Budopol Wroclaw SA., Fota SA and Ideon SA. The names of

the companies were changed. The scenarios were based on the data from 2013

financial statements and management letters. We only used excerpts from the

original documents. We purposely extracted information disclosed in the financial

statement which could signal that companies were under financial distress, includ-

ing all the information about going concern assumptions. The particulars of these

three scenarios are presented below.

The students were asked six questions. The first three were control questions

designed to verify student’s understanding of the accounting for deferred taxes. The
remaining questions related to the three scenarios. We also asked supplementary

questions about gender and average grade from the last academic year.

The core question was ‘In your opinion, should the financial statement recognize

the deferred tax assets, considering only the information given in the scenarios

Table 1?’ The possible answers were ‘yes’, ‘no’ and ‘I don’t know’.

Results and Discussion

We received 98 responses from students of our two tax accounting courses. Some

questionnaires were eliminated because they either missed some answers or gave

wrong answers to the control questions. That left 73 responses to the core question

regarding the recognition of deferred tax assets.
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Results are summarized in the Table 2.

It should be emphasized that in all three scenarios, serious threats to survivability

of the entities as a going concern could be observed. In our opinion, the ‘red flags’
were clearly communicated by the Management Boards. All three companies

Table 1 Scenarios used in the experiment

Scenario 1 Scenario 2 Scenario 3

Industry Real estate rentals and

management

Sale of car’s spare
parts and repairmen

tools

Construction.

Information 1 The company has

submitted bankruptcy

petition with a possi-

bility of a repayment

arrangements

The company needs

fundamental

restructuring

Continuation of the

operations rely on

acquiring new pro-

jects and repayment

of existing debts

Information 2 The company lost its

liquidity. The bank

accounts are frozen

The financial cove-

nants are broken.

Banks are entitled to

announce default and

demand immediate

repayment of loans. It

would mean loss of

important sources of

financing and reduc-

tion of operational

scale

Continuation of the

company’s business
depends on its key

debtor’s ability to

overcome his finan-

cial distress and

acquiring new

customers

Information 3 The company was

forced to reduce costs

and scale of opera-

tions and conse-

quently lost markets

The company

assumes that it will be

able to earn account-

ing and taxable profit

in the future

–

Going concern

assumption as used

with financial state-

ment preparation –

management’s point
of view

Assumption sustained

when preparing finan-

cial statement,

although the Manage-

ment Board see some

serious threats

(no further

comments)

Assumption sustained

when preparing the

financial statement

Assumption

sustained when pre-

paring the financial

statement

Source: own analysis

Table 2 The research

outcomes
Answer Scenario 1 Scenario 2 Scenario 3

Yes 8 10.96% 22

No 52 71.23% 43

Don’t know 13 17.81% 8

Total 73 100.00% 73

Source: own analysis

338 I. Górowski



actually went bankrupt during the year after issuing their financial reports. Under

the given circumstances, a reliable tax planning was impossible, and the probability

of gaining taxable income during the following years was negligible.

The recognition of the deferred tax asset is allowed under the IAS 12 standard ‘to
the extent that it is probable that taxable profit will be available against which the

deductible temporary difference can be utilized’. It means that it should be probable

(i.e. according to the IFRS ‘more likely than not’) that the company will gain

taxable profits during the following years, which would allow utilization of the tax

deductible differences that would reduce future tax payments. For most situations

under the Polish tax system, the majority of the temporary differences are tax

deductible during the next fiscal year against the future taxable income. The reason

for this is that taxable income compared to book income is based to a greater extent

on cash flows rather than accruals. Tax losses – which also are reasons for deferred

tax recognition – can be carried forward for the next 5 years. So, one can argue that

in that time frame the situation of the company can change. But should one create

an asset that will generate future profits on a hope that a company will survive

despite frozen bank accounts, broken loan covenants – clear signs of a ‘terminal

illness’? Our effort to teach the prudence principle concept did not stop them

making the wrong judgement.

We could observe that respondents used a judgement process to decide if the

deferred assets should be recognized. In the first scenario, only 10.96% of students

would recognize deferred tax assets compared to 63.01% in the scenario no. 3.

Surprisingly, in scenario 1, almost 29% did not answer ‘no’ despite the fact that
the Management Board submitted a bankruptcy petition, the company was illiquid

and bank accounts were frozen. Perhaps the 17.81% of ‘don’t know’ respondents
allowed for an additional not available to them information before making their

final judgement (the meaning of “don’t know” can have various interpretations and
maybe the questionnaire could have addressed it more precisely).

On reflection, if this wasn’t an experiment, the respondents could be perhaps

forgiven for thinking that available data was too limited to make a definite judge-

ment, but in such case, more should have answered ‘I don’t know’. The question

remains what else would convince them to make the negative judgement about the

companies’ future.
In scenario 3, we had expected a higher degree of ‘don’t know’ answers as the

information provided was less specific and inconclusive. Majority (63% ‘yes’) of
our respondents were quite optimistic about the future taxable incomes of the third

company which as we know went bankrupt.

Conclusion

Although we are conscious that this was a pilot experiment, it can be clearly visible

that accounting master students familiar with the IAS 12 standard tend to recognize

deferred tax assets even for companies that are just days away from bankruptcy.

The possible explanations could include:
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1. The deferred tax allocation is still a non-consistent procedure and should be

thought through again by both researchers and the standard authorities.

2. Teaching process and the standard’s presentation are not sufficiently clear for

students.

3. The prevailing interpretation of the standard reflects an overly optimistic attitude

towards the financial statements and their underlying assumptions.

4. It is worth mentioning that all analysed companies in the ‘real world’ actually
recognized the deferred tax assets and companies one and two received an

unqualified opinion. In the first scenario, the auditor only mentioned the risk

of recognition and increasing the deferred tax assets.
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Górowski I (2014) Wpływ polityki rachunkowości w zakresie aktywów z tytułu odroczonego

podatku dochodowego na wynik finansowy niewypłacalnych spółek giełdowych (The influ-
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http://www.car.aauni.edu/wp-content/uploads/IFRS-Global-Rules-Local-Use-AAU-Prague-2015.pdf
http://www.car.aauni.edu/wp-content/uploads/IFRS-Global-Rules-Local-Use-AAU-Prague-2015.pdf
https://doi.org/10.2308/acch-51490
http://www.ifrs.com
http://www.ifrs.com


The IFRS Assessment by Publicly Traded
Companies

Simona Tuzarová and Ladislav Mejzlı́k

Abstract Because the Czech Republic adopted the IFRS for the individual

reporting publicly traded companies as well as other companies which are a part

of the consolidation under the IFRS, this fact offers the adoption of the IFRS also

for taxation supported by the existence of the CCCTB and its possible future

acceptance in the EU. The main goal of this paper is to show the research results

obtained by a survey made between publicly traded companies in the Czech

Republic. This research is based on the IFRS adoption by the companies – a way

of the IFRS integration into a company information software, advantages and

disadvantages of their adoption, problems in using of these standards, and an

attitude of companies to the tax base calculation under the Czech accounting

principles instead of the IFRS, which are applied in the individual financial

reporting.

Keywords IFRS • Czech GAAP • Taxation • CCCTB

Introduction

Adoption of the IFRS across the European Union comes from the regulation

No. 1606/2002 where it is written: “On 13rd June 2000, the Commission published

its Communication on EU Financial Reporting Strategy: the way forward in which

it was proposed that all publicly traded community companies prepare their con-

solidated financial statements in accordance with one single set of accounting

standards, namely International accounting standards (IAS), at the latest by

2005.” In the section number 13:

“In accordance with the same principle, it is necessary, as regards annual accounts, to leave

to Member States the option to permit or require publicly traded companies to prepare them

in conformity with international accounting standards. . . Member States may decide as

S. Tuzarová (*) • L. Mejzlı́k

Department of Financial Accounting and Auditing, University of Economics, Prague,

Nam. W. Churchilla 4, 130 67 Prague, Czech Republic

e-mail: simona.tuzarova@vse.cz; ladislav.mejzlik@vse.cz

© Springer International Publishing AG 2018

D. Procházka (ed.), The Impact of Globalization on International Finance and
Accounting, Springer Proceedings in Business and Economics,

https://doi.org/10.1007/978-3-319-68762-9_37

341

mailto:simona.tuzarova@vse.cz
mailto:ladislav.mejzlik@vse.cz


well to extend this permission or this requirement to other companies as regards the

preparation of their consolidated accounts and/or their annual accounts.”

The main goal of these assignations accepted of the European Parliament is likely to

harmonize the financial reporting in EU so that all member states use the same rules

at least for the publicly traded companies. However, there is also an ambition for

other voluntary expansion of IFRS. It is at least interesting to observe different

ways of voluntary adoption of IFRS across the EU. The Czech Republic adopted the

IFRS much deeper than some EU countries – in short all publicly traded companies

must use IFRS for individual reporting as well as for consolidated reporting

(if parent company), non-issuers of security parent companies can use the IFRS

for individual and also consolidated reporting, and finally companies included in

consolidation under the IFRS can also use the IFRS for individual reporting.

One of the reasons why the IFRS was not mandatorily adopted in the IFRS in EU

is the fact that individual accounting/reporting more or less influences corporate

taxation in all member states of EU. Even when the professional public does not

like to hear – the taxation influences the accounting in many EU countries.

There are several reasons why the financial reporting rules and practices might

not always be appropriate for determining the final tax liability. These include the

purposes of accounting and taxation and difficulties in defining economic concepts

and administrative effectiveness (James and Nobes 2002). While the system of

taxation is not formed in order to facilitate and assist users in economic decision-

making, but is designed to maintain the viability of each national economy through

tax collection, accounting regulations are designed to inform users of financial

statements about the financial risks that are inevitably associated with economic

transactions and to help them to make rational decisions (Weber 2009). While

countries like Germany, Spain, and France maintained and still maintain a strong

relationship between the accounting and taxation in order to avoid two sets of rules,

others like Britain and Denmark are trying to separate these two systems, where the

taxable profit will be calculated according to the tax rules, such as in the USA.

Between the main problems belongs the question if the accounting profit is really

the value to be taxed? The current concept of accounting profit tends to the

economic perspective, which measures future benefits and losses, instead of the

law perspective. The law perspective to the profit is much more close to the value to

be taxed (Macdonald 1995).

The degree of the dependence between accounting and taxation significantly

differs across the EU, which was the subject of many researches (Procházka and

Molı́n 2016). The IFRS were mandatory adopted only for consolidated statements,

and calculation of the taxable profit from the IFRS has not been introduced in the

most of EU countries (moreover this introduction is not intended in many coun-

tries). The European Commission published the common consolidated corporate

tax base (CCCTB) in 2011. Major benefits of the introduction of the proposed

CCCTB can be seen in the elimination of transfer pricing concerns, removal of

double taxation because of conflicts arising the tax claims by the Member States,
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and of course, reduce the administrative burden and costs of tax compliance. For

this purpose, the procedure CCCTB rules are divided into three stages:

1. Determination of first individual tax bases according to accounting tax rules

2. Consolidation of these tax bases

3. Allocation of the third joint tax base of the group among members according to

the prescribed formula

Even though it is at least questionable whether all or even some of the member

states by strengthening cooperation will adopt the CCCTB in its present form, the

European Commission should also consider a strategy that would introduce the

CCCTB in two consecutive steps (Fuest 2008). The first step would replace

28 national tax legislations under a single set of harmonized tax rules – such as a

common tax base (CCTB) would only affect the calculation of the tax base. The

second step is the consolidation of revenues of individual members of the group and

the subsequent division of the consolidated tax base. This step would not be

implemented at present but at a later stage, when that Member States will be better

prepared. Although some of the main benefits of the CCCTB would not be

immediately reached thanks to this two-step procedure (Spengel and Zollkau

2012), it seems that it has a better chance of success with regard to the political

sensitivity of this issue in the EU. The European Commission in 2015 presented a

strategy of restoring efforts adapt the CCCTB in the EU. This strategy is based on

two key changes, namely, that the CCCTB will be mandatory, because when the

optional application is highly unlikely that it will be used by companies that engage

in aggressive tax planning. And it proposes to gradually adapt the CCCTB, which

should provide better manageability of member states and their mutual agreement.

Although the proposal introduces autonomous rules for calculating and deter-

mining the corporate tax base but does not deal with the harmonization of financial

accounting, it is true that the debate in the preliminary stages of the project were

also focused on the question of whether and to what extent are the accounting

principles of the IFRS in accordance with this proposal (Sh€on 2004). It is important

to note that the European Council directive does not provide a formal link or

national accounting standards (GAAP) or to the IFRS. Because the formal starting

point for determining the tax base is missing, it is especially important to be

considered as comprehensive set of guidelines and rules that will apply to all

aspects of establishing a common tax base in order to ensure their uniform appli-

cation in all 28 member EU countries. Utilization of national GAAP or national tax

rules in cases, where it is not explicitly defined procedure, is undesirable and could

jeopardize the overall objectives of the CCCTB project (Freedman and Macdonald

2008).

Because the Czech Republic adopt the IFRS also for individual reporting

publicly traded companies as well as other companies which are part of consolida-

tion under the IFRS, it offers the adoption of the IFRS also for taxation supported by

the existence of the CCCTB and its possible future acceptance in EU. The following

survey between publicly traded companies in the Czech Republic shows the

company view on the IFRS – advantages and disadvantages of their adoptions,
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problems in using of these standards, and attitude of companies to the tax base

calculation under Czech accounting principles instead of the IFRS, which are

applied in individual financial reporting.

Results and Discussion

Thirty permanent publicly traded companies on the Prague stock exchange were

asked for the participation in the research. Necessary to say – some of these

companies yearly belong to the major taxpayers of the Czech Republic. Sixteen

companies decided to cooperate on the research, and simultaneously the most of

them are significant taxpayers.

The research focused on the following issues: application of the IFRS in the

accounting system, costs resulting from the adoption of the IFRS, balancing of

benefits and troubles coming from the adoption of IFRS, and companies approach

to quantifying the tax base from the Czech GAAP although the company manda-

torily uses the IFRS in annual reporting.

Only three companies conserve the Czech GAAP in the information system.

They at first compile the financial statements under the Czech GAAP subsequently

converting in accordance with the IFRS. Unchanged preservation of the Czech

GAAP is caused by the fact that companies either want to exit the issuer group or

must plan and report to the state under the Czech GAAP (the state-owned entity).

The most often resolution consists of the fully adoption of the IFRS in an account-

ing software with a difference how the Czech GAAP are maintained. In most cases

the Czech GAAP are discharged from an accounting software with identifying the

transactions leading to major differences between IFRS and the Czech GAAP –

these are recorded twice. Other transactions are always conducted only in IFRS, and

if they have a different impact on the accounting treatment, then adjustments are

made outside accounting software. Only two entities keep two accounting system

(IFRS and Czech GAAP) in their accounting software, and all transactions are

recorded twice.

There is no connection between the way of the IFRS adoption in the accounting

software and the business activities of the company. But we can say that the larger

the company is (turnover, assets), the more deeply integrated IFRS in its

economic life.

Adoption of the IFRS induced increased costs in IT, education, and consulting

services. None of the companies could retroactively quantify onetime increase in

costs during the first changeover to the IFRS.

Increased costs partly persist because of the obligation to identify profit

according to the Czech GAAP for the taxation purposes. These are the personnel

costs of one to one and a half-time job (average annually 1.300 thousands CZK).

Nine respondents managed to quantify the annual IT costs that come from the

Czech GAAP conservation at an average annually level of 400 thousand CZK.
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However 12 companies pointed to the evident decline in work efficiency when they

are forced to identify profit according to the Czech GAAP for taxation.

Application of the IFRS was 15 of 16 companies evaluated very positively.

International standards are perceived as a more coherent set of rules showing the

economic substance of transactions. The application of the IFRS meets the expec-

tations, and the most of companies became more open to investors and users of

financial statements, while it is possible to compare them at national and interna-

tional level. Accounting is so much more in line with the principles of corporate

governance – especially in the company and capital values management. All

16 respondents also confirmed that IFRS are detailed processed unlike the Czech

GAAP and their application solved outstanding problems in some areas, which the

Czech GAAP do not deal with. The IFRS are adequate size companies which they

are required for. They also mentioned benefits of IFRS in evident increasing

knowledge of the workers. Thirteen companies would like to remain the IFRS

even when they would lose the obligation. At the same time, it was noted that there

is a gradual improvement in the level of the IFRS reporting across the companies.

Four respondents fight with problems of practical interpretation of the rules used in

the IFRS – lack of methodology and specific examples with solutions including

trainings for employees. The intensity of the positive rating of the IFRS is higher for

banks and insurance companies.

Twelve companies maintain the Czech GAAP only for taxation. Two state-

owned companies keep the Czech GAAP because of the financial reporting duty

under the Czech GAAP for the state. The need of the Czech GAAP maintenance

creates a fear from overlooking some difference between both systems or some

accounting issue will be interpreted differently by the company and by the tax

authority (mainly thanks to the lack of the complex and consistent accounting rules

in the Czech GAAP). Thirteen companies would appreciate the change in the tax

legislation toward the adoption of IFRS profit/loss as variable using for tax base

calculation. The calculation of the tax base (coming from the Czech GAAP when

the company use for individual reporting the IFRS) is very difficult and meaning-

less by the opinion of companies. A fear of the treats to the tax collection is

unfounded because the most significant differences between both systems are

temporal (fall into revenues or expenses in a different time) or the tax legislation

deals with them separately from the accounting rules.

If there is an intention to adopt IFRS also for taxation, then it is important to

incorporate tax legislation changes clearly. There is a risk of the excessive income

tax law “swelling.” The best way possibly consists of the income tax law partition –

separately a part dealing with the taxpayers using and calculating the tax base from

the Czech GAAP and a part for the IFRS users for financial reporting as well as for

taxation.
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Conclusion

Adoption of IFRS is assessed very positively by the publicly traded companies in

the Czech Republic. Moreover most of them do not perceive any problem in the

IFRS adoption for annual accounts despite the fact that the EU prescribe the using

of the IFRS only for the consolidated financial reporting of the issues of securities.

However there is disappointment from the tax solution. The calculation of the tax

base (coming from the Czech GAAP when a company use for the individual

reporting the IFRS) is very difficult and meaningless by the opinion of companies.

Tax authorities could already have responded to the change of the accounting

legislation (the IFRS were compulsorily adopted since 2005 in the EU). It is evident

that the question of using of the IFRS for taxation is necessary to open today also

due to the CCCTB proposal. Although the European Council directive does not

provide a formal link to any national accounting standards (GAAP) or to the IFRS,

the utilization of a national GAAP or national tax rules in cases, where the

procedure is not explicitly defined, is undesirable and could jeopardize the objec-

tives of the CCCTB project. It is almost certain that the CCCTB is/will be based on

the accounting rules under the IFRS.

Acknowledgments This paper has been prepared within the research project “Institutional

Support” (No. IP 100040).

References

Freedman J, Macdonald G (2008) The tax base for CCCTB: the role of principles. Viena. Centre

for Business Taxation WP 08/07, pp 219–270

Fuest C (2008) The European Commission’s proposal for common consolidated corporate tax

base. Oxford Rev Econ Policy 4:720–739

James S, Nobes C (eds) (2002) The economics of taxation: principles, policy and practice, 7th edn.

Financial Times/Practice Hall, Harlow. updated.

Macdonald G (1995) Matching accounting and taxable profits: reflections on Gallagher v. Jones.

Br Tax Rev 24:484–498

Procházka D, Molı́n J (2016) Book-tax conformity: the review of recent research and its implica-

tion for the IFRS adoption in Europe. J Tax Res 14:96–118

Sh€on W (2004) International accounting standards – a starting point for a common European tax

base? Eur Tax 44:426–440

Spengel C, Zollkau Y (eds) (2012) Common corporate tax base (CC(C)TB) and determination of

taxable income – an international comparison. York. Springer, Berlin/Heidelberg

Weber D (2009) Do analysts and investors fully appreciate the implications of book-tax differ-

ences for future earnings? Contemp Account Res 26:1175–1206. https://doi.org/10.1506/car.

26.4.7
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IFRS 5 and Its Reporting in the Czech Republic

Jan Hospodka

Abstract This paper seeks to assess whether the issuers of listed securities report

in accordance with IFRS 5 and whether they do it correctly. IFRS 5 is related to the

special reporting of assets held for sale and discontinued operations. It requires the

entities that follow IFRS accounting rules to use special methods and principles for

such items. While bearing in mind the considerable differences between Czech

GAAP and IFRS, many Czech entities are unaccustomed to differentiating between

normal assets and assets held for sale as well as providing a separate reporting for

some of their operations. However, entities that issue listed securities are obliged to

prepare and present their financial statements in accordance with IFRS and should

therefore apply the IFRS 5 accounting standard.

Keywords IFRS 5 • Discontinued operations • Assets held for sale • Reporting

Introduction

IFRS 5 refers to international accounting reporting standard which relates to assets

held for sale and discontinued operations. The standard was issued in March 2004

and applies to annual periods beginning on or after 1 January 2005. It has replaced

IAS 35, discontinued operations, updated the reporting requirements for

discontinued operations and at the same included also the accounting rules for

assets held for sale, which were until then covered by IAS 16 – property, plant and

equipment. The reason for replacing IAS 35 with IFRS 5 lied mostly in intentions to

unify requirements for long-term assets between IFRS and US GAAP. Before

introducing IFRS 5, US GAAP (US SFAS 144 – Accounting for the impairment

or disposal of long-lived assets) contained more detailed and advanced rules for

accounting for long-term assets held for sale and their valuation.
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This paper comprises of the literature review, brief explanation of IFRS 5, and

presents the results of the research related to whether Czech listed companies report

their statements in accordance with IFRS 5. Research focuses on all the companies

on the prime market of Prague Stock Exchange (PSE) as of November 2016 and

their financial statements for 2015.

Literature Review

This standard has already been covered by several research papers focusing mostly

on closer explanation of the standard and its reporting requirements, such as in

Muthupandian (2008) or Holt (2007). However, they seem to have only a rather

descriptive than experimental approach, unlike this paper. Apart from research

papers, this topic also covered by private advisory companies such as Grant

Thornton or Mazars, which aim to describe the impact of the standard on individual

entities and guide those companies through examples for both assets held for sale

and discontinued operations. Barua, Lin and Sparaglia (2010) come with a very

interesting investigation into deliberate shifting of expenses into discontinued

operations and thus improving the core earnings. The paper, based on empirical

research, suggests that management very often tends to shift operating expenses

into discontinued operations even though such expenses relate to continuing per-

formance of the company, mostly because discontinued operations are usually not

disclosed in such detail in the financial statements. By doing so, the management

improves the financial performance of the company as a whole and also per share.

There are not many articles devoted to the application of IFRS 5 by Czech

companies. An article “Non-current assets according to IFRS – Praxis” by Krupová

(2010) shows the impact of reporting according to IFRS 5 on various business

cases. She also debates the unclear definition of assets held for sale and

discontinued operations and the troubles it causes to the entities. The paper empha-

sizes primarily the vague separation of discontinued operations, which might leave

the companies in the dark when assessing whether to report about it separately or

not. This will be also discussed in the following chapters. Dvořáková (2016) covers

very thoroughly all the IFRS standards including IFRS 5. It also presents a few

examples of adopting the IFRS 5 approach to discontinued operations and assets

held for sale.

This paper poses a hypothesis that “the entities, which report about assets held

for sale and discontinued operations, are doing it correctly and in accordance with

IFRS 5”.

It is unfortunate that it is not possible to analyse whether the companies do not

report about assets held for sale or discontinued operations because they have

nothing to report about or because they didn’t disclose the information even though

they should. It is therefore only possible to focus on those entities, which reported

about it and analyse, whether they reported correctly.
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IFRS 5

It is very important to bear in mind while preparing financial statements that it

should provide the reader with the information about everything that happened

during the reporting period and is subject to accounting. If the management decides

to discontinue a business operation or sell an asset, it is quite likely to be a

significant commercial decision that the reader should be aware of. These decisions

might influence future economic performance of the entity as well as its net asset

value.

Assets Held for Sale and Disposal Groups

To classify assets as held for sale is not an accounting policy choice, but it is a

mandatory approach once an asset meets certain conditions. In short, these condi-

tions are:

• Sale of the assets is highly probable.

• The assets are available for immediate sale.

The IFRS 5.8 sets out few conditions for the sale to be highly probable:

• An appropriate level of management must be committed to a plan to sell the

asset.

• Active programme to locate a buyer and complete the plan to sale must have

been initiated.

• Assets are on the market at a price that is reasonable.

Even though it might seem at the first glance that the standard goes into a

considerable detail describing which assets should be considered as assets held

for sale, particular situations, which occur during the business cycle of many

entities, might prove otherwise. For instance, what should the entity do if it fails

to sell the asset as planned to a third party, because the third party decided not to

buy it in the end, although the asset is still available for purchase? Who decides

whether the level of management committed to a plan to sell the asset is appropriate

or whether it is not appropriate enough? Bearing in mind that these assets are still

being used and they still contribute to the profit of the company, this decision might

have a significant impact on the profit of the company as well as its EBIT, as these

assets are no longer depreciated. In case of audited companies, the decision should

be also a responsibility of the auditor, especially when this has a significant impact

on the financial statements. Considering the auditors should be having more

experience with this, the increasing frequency of situations that they encounter

should provide them with enough ability to assess the case objectively.

IFRS 5.6 states that “An entity shall classify a non-current asset (or disposal
group) as held for sale if its carrying amount will be recovered principally through
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a sale transaction rather than through continuing use”. This provision and IFRS

5.13–14 suggest that assets which are to be abandoned or scrapped rather than sold

shall not be classified as assets held for sale.

Further, for assets to be recognized as held for sale, and the sale should be

expected to happen within a year. There are exceptions to this if the period to

complete the sale is extended beyond 1 year because of events and circumstances

that are beyond the entity’s control.
Assets held for sale and disposal groups are, per IFRS 5.15, supposed to be

measured at the lower of their carrying amount and fair value less costs to sell. Such

assets are obviously not depreciated nor amortized, as per IFRS 5.25.

If the entity classifies some assets as held for sale, it needs to meet criteria set out

in IFRS 5.38–42, which contain the main requirements for their presentation in

financial statements and in the disclosure. These requirements and the ability of

companies to meet them are analysed in the following chapters.

Noncurrent assets classified as held for sale and the assets of a disposable group

should be presented separately from other assets in the statement of financial

position. The liabilities classified as held for sale should be presented separately

from other liabilities. Assets and liabilities should not be offset and should not be

presented in a single amount. The entity is not obliged to adjust prior periods for

current period decisions related to held for sale classification (unlike in case of

discontinued operations).

The entity needs to analyse major asset classes held for sale either in the

disclosure or in the statement of financial position. It also needs to describe the

noncurrent assets held for sale, the facts and circumstances of the sale and the

related gain or loss, either in the disclosure or statement of comprehensive income.

Discontinued Operations

The concept of classifying part of the business as a discontinued operation is linked

to the concept of assets held for sale classification; it is however not the same one in

the Appendix A to IFRS 5 discontinued operations are defined as following:

A component of an entity that either has been disposed of or is classified as held

for sale and:

• Represents a separate major line of business or geographical are of operations

• Is part of a single coordinated plan to dispose of a separate major line of business

or a geographical are of operations

• Is a subsidiary acquired exclusively with a view of resale

It is subject for consideration whether an activity of the entity should be reported

as a discontinued operation or not, especially whether the activity is “major

enough” to be considered as one. As entities report segments of their operations

per IFRS 8, it is plain enough that such segments, if being discontinued, should be

reported also in accordance with IFRS 5. Furthermore, IFRS 8.5 relates to these
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segments as entity’s components, which are a similar approach as in IFRS 5. Other

obvious discontinued operations might be, for instance, separate divisions or

business units of the entity. In comparison to assets held for sale, the author

considers the requirements for discontinued operations even vaguer. In some

cases, it is abundantly clear whether the activity is separate and “major” enough

to be considered as discontinued operation. In other cases, however, it might very

well be debatable. That might lead to inconsistency between entities in what they

consider to be a discontinued entity and what they do not. Even accounting firms

might have a different corporate approach and methodology that would lead to

inconsistencies on the market. In the opinion of the author of this paper, it would be

therefore useful to narrow the focus of the standard down, for instance, through

some examples of what is and what is not a discontinued operation.

Discontinued operation could be something yet to be sold or disposed of in a

different way; however, it is also something that has already been discontinued

during the reporting period, as per IFRS 5.34. A business unit sold in November

should therefore be reported as an operation discontinued during the reporting

period as of 31 December.

As already mentioned above, unlike assets held for sale, the entity should adjust

prior periods and report the discontinued operations separately also for them.

If the entity classifies its operation as a discontinued operation, it needs to meet

criteria set out in IFRS 5.33–46, which contain the main requirements for their

presentation in financial statements and in the disclosure.

The unit should disclose its profit or loss for the discontinued operation, as well

as profit or loss on the measurement to fair value less costs to sell the related assets.

It shall also present the revenue, expenses, pre-tax profit and related cash flow of the

discontinued operations. Requirements for the entities will be fully described in the

following chapters.

Disclosures on discontinued operations require the entities to provide reader

with a lot of information about the operation, which might prove too be quite costly

to manage both in terms of time and money. Considering the entities show their

profit and loss statement for continuing and discontinued operations separately,

classification also has a substantial impact on the statements. That needs to be

accounted for by auditors as, as previous research has shown, the management

might tend to shift undesired items into discontinued operations and by doing so

improve financial performance of the continuing operations. Even more so, that

discontinued operations are provided with far less detail than continuing operations.

Data and Methodology

The research has been conducted on entities that issue listed securities on any stock

market in the EU and are obliged to disclose by CNB the information required by

Act No. 256/2004 Coll., on Capital Market Undertakings (CNB 2016a). The issuers

of listed securities and other persons submit to the Czech National Bank
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information defined in Decree No. 234/2009 Coll. of 21 July 2009, on the Protec-

tion against Market Abuse and on Transparency (CNB 2016b). Such entities are

also subject to §19a of Act No. 563/1991 Coll. On Accounting, according to which

they need to apply international accounting standards, including IFRS 5. List of

those entities was obtained from the database of the Czech National Bank available

on their website as of 15th of December 2016 (CNB 2016c). After excluding

investment funds, the research comprises altogether 53 entities, as illustrated by

the table below.

Table 1 shows that from the overall number of 101 issuers, 70 were considered

as a part of the research. Seventeen issuers did not have available financial state-

ments for 2015 for various reasons, such as that they have become obliged to report

to CNB only after 2015. As a result of this, financial statements of only 53 entities

were analysed. From those, 15 entities did not mention in their financial statements

anything about IFRS 5, assets held for sale or discontinued operations, and it is,

therefore, not possible to say whether they do not report about assets held for sale or

discontinued operations because those are not present in the company or simply

because the company does not follow IFRS 5 requirements.

Overall 38 issuers mention IFRS 5 in their statements or their disclosure;

however only 37% of those report about existing assets held for sale or discontinued

operations in 2015 or 2014. The rest either mentions that the value of assets held for

sale is zero or that everything relates only to continuing operations and in most

cases, they also describe the procedures and requirements set by IFRS 5 in case

some assets or operations qualify to be reported as assets held for sale or

discontinued operations. From the 14 entities, 12 show assets held for sale and

7 discontinued operations. Effectively, this means that some companies show only

one of those items and some companies show both.

Results and Discussion

To help to assess this matter, a check list has been created, which mirrors the

requirements set by IFRS 5 standard and each company has been checked whether

they provide the required information. Following Tables 2 and 3 describe the

information required by IFRS 5 and the amount of companies that provided the

reader with this information.

Some of the requirements are reported by most of the entities, such as assets held

for sale presented separately from other assets, the entity does not reclassify for

other periods or that the entity proved the reader with the information about post tax

gain or loss of the discontinued operations. These are caused mainly by the fact that

if the entity decides to report in accordance with IFRS 5, it’s very hard to report

about assets held for sale or discontinued operations. Other requirements, however,

were followed with considerably less frequency, such as reporting about the

segment, to which the assets held for sale fit, or reporting about gain or loss of
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the sale. For discontinued operations, this was mostly the case for re-presenting the

disclosure for prior periods regarding the discontinued operations.

Those 14 companies were further analysed for the quality of their reporting. For

the purposes of this research, the author created a scale to quantify how well the

entities report in accordance with IFRS 5. This scale is shown in Tables 4 and 5.

The assessment of the quality of the reporting has been based on author’s
experience with financial statements and is mostly based on relative comparison

between the entities. Companies have then been graded regarding how well they

meet their criteria set by IFRS 5 as well as how detailed information they provide.

An average grade for assets held for sale was 2.3 and for discontinued operations

Table 1 Overview of available information in the CNB database

Group No. of entities

Issuers of listed securities as per CNB in total 101

After excluding investments funds 70

Issuers that have available financial statements for 2015 53

Issuers that mention following IFRS 5 in their statements 38

Issuers that report about existing assets held for sale or discontinued operations: 14

Out of those report existing assets held for sale 12

Out of those report existing discontinued operations 7

Source: CNB (2016a)

Table 2 Assets held for sale checklist

Assets held for sale Reported in

Presented separately from other assets 11/12 92%

Not reclassified for other periods 11/12 92%

Description of the non-current asset held for sale 9/12 75%

Description of the facts and circumstances of the sale 8/12 67%

Gain or loss of the sale 3/12 25%

If applicable, the reportable segment in which the non-current asset is presented

(IFRS 8)

1/12 8%

Source: Author’s own creation, based on CNB (2016a)

Table 3 Discontinued operations checklist

Assets held for sale Reported in

Post tax gain or loss of discontinued operations 6/7 86%

Revenues, expenses and pre-tax profit or loss of the discontinued operation 5/7 71%

The related income tax expense 5/7 71%

The net cash flows attributable to the operating, investing and financing 5/7 71%

The amount of income from continuing and discontinued operations attributable

to parents

5/7 71%

Re-presenting the disclosures for prior periods in the financial statements 3/7 43%

Source: Author’s own creation, based on CNB (2016a)
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2.6. That implies that in general, companies which report about the assets held for

sale or discontinued operations are explaining the circumstances of the sale well

and following the requirements set by IFRS.

Conclusion

Focus of this paper has been on companies which are obliged to follow IFRS

standards and whether they follow IFRS 5 in particular. The problem of this

standard lies primarily in its difference to Czech GAAP, which makes it harder

for the entities to adopt it, as they might have no experience which such require-

ments and rules.

As was already stated in the introduction, it is not possible to measure the

number of companies that should report in accordance with IFRS 5, as we do not

know whether they fulfil the conditions to have the obligations to do so. The only

approach that might help to narrow the companies down is to check whether they

state that they follow IFRS 5 specifically. That might suggest that they would report

about it, if they met the criteria.

The research has however proven that we cannot reject our hypothesis and that

indeed most the companies which report about assets held for sale or discontinued

operations do so with considerable detail and quality. In the author’s opinion, this is
caused mostly by the fact that these companies are assisted with their reporting by

large accounting firms which have the resources and capacity to follow IFRS

properly.

What might however be a cause for concern is the fact that even though

companies tend to disclose the information required by IFRS 5, such information

seldom provides enough detail into the character of expenses and income attributed

to discontinued operations as this information rely primarily in management

accounting. That might lead to management tendencies to shift expenses and

Table 4 Scale of the quality of reporting in accordance with IFRS 5 – assets held for sale

Description Value

No further explanation 1

Limited explanation of the assets and circumstances of the sale 2

Detailed explanation of the assets and circumstances of the sale 3

Source: Author’s illustration

Table 5 Scale of the quality of reporting in accordance with IFRS 5 – discontinued operations

Description Value

No further explanation 1

Limited explanation of the assets and circumstances of the sale 2

Detailed explanation of the assets and circumstances of the sale 3

Source: Author’s illustration
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income between continuing and discontinued operations and thus alter the financial

results of the company. It is therefore important for IFRS to find a balance between

providing enough information and at the same time not to be too time- and resource

demanding.
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Explaining Risk Premium on Bank Bonds
by Financial Ratios

Ovunc Gursoy

Abstract This paper examines the relationship between the risk premium on bank

bonds and banks’ financial ratios. It also tries to show that bonds issued by banks

with strong fundamentals offer less premium as they are perceived to be less risky

by investors. Components of CAMELS rating methodology are used to establish

the link between a bank’s financial ratios and the risk premium on their bonds.

Financial ratios of 11 Turkish banks, which issued bonds between the years 2012

and 2016, are calculated. This study investigates the links between bond premiums

and financial ratios with k-means cluster and discriminant analysis. It also shows

the importance of fundamentals on the level of risk premium paid to bond investors

by banks.

Keywords Bank bonds • Bond risk premium • CAMELS ratings • Financial

ratios • Turkish banks

Introduction

Banks are important for the development of a healthy economy in a country. They

provide loans for SME productivity, agriculture, manufacturing, and services. Like

most enterprises banks are profit-seeking institutions; thus they take risks for

maximizing shareholders’wealth. There are many risks which need to be measured,

monitored, and managed by banks. Among the different banking risks, interest rate

and liquidity risks challenge the banks at most.

The best way for banks to manage these risks is to diversify their funding base to

decrease their duration gap. By prolonging the maturity of their liabilities, they

minimize interest rate risk and improve liquidity. Long-term bond issuing is an

important funding choice to diversify liabilities, deal with both interest rate and

liquidity risks at banks. Five percent of interest earning assets of banks in Turkey

are funded by bond issuances at the end of 2016. This ratio was as low as 2% at the
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end of 2011. In fact, bank bond issuances accelerated after 2011 in Turkey with the

release of the Capital Markets Board of Turkey’s (CMB 2013) communique

regulating the issuance of debt instruments. The volume of issued bank bonds

reached to TRY 108bn by almost five folds over the last 5 years (BRSA 2016).

Banks offer risk premium over the two-year benchmark government bond to

arouse investors’ appetite for each issuance. Fisher (1959) examined the factors

determining risk premiums on corporate bonds. He concluded that default risk and

liquidity risks are the main determinants of risk premium. Default risk is the

probability of a bond issuer being unable to service its due debt, while liquidity

risk prevails when the marketability of the bond is low, and its trading volume is not

significant. Thus, it could be difficult for investors to sell the bond quickly. As far as

interest rate risk is concerned, bonds with long maturities have higher interest rate

risk, meaning that they experience larger price changes for any given change in

rates. When someone invests in a bond, he obviously wants to earn a higher return

than the yield on the benchmark bond to compensate the additional risk assumed.

Therefore, bond risk premium is the return in excess of risk-free rate of return an

investment is expected to yield.

I use the components of CAMELS rating methodology to establish the link

between a bank’s financial ratios and the risk premium on their bonds. Sinkey

(1975), Martin (1977), and Espahbodi (1991) developed models to distinguish

problem banks using CAMELS ratings information. Sinkey and Greenwich

(1979) identified internal factors as the most important reasons leading to problems

in banks. Kaya (2001) analyzed the relationship between CAMELS rating of

Turkish banks and probability to be undertaken by Saving Deposit Insurance

Fund (SDIF) using probit regression. Strong relation between the two was proved

as a result. Gasbarro et al. (2002) analyzed the changing relationship between

CAMELS ratings and bank soundness in Indonesia during crisis. He concluded

that different CAMELS factors are important in different economic environments.

Mercan et al. (2003) examined the effect of scale and mode of ownership on the

financial performance of the Turkish banking sector. In the study, he used financial

ratios available in CAMELS as both inputs and outputs to assess the 1989–1999

relative financial performance of Turkish banks. Avci and Cinko (2008) explored

the relationship between CAMELS ratings of Turkish banks and banks’ failure
probability using discriminant analysis and logistic regression. They could not find

any significant relationship.

As far as the statistical analysis of financial ratios is concerned, in the late 1960s,

discriminant analysis was brought up to construct a composite empirical indicator

of financial ratios. Using financial ratios, Beaver (1966) developed an indicator by

conducting univariate analysis to differentiate problem firms. Models for financial

institutions became popular when Sinkey (1975) used discriminant analysis for

differentiating problem banks and Altman (1977) researched the savings and loan

industry. K-means clustering was first introduced by MacQueen (1966). Forgy

(1965) later analyzed using the same method. K-means clustering aims to partition

observations into k clusters in which each observation belongs to the cluster with

the nearest mean, serving as a prototype of the cluster.
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Data and Methodology

Financial ratios of 11 commercial banks, which issued bonds between the years

2012 and 2016, are the inputs of our study. I try to establish a relationship between

year-end financial ratios of a bank and the risk premium of the respective bank’s
bond issued in the following year. The maturity of bonds ranges between 365 and

720 days. Risk premiums on bank bonds are calculated by deducting the yield on

the 2-year benchmark government bond from the yield on the bank bond at the day

of initial public offering (IPO). I have gathered the yields of bank bonds at the day

of IPO from daily bulletins of Istanbul Stock Exchange. In this study, each

observation is treated independently, meaning that if a bank has bonds issued in

different years, each bond is considered as an independent observation. Therefore,

we obtain a total of 32 observations for our analysis.

I use the components of CAMELS rating methodology to establish the link

between a bank’s financial ratios and the risk premium on their bonds. CAMELS

rating methodology is used a large set of financial ratios to reveal a bank’s
soundness in terms of capital adequacy, asset quality, management, earnings,

liquidity, and sensitivity to market risk.

A total of 13 financial ratios representing each of CAMELS components are

selected in the beginning. A list of these ratios is provided in the Appendix. Then,

risk premiums are regressed against financial ratios. The explanatory power or

significance of each ratio (variable) in determining the risk premium is assessed by

t-statistics. The ones, which are found significant in explaining risk premiums, are

further investigated with k-means cluster analysis and discriminant analysis. The

results are shown in the Appendix. Accordingly, four ratios are filtered for further

analysis, namely, nonperforming loans (NPLs) to total loans, opex to total assets,

deposits per branch, and securities to total assets.

Results and Discussion

I employ k-means cluster analysis to classify the selected bonds into two convenient

groups: “high-risk premium” and “low-risk premium.” K-means clustering aims to

partition observations into k clusters in which each observation belongs to the

cluster with the nearest mean, serving as a prototype of the cluster. Before starting

cluster analysis, data are sorted in ascending order according to risk premiums, and

then 32 observations are partitioned into two groups. Risk premiums in the data set

range between 0.28% and 2.24%. The seventeenth observation (0.88%) is set as the

cutoff point to calculate the hit ratio between my clustering of data and computed

clusters. Observations below the cutoff point (n ¼ 17) are labeled “1,” indicating

low-risk premium, while observations above it (n ¼ 15) are labeled “0,” indicating

high-risk premium.

Explaining Risk Premium on Bank Bonds by Financial Ratios 359



After four iterations, full convergence to cluster centers is achieved. Cluster

membership information is provided in Table 1, which resulted in a (16 + 10)/

(17 + 15) or 81% hit ratio. I consider it good and acceptable for the aim of the study.

Hit ratio shows the percentage of correctly classified cases. The higher the hit ratio,

the more accurate the group membership prediction becomes.

Table 2 shows that a low ratio of NPLs to total loans and opex to assets, while a

high ratio of deposits per branch and securities to total assets are associated with a

low-risk premium. In cluster numbering, 2 corresponds to 1 (low-risk premium) and

1 corresponds to 0 (high-risk premium). All of our ratios (variables) have a

significant impact on determining the riskiness of a bank bond (Table 3).

Discriminant analysis (DA) is also used to classify the selected bonds into two

groups, namely, “high-risk premium” and “low-risk premium.” DA is a statistical

technique used to classify an observation into one of at least two a priori established

groupings dependent upon the observation’s individual characteristics (Emel et al.

2003).

In this study, level of risk premium is used as the qualitative (i.e., a priori

grouping) variable. The financial ratios are used as explanatory variables in the

DA. A discriminant function is then generated. The firms were classified into two

groups with respect to their level of risk premiums. The seventeenth observation

(0.88%) is set as the cutoff point to calculate the hit ratio between my clustering of

data and clusters computed by DA analysis. Observations below the cutoff point

(n ¼ 17) are labeled “1,” indicating low-risk premium, while observations above it

(n ¼ 15) are labeled “0,” indicating high-risk premium. Next, DA is run using the

above classification as the category variable and the four ratios used as the inde-

pendent variables. The DA generated a discriminant function with four ratios

included. As seen from Table 4, DA resulted in a (13 + 12)/(17 + 15) or 78.1%

hit ratio.

Equation 1 represents the resulting unstandardized canonical discriminant

function:

Z ¼ �4:3� 25:1
NPLs

Total Loans
þ 26:6

Opex

Total Assets

þ 0:03 Deposit per branchþ 10
Securities

Total Assets
ð1Þ

Table 1 Groupings of sampled bond classes

Actual situation

Number of

cases

Cluster “low-risk prem.”

group

Cluster “high-risk prem.”

group

Actual

low-risk prem.

17 16 (76.1%) 1 (9.09%)

Actual high-

risk prem.

15 5 (23.8%) 10 (90.9%)

Source: Own analysis of data from the Istanbul Stock Exchange and banks’ financial statements
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The resulted canonical discriminant function is significant in classifying the risk

premium with Wilk’s lambda (λ) of 0.647 and significance of 0.016. This discrim-

inant model classifies high-risk premium bonds better than that of low-risk pre-

mium with a probability of 80%.

Conclusion

This paper presents a new methodology for determining risk premiums on bank

bonds. It involves financial ratio, cluster, and discriminant analysis. Financial ratios

computed from each bank’s financial statements were used for further statistical

analysis. I use the components of CAMELS rating methodology to establish the link

between a bank’s financial ratios and the risk premium on their bonds. Four ratios

are filtered based on t-test results for further analysis, namely, NPLs to total loans,

opex to total assets, deposits per branch, and securities to total assets.

I show that bonds issued by banks with strong fundamentals offer less premium

as they are perceived to be less risky by investors. The initial partitioning of the

sample into two classes, namely, low-risk and high-risk premium, lies parallel with

Table 2 Final cluster centers

Cluster 1 Cluster 2

Nonperforming loans (NPLs)/total loans 0.04 0.02

Opex/total assets 0.04 0.02

Deposits per branch 50.95 97.42

Securities/total assets 0.15 0.23

Source: Own analysis of data from the Istanbul Stock Exchange and banks’ financial statements

Table 3 Significance of cluster centers

Mean square df F Sign.

Nonperforming loans (NPLs)/total loans 0.002 1 11.7 0.002

Opex/total assets 0.002 1 64.3 0

Deposits per branch 15,583 1 71.7 0

Securities/total assets 0.046 1 9.4 0.004

Source: Own analysis of data from the Istanbul Stock Exchange and banks’ financial statements

Table 4 Groupings of sampled bond classes

Actual situation

Number of

cases

DA “low-risk prem.”

group

DA “high-risk prem.”

group

Actual

low-risk prem.

17 13 (81.3%) 4 (0.25%)

Actual high-

risk prem.

15 3 (18.7%) 12 (0.75%)

Source: Own analysis of data from the Istanbul Stock Exchange and banks’ financial statements
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the results obtained from cluster and discriminant analysis. Financial ratios used in

the analysis have significant explanatory power on the level of risk premium of

bank bonds.

In terms of managerial implications, the methodology gives clear insights as to

how “risk premium” of banks’ bonds can be reduced. Specifically, banks issuing

bonds with “low-risk premiums” have certain characteristics in common, namely,

lower NPL ratio, lower opex to total assets, higher deposit per branch, and higher

securities to total assets. Therefore, banks which have better asset quality, higher

operational efficiency, and more liquid assets may borrow less costly than others.

This study shows the importance of fundamentals on the level of risk premium

paid to investors by banks. This is particularly important for banks as the output of

this study has an influence on decisions at the level of management, investors, and

other stakeholders. Our research has some limitations. We do not have a large

population set to select a sample for our study as most bank issuances in Turkey are

in the form of bills instead of bonds. Due to the volatility in emerging markets,

including Turkey, investors do not usually have a long-term investment horizon,

and thus issuers opt for bills. For further research, the impact of financial ratios on

the risk premiums of Eurobonds and corporate bonds could be analyzed.

Appendix

Table 5 Candidate financial

ratios for the analysis
Ratio no. Ratio name

Component 1: Capital adequacy

1 Capital/risk-weighted assets

2 Total assets/total equity

Component 2: Asset quality

3 Nonperforming loans (NPLs)/total loans

4 NPL coverage

Component 3: Management

5 Opex/total assets

6 Loans per branch

7 Deposits per branch

Component 4: Earnings

8 Net profit/average assets

9 Net profit/average equity

Component 5: Liquidity

10 Deposits >TRY 50.000/total liabilities

11 Liquid assets/total assets

Component 6: Sensitivity to market risk

12 Securities/total assets

13 Balance sheet net FX position/total equity
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The Use of Tax and Nontax Provisions
and Allowances

Irena Honková

Abstract The basic principle of the creation of accounting provisions and allow-

ances is the principle of prudence and a true and fair view of the entity. The

allowances are used to express a temporary reduction in the value of assets, while

the provisions are a source of increasing costs intended to cover future debts or

expenses, of which purpose is likely to incur but the amount or the date on which

they arise are uncertain. There was a questionnaire survey, which was attended by

673 enterprises. The goal was to determine whether the size and scope of enter-

prises are linked to the creation of provisions and allowances. It was not found out

that the creation of provisions and allowances depends on the size and industry of

enterprises. The different types of provisions and allowances and their representa-

tion in enterprises were also examined. It was found out that 39% of businesses

have never created any provisions and allowances. Most often nontax provisions

(21%) are created. As a result, insufficient creation of provisions and allowances

was found out.

Keywords Accounting provisions • Allowances • Czech GAAP

Introduction

The business is naturally connected with a certain degree of uncertainty and

potential as well as very real risks. A sensible entrepreneur is aware of this and

creates financial and other provisions during relatively better times for overcoming

less favorable times. The situation is similar for allowances which also result from

rational concern about future results. Provisions and allowances are mostly divided

into legal alias tax, pursuant to the law on provisions for determining the income tax

base no. 593/2002 Coll. as amended (LoR), and other alias accounting. The basic

principle of the creation of accounting provisions and allowances is the prudence
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principle and a true and fair view of the accounting unit. This paragraph should

contain literature review or review of conducted research.

Literature Review

Allowances in Czech Accounting

Allowances (AE) correct the original value of impaired assets to lower current

market value. This is a temporary reduction in assets value. The task of allowances

is to adjust the valuation of the relevant assets in the event it is proved during

inventorying at the latest that there has been a temporary reduction in value

(Kovanicová 2008). Allowances are used to express a temporary reduction in the

assets value that is proved during inventorying, is sufficiently important from the

perspective of the accounting unit, is not permanent, and is not expressed in other

way, e.g., by real value of securities (Poradce 6/2016). The creation of allowances

to individual asset categories (long-term assets, stock, short-term financial assets,

receivables) must be economically justifiable (Ryneš 2013). Reduction in assets

value by AE is only an indirect valuation change; the original accounting valuation

does not change, and the created AE is monitored on a separate assets account,

which is subject to the correction (Poradce 6/2016). Legal allowances can be

created only for receivables. Allowances for receivables enable to capture reduction

in receivables for a temporary period. Thus they are the tools enabling a temporary

solution which precedes a final solution (execution, assignment, receivable write-

off) (Hnátek and Zámek 2014). Allowances for receivables are according to

Poradce (6/2016) in practice widespread. According to the LoR as amended, it is

possible to create six kinds of legal AE, most of which are three (Poradce 6/2016):

insolvency AE for receivables of debtors in insolvency proceedings (§ 8 LoR), time

AE for receivables due after 31 December 1994 which are not out-of-date (§ 8a

LoR), and the prescription period is of 3 years according to § 629 LoR, “small AE”

for relatively small receivables up to 30,000 (§ 8c LoR). Once the AE is created, it

is possible to write this receivable off in a tax effectively way (Křemen 2010).

As we have already mentioned, the creation (or increase) of legal allowances is a

tax-effective expense of the taxpayer pursuant to § 24 para. 2 letter i of the Act

no. 586/1992 Coll., the Income Tax Act (ITA), as amended. Also the cancellation

(or reduction) is a tax-deductible record under the general provisions of § 23 para.

2 and 10 of the Income Tax Act. Although the AE are only temporary, they have

three significant tax benefits: they reduce the tax base by the formation

non-collected claims (§ 24 para. 2 letter i) of the ITA, legal AE increases the tax

value of receivables when being assigned (§ 24 para. 2 letter s) of the ITA, and the

receivable write-off is a tax cost up to the amount of its legal AE (§ 24 para. 2 letter y)
of the ITA. General rules for creating legal AE are set out in § 2 and § 4 LoR as

amended. Dealing with problematic receivables is usually one of the most difficult
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tasks in accounting practice. The accounting practice includes the following: to deal

with correct accounting and tax context, it is necessary to have the knowledge of

numerous legal regulations and as a follow-up to it to create an internal regulation, in

which the enterprise provides options and procedures in dealing with problematic

and irrecoverable receivables (Poradce 11/2016). The internal regulation should

cover not only procedures for provisions having the support of the Income Tax Act

but mainly for provisions, which the accounting entity creates on the grounds of

correct statement of assets and liabilities value in accordance with the principle of

prudence (Koch 2016).

Provisions in Czech Accounting

Pursuant to § 57 of the Accounting Act no. 563/1991 Coll. as amended (AA),

provisions are the source increasing costs intended to cover future debts or

expenses, of which purpose is known; it is probable that they will occur but the

amount or the date on which they arise is uncertain. Provisions are treated as a

liability. Their use is related to the accounting and economic effort to evenly spread

the higher expected future one-off costs (expenses) at a time. Provisions are accrued

expenses by their nature (Poradce 6/2016). Synek (2006) defines provisions as

provisions for unforeseen needs arising from timing differences of costs, occurring

continuously, and from expenses that will arise in the future. They are reported as a

separate liability item. A reserve is a liability of uncertain timing and amount (Jilek

and Svobodová 2013). It is often uncertain if the expense, for which the reserve is

created, will certainly occur, but its realization is probable (Sramkova and

Křivánková 2007). A reserve is reported in accordance with IAS 37, if an enterprise

has a present liability, for which settlement resources outflow will be necessary and

the liability reliably realizable (Dvořáková 2008). This is why a reserve is consid-

ered a liability (Ryneš 2013): it is a potential liability to third parties, e.g., to

product purchasers due to repairs under warranty, and expenses are expected in

future periods (internal debt of an accounting entity), e.g., repairing tangible fixed

written-off assets. A reserve is reported in the balance sheet within liabilities,

because it represents recognition of current liability (Kovanicová 2008).

An accounting entity shall provide in its internal rules (Koch 2016): for what

expenses it will form a reserve, under what conditions, how it will determine the

amount of these provisions, at what point it will draw it, or cancel it.

As with AE, provisions are also mostly divided into legal (tax) and other

(nontax). The most common provisions in business practice are legal (tax), of

which creation is set by the LoR as amended, bank provisions § 5 LoR, insurance

provisions § 6 LoR, a reserve for tangible assets repairs § 7 LoR, a cultivation

activity reserve § 9 LoR, a reserve for electrical waste handling § 11a-11c LoR, and
other legal provisions, e.g., for pond sludge removal and land remediation, §
10LoR.
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The reserve for tangible assets (HM) repairs pursuant to § 26 par. 2 of the ITA is

the most widespread legal reserve, of which tax writing-off period is 5 years or

more. The reserve must be created in at least two consecutive tax periods. The

expected year of repairs launch is not included in the number of years of reserve

formation (Vančurová and Láchová 2008). The reserve for tangible assets repairs

shall not be created (Koch 2016): if it is a technical evaluation, for tangible assets

intended for disposal, for tangible assets if the repair is carried out repeatedly every

year, and for tangible assets to which a taxpayer in bankruptcy and settlement

proceedings has a right of ownership. The enterprise must be able to prove the

amount and the creation method (Koch 2016). Provisions can be generally formed

in two ways: depending on time or depending on performance.

The accounting entity should consider related risks associated with estimating

the amount of future payments at the creation of provisions. It should be based on an

analysis of various options of potential future development, and, in line with the

principle of prudence, it should be rather based on higher estimated amounts

(Dvořáková 2008). The enterprise is required to keep a book inventory of pro-

visions (Strouhal 2007). A deposit condition was introduced for provisions for TA

repairs, of which production began after January 1, 2009. The taxpayer must deposit

an amount corresponding to the reserve creation on a special tied account, until the

deadline for submitting tax returns for income tax for the corresponding tax period

(Poradce 6/2016).

Creating other provisions is in accordance with the accounting principle of

prudence, because the creation of other accounting provisions is not a tax expense;

thus, logically their use is not relevant for tax purposes. AA defines these kinds of

accounting provisions (Koch 2016): provisions for risks and losses (e.g., legal

actions, guarantee repairs, environmental damages), provisions for income taxes,

provisions for pensions and similar obligations, and provisions for restructuring.

Data and Methodology

Seven hundred two legal entities – accounting entities, which were categorized

pursuant to Regulation No. 250/2015 Coll. – were surveyed during February–May

2016 in a questionnaire survey. Twenty-nine questionnaires were excluded from

this amount, because they failed to answer all three questions. Six hundred seventy-

three questionnaires were therefore included in the questionnaire survey analysis.

The questionnaire construction was very simple and contained the aforementioned

three questions. It was necessary to categorize the accounting entity pursuant to the

new Regulation No. 250/2015 Coll. in the first question. A note was available to

respondents with the information of the limit amount of assets, net turnover, and the

number of employees for each accounting entity category. The respondents were

asked to state the prevailing industry in which they operate by the CZ NACE

(section A-U) (CZ NACE 2016) classification, in the second question. The third
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question concerned the creation of provisions and allowances. The respondents

were asked to comment here as to whether their accounting entities created pro-

visions and allowances and what type of provisions/allowances they created.

This question was half-open, and had variants (a–g), while the respondents were

to note the type nontax provisions. The questionnaires also contained information

about the enterprise registration number, which was used for checking the ques-

tionnaires validity. The questionnaires were collected in paper form, and they are at

the author’s disposal. The questionnaire results were processed by the method of

statistical test of independence and descriptive statistics in Statistica software.

Results and Discussion

The area of provisions and allowances is analyzed with the help of hypotheses:

• H1: The accounting entity size does not affect the creation of provisions and

allowances.

• H2: The accounting entity field of activity does not affect the creation of

provisions and allowances.

The questionnaire results are analyzed by descriptive statistical methods. The

last part of result survey dealt with the analysis of two types of nontax provisions.

The Effect of the Entity Size

Hypothesis H1: The accounting entity size that does not depend on the creation of

provisions and allowances was proved (Table 1).

Hypothesis H2: The accounting entity field of activity that does not depend on

the creation of provisions and allowances was proved as well (Table 2).

Statistical Evaluation of the Creation of Provisions and AE

The fundamental part of the questionnaire survey was the third question, which

inquired the creation of provisions and allowances: (a) the enterprise does not make

any provisions, (b) it creates legal (tax) provisions for tangible assets repairs (§ 7 of
the Act no. 593/1992 Coll., as amended), (c) other legal (tax) provisions, e.g., for

pond sludge removal, sanitation and cultivation activities, electrical waste han-

dling, or bank provisions and insurance provisions (§ 5, 6, 9, 10, 11 of the Act

no. 563/1992 Coll. amended), (d) tax allowances for receivables of debtors in

insolvency proceedings (§ 8 of the Act no. 593/1992 Coll., as amended), (e) tax

allowances for receivables which are not out-of-date (§ 8a of the Act no. 593/1992
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Coll., as amended), (f) nontax allowances for receivables, and (g) other nontax

provisions. The evaluation of this issue is contained in Table 3. Significant fre-

quencies are in bold.

Table 4 was further modified in order to find out the total amount of individual

variants.

The Creation of Other Nontax Provisions

As already mentioned, it was possible to state the purpose for which the reserve is

formed for the response variant (g) “the creation of other nontax provisions.” The

results are shown in Table 5.

It was confirmed that the creation of provisions and allowances does not depend

on the size and the entity field of activity by the hypotheses H1 and H2 test. The

survey revealed no combination of provisions and allowances that would be

significant. As a result of this, companies use only one type of these items. Next,

it was found out that about 40% of companies do not use provisions and allowances

at all. Twenty-one percent of companies account for nontax provisions, and 16% of

companies account for tax provisions for tangible assets repairs. On the contrary,

the least used tools for the principle of prudence are tax and nontax allowances for

receivables. Concerning the creation of other nontax provisions, provisions for

Table 1 The dependence of

accounting entity size on the

creation of provisions and AE

Statist. Statistical summary; ZP: Prom1 (Chart1)

Value

R 0.249

R2 0.062

Modified R2 0.060

F(1669) 44.437

p 0.000

Source: Own calculations

Table 2 The dependence of accounting entity field of activity on the creation of provisions

and AE

Statist. Statistical summary; ZP: Prom2 (Chart1)

Value

R 0.080

R2 0.006

Modified R2 0.005

F(1669) 4.382

p 0.036

Sm. Error of estimate 4.689

Source: Own calculations
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unexpended leave (23%), income tax (17%), bonuses (11%), and warranty repairs

(10%) are mostly created.

Conclusion

Given the above, it is possible to say that companies do not use allowances. This

reduces, to some extent, the true accounting presentation, as assets are overvalued

and their reporting is not in line with the principle of prudence. As for the pro-

visions, companies use nontax provisions as resources for future liabilities, usually

for unexpended leave payments (23%). However, unexpended leave should be paid

out only in exceptional cases of employees’ leaving, so the creation of this reserve

is misleading, to some extent. On the contrary, the creation of provisions for

warranty repairs was found out only in 10%, which is totally insufficient and,

Table 3 Variants of the creation of provisions and allowances

Variant Abs. frequency Rel. frequency Variant Abs. frequency Rel. frequency

a 300 44.58% c,g 12 1.78%

b 101 15.01% d 14 2.08%

b,c 4 0.59% d,e 4 0.59%

b,d 1 0.15% d,e,f 1 0.15%

b,d,e,f 4 0.59% d,e,f,g 4 0.59%

b,d,g 2 0.30% d,e,g 2 0.30%

b,e 4 0.59% d,g 1 0.15%

b, g 9 1.34% e 20 2.97%

c 35 5.20% e,f 4 0.59%

c,d 2 0.30% e,f,g 3 0.45%

c,d,g 3 0.45% e,g 3 0.45%

c,e 1 0.15% f 12 1.78%

c,f 2 0.30% f,g 2 0.30%

c,f,g 3 0.45% g 120 17.83%

Source: Own calculations

Table 4 The overall representation of the creation of provisions and allowances

Question variants Absolute frequency Relative frequency

a 300 38.76%

b 125 16.15%

c 62 8.01%

d 38 4.91%

e 49 6.33%

f 35 4.52%

g 165 21.32%

Source: Own calculations
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e.g., international financial reporting standards, in particular IAS 37, expressly

require the creation of this type of reserve. Legal provisions for tangible assets

repairs are also uncommon, which is accounted for by only 16% of companies. A

possible reason could be the tightening of rules for their creation, so the companies

are obliged to deposit the amount of the reserve on a special bank account. It is

possible to conclude that the use of provisions and allowances is inadequate, not

respecting the principle of prudence and a true and fair view of assets and liabilities.
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Revenue Recognition in the Public Hospitals

Josef Krupička

Abstract This paper discusses the subject of revenue recognition in the public

hospitals arising from provided healthcare. In its first part, the paper examines this

issue within the context of the contemporary literature on the introduction of the

accrual principle to the public sector accounting and the role of IPSAS in this

process; in the following parts, the paper presents a comparison of the national

accounting regulation with the international accounting standards approach on an

illustrative example. The conclusion then summarizes the findings from the litera-

ture review and underlines the role of accrual accounting basis in the process of

improving the public hospital management.

Keywords Public hospital • Revenue recognition • Accrual accounting

Introduction

Managing a public hospital is considered as a matter of great responsibility as well

as high prestige. To provide healthcare means to take care of public health and since

life is considered one of the highest values, the public hospital is expected to

provide its care to all who need it. If not considering out-of-pocket payments, the

amount of allocated resources from health insurance companies represents the

covered amount of healthcare for the insured. Understanding this a production

plan for the public hospital, its director needs to manage its capacity and workforce

in the way of securing capability of providing at least the amount of ordered care at

any time. To achieve this capability, management body requires the use of mea-

sures providing actual and correct information about the use of hospital capacity

and available resources. Both kinds of provided information, financial and

nonfinancial, are considered complementary (Liguori et al. 2014), and the use of

management tools, such as pricing, costing, and budgeting (Anessi-Pessina et al.
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2016; Pereira et al. 2016), is essential in this decision-making process. However,

one of the main differences between these two kinds of information is the level of

their transformation to make them comprehensible. While nonfinancial information

is usually presented in raw form (e.g., beds occupied, patients cured, diagnoses

treated), the financial information captures the reality through measuring of value in

the form of comprehensive reports and statements. To achieve comparability

between different entities, most of these accounting activities are formalized by

legislation and professional standards (e.g., general accounting standards). As for

management of the hospital, the amount of revenue which public hospital recognize

for providing healthcare is essential information which varies in timing as well as in

amount when different accounting bases are applied.

This paper aims to discuss this issue within the context of contemporary litera-

ture and Czech legislation approach. To reach this aim, this paper reviews the

results of literature examining the contemporary approach to use of accrual

accounting basis in the public sector and more specifically in the public hospitals.

The following part presents an illustration of contemporary practice of cash-based

approach to revenue recognition within the particular healthcare financing scheme

which is analyzed in the context of national accounting legislation and international

accounting standard approach. Examination of practical impact upon annual reports

follows with the discussion of results. Finally, the conclusion summarizes the role

of accrual principle for the public hospital management control systems and

underlines the role of accounting regulation within this context.

Accrual Basis in Accounting of Public Hospital

Concerning the public sector global development in general over the last two

decades, there has been a consistent tendency toward implementation of accrual

principle in which adoption of International Public Sector Accounting Standards

(IPSASs) played a major role (Brusca and Martinez 2015; Christiaens et al. 2015).

As Christiaens et al. (2015) summarize, this tendency followed the process of

globalization in economic activity of the private sector, which introduced the

need for accounting systems harmonization to enhance international comparability

of financial statements. However, many studies (Bellanca and Vandernoot 2014;

Legenkova 2016; Brusca et al. 2013; Sousa et al. 2013, among others) on adoption

of IPSAS on the national level underline the reasons for its implementation into the

public sector as well; the purpose seems to differ from introducing the accounting

standards into the private sector. While both processes aim to standardize and

harmonize accounting practice, the introduction of accrual accounting to the public

sector is additionally considered as an important aspect of the transformation

process of improving the management and decision-making activities under the

concept of new public management (Groot and Budding 2008). In accordance,

there has been an increase in the number of governments using accrual accounting

over the past few years (Dvořák 2016; Flynn et al. 2016), but as Oulasvirta (2014)
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emphasizes, the level of implementation across the different levels of public entities

should be considered.

Since the process of introducing the accrual principle into public accounting still

goes on, studies monitoring its development are conducted continuously, but not

many researchers in this field give their focus to the context of the public hospitals.

As Pereira et al. (2016) conclude in their literature review, budgets are major

features of management accounting systems used in public hospital, though new

budgeting approaches are encouraged by institutional pressure since traditional

techniques appear to be insufficiently efficient. As both budgets and reports are

the tools based on financial information, the choice of accounting basis influences

information quality these tools contain. Assuming the cash basis as a starting point,

the motivation for the change into accrual basis is clear as are the benefits from this

change. As Abolhallaje et al. (2014) discuss in their comparative study of both

accounting bases in the context of reforms in the health sector, many developed

countries (e.g., United States of America, New Zealand, Australia, Canada) which

adopted accrual basis benefit from the qualitative information improvement in

reporting thus improving the capability of making estimates and predictions.

Although this capability might be used to earning management to achieve stable

financial performance (Dong 2016; Hui-Fang Tan 2011) from which derive man-

agerial incentives (Brickley and Van Horn 2002), its positive contribution to the

management accounting systems in public hospital is out of the question. If this is

the case, then is there a practical reason for using cash accounting basis in public

hospital beside the legislative support or historical consequences? Given the vari-

ance of healthcare financing schemes and contemporary practice, there might be,

yet it is unclear whether this is technological or accounting issue.

Revenue Recognition in the Public Hospital

In the context of revenue recognition, there is a reason for the use of cash

accounting basis for revenues from providing the healthcare services since revenue

recognition in this area depends on the healthcare financing scheme. Due to a broad

variety of financing schemes by OECD (2011) and payment mechanisms (Boarchie

2014), the main focus of this paper is set on social health insurance scheme in the

context of the payment per case approach since this combination is used for

inpatient care reimbursement in central Europe. Under such financing scheme the

insurance companies pay the healthcare provider ex ante determined fees for

different cases categorized by diagnosis-related group system (DRG),1 and the

1In DRG system, each group of cases is given a relative value (case mix index) determining the

amount of resources required to treat patients in this group compared to other groups of cases.

Each case consists of various characteristics (age of patient, prime and secondary diagnosis,

treatment procedures, etc.) determining its inclusion in particular group.

Revenue Recognition in the Public Hospitals 377



maximum amount of payment per insurance company is limited on a contractual

basis between each healthcare provider and insurance company. For the illustrative

purpose of discussed financing scheme, the following simplified example is

assumed.

A health insurance company X provides in the form of advance payment one

million dollars to a hospital Y for treating patients insured by company X catego-

rized within a particular group of cases Z for one period. After this period the

hospital Y presents to insurance company X the record of cases in group Z which is

analyzed by insurance company X to verify the amount of treatment provided and

coding of cases determining their correct inclusion into group Z. After processing

of these records, the settlement between hospital Y and insurance company X takes

place, and the final value of healthcare provided by the hospital Y in a group of Z is

identified. Possible differences between acknowledged value of treatment provided

and advance payment from the beginning of the previous period would be offset

against advance payment for the next period (Fig. 1).

In this example, if the cash basis is considered, the hospital would recognize

revenue at the level of advance payment in the moment of receiving it. However,

with the accrual approach, the revenue recognition process is more complex since

the hospital is required to recognize revenues as the healthcare is provided2 and the

entitlement to reimbursement arises. This approach requires from the internal

management control system to be sophisticated enough to determine the amount

of revenue based on all available information about cases from hospital information

system and specifics of contractual relationship with the health insurance compa-

nies. Even though the final amount of revenue would be determined after the end of

the period, the amount of revenue for provided healthcare estimated in such a way

will still be the best information which internal information systems can provide for

the decision-making process of the management body. As illustrated above, the

difference between information values of each basis is evident, yet the public

hospital subjects to accounting standards regulating the public sector in general,

Fig. 1 Discussed approaches to revenue recognition (Source: Own processing)

2Supposing the moment of recognition as when the case of the particular patient is closed,

appropriately coded, and categorized in diagnosis-related group.

378 J. Krupička



which only scarcely solve the specifics of accrual principle application in particular

entities. To demonstrate the impact of this issue on the revenue recognition in

public hospitals, a comparison of national accounting legislation approach and the

international standards approach follows.

Comparison of National Accounting Legislation Approach
and International Standards Approach

As an example of national accounting legislation approach, the Czech Republic was

chosen since it fulfills all characteristics of the financing scheme mentioned above.

Analyzing the Czech Republic accounting legislation relevant to the public hospi-

tals,3 there is no explicit definition of either cash or accrual basis. Then the moment

of recognition is in general accounting practice omitted and replaced with the date

of taxable supply (Procházka 2008). The closest definition of revenues for provided

healthcare may be found in Article 2 g paragraph 56 of the Regulation

No. 312/2014, Coll., which defines revenues for provided healthcare as the amount

of payment received from the health insurance system.

This approach clearly corresponds with cash basis, and since the same payment

from health insurance system is made periodically, the value of information about

the amount of revenue from healthcare provided during the period is questionable.

Such information provides the management body with the information about cash

flow; but before the settlement with the health insurance companies takes place, the

amount of revenue is uncertain. In such environment, the managing activities are

limited to budget control with more focus given on the side of costs of production.

With a closer look at the international standards approach, there are two possible

options of recognizing the revenues for provided healthcare: first one under the

simple approach of IPSAS 9 and the second one under an episodic approach of

international reporting standard (IFRS) 15. Under the IPSAS 9 approach, the

revenues would be recognized at the moment of providing the healthcare since at

this moment both conditions of rendering the service and of its distinguishing are

met. On the other hand, Article a paragraph 10 of IPSAS 9 clearly states the

standard does not deal with the revenues “arising from insurance contracts of

insurance entities,” and since social health insurance scheme is considered above,

this approach cannot be directly applied. The IFRS 15 approach recognizes revenue

gradually as services are provided since the insurer-provider contract would be

performance based. Although there might not be a difference between both

approaches since both would recognize revenue as the service fulfilling contract

specification is rendered, the IFRS 15 presents it in a broader context which takes

into account the specifics of the healthcare sector such as estimation of transaction

3Explicitly Act No. 563/1991 Coll., Regulation No. 410/2009 Coll. and Regulation No. 312/2014

Coll., and Czech accounting standards.
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price or the performance aspect of third-party contract (PricewaterhouseCoopers

(PWC) 2016). Furthermore, this approach is consistent with requirements of man-

agement body since it stimulates internal management control system to be able to

provide actual and correct information about current state of hospital production.

Comparing chosen national legislative accounting approach with international

standards approach, the accrual-based approach according to IFRS 15 would pro-

vide more useful information for the decision-making process. However, this

approach implies the public hospitals have all information about its production,

which, if properly combined with contractual arrangements with healthcare funder,

allows the hospital to estimate the value of its output. This capability is essential for

making the use of more sophisticated management accounting practices such as

target costing and capacity management possible, allowing to provide healthcare

more efficiently.

Examination of Financial Statements

For illustrative purpose, the practical aspect of compared approaches to revenue

recognition for provided healthcare was examined upon annual reports of 40 differ-

ent healthcare-providing entities4 from which one-half conduct their financial

statement under Czech legislation approach (cash basis), and the other half follows

the international standard approach (respectively, national standard approach

reflecting IPSAS). Entities of both groups were selected through the means of

web search engine (Google Search) using of tags “nemocnice” (hospital) and

“výročnı́ zpráva” (annual report) for the first group of entities and tags “public

hospital” and “annual report” for the second. From the results of the first search

were selected annual reports of hospitals from the Czech Republic, and from the

results of the second search were selected annual reports of healthcare providers

from the countries which reflected IPSAS principles in their national accounting

regulation. No further selection criteria were applied, and from obtained results,

annual reports for the year 2015 were examined. With a formal side of the

statements put aside, various characteristics of revenue recognition approach have

been tracked with results summarized in the Table 1. Numbers represent the

number of entities reflecting examined characteristic of revenue recognition

approach in their financial statement.

As for identification of the value of revenues arising from healthcare provision,

not all entities from each group report in necessary analytical detail to identify

revenues arising from healthcare provision. These revenues are simply concluded

under operating income. Explanation of revenue recognition approach is omitted in

financial statements of all examined entities using cash basis, while all entities

4Examined subjects are listed in Appendix section.
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under international standard approach briefly describe used the methodology of

revenue recognition.

Though used methodology of revenue recognition within entities using accrual-

based approach varies due to specifics of national accounting regulatory frame-

work, a significant number of entities use estimations and fulfillment of contractual

specifics while recognizing revenues for provided healthcare. This is already

consistent with the IFRS 15 even though it will be effective for annual statements

for periods beginning on or after 1 January 2018. The result of this examination is

consistent with a theoretical comparison of approaches presented above since

accrual-based annual reports and financial statements provide information about

revenues for provided healthcare in a way closer to true and fair view compared to

cash-based conducted statements. Such statements reflect the activity of the hospi-

tal more realistically and provide substantial information value about hospital

management activities above the level of simple information about received

reimbursement.

Conclusion

As contemporary literature notes, the introduction of the accrual principle into the

public sector has been enhancing the quality of information provided to the

management body of public institutions. Major role in this process is acknowledged

to IPSASs, yet there are some entity-specific areas, such as revenue recognition in

the public hospital, which has not yet been covered by it. Since the qualitative

improvement of decision-making process under the New Public Management is

Table 1 List of examined characteristics

Examined characteristic

Entities using

cash-based

approach

Entities using

accrual-based

approach

Number of examined subjects 20 20

Revenue from healthcare provision reported

separately

18 15

Revenue recognition approach stated in annual

report

0 20

Revenue recognized as

Advance payment received 20 0

Deferred income until receiving the lodge of

compensation claim

Not stated 3

Estimated net realizable amount from patients

and third-party payers for service rendered

Not stated 8

Use of contractual specifics approach Not stated 5

Combination of above Not stated 4

Source: Own research of financial statements of healthcare-providing entities
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desired even in the public hospitals, the specifics of possible healthcare financing

schemes must not be omitted when introducing accrual principle which, if correctly

applied, might provide better information about the entity in comparison to the

cash-based accounting information. Although IFRS 15 suggests the solution for this

area in the private sector, specific guidelines for the public hospital in the form of

IPSAS are yet to be expected.

In the context of the aim of this article, it may be concluded that revenue for

provided healthcare recognized on the accrual basis provides management with

information about the value of public hospital production which is more timely

relevant in comparison to cash-based approach to revenue recognition. Yet to

achieve this state, the public hospital management control system must be capable

of providing such information. This is an issue of relevant accounting regulation

just as it is of technological and procedural improvement of internal management

accounting systems, as this is the case of the public hospital in the Czech Republic.

In such regulatory context, proper change in revenue recognition approach might

just be the stimulus public hospitals need for implementation of more sophisticated

management control systems allowing them to be managed more efficiently. Yet to

what extent may the possible change in accounting principles actually affect the

quality of information provided by public hospital financial statements should be

subject of further study as well as research of specifics of the management account-

ing systems in the public hospital since better understanding of these areas is

prerequisite for understanding of financial management of the public hospital

under various conditions.
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Appendix: List of Examined Healthcare-Providing Entities

First group – entities using cash-based revenue recognition

1. Nemocnice Na Bulovce, p.s.

2. Nemocnice České Budějovice, a.s.

3. Fakultnı́ nemocnice Brno, p.s.

4. Nemocnice ve Frýdku-Mı́stku, p.s.

5. Nemocnice Havlı́čkův Brod, p.s.

6. Nemocnice Na Homolce, p.s.

7. Fakultnı́ nemocnice Hradec Králové, p.s.

8. Nemocnice Jablonec nad Nisou, p.s.

9. Masarykova městská nemocnice v Jilemnici, p.s.

10. Krajskánemocnice Liberec, a.s.

11. Nemocnice Milosrdných sester sv. Karla Boromejského v Praze, c.o.
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12. Nemocnice Jihlava, p.s.

13. Fakultnı́ nemocnice Motol, p.s.

14. Fakultnı́ nemocnice Olomous, p.s.

15. Fakultnı́ nemocnice Ostrava, p.s.

16. Nemocnice s poliklinikou v Semilech, p.s.

17. Nemocnice Strakonice, a.s.

18. Nemocnice Tábor, a.s.

19. Nemocnice Třebı́č, p.s.

20. Uherskohradišťská nemocnice, a.s.

Second group – entities using accrual-based revenue recognition

1. Anne Arundel Health System, Inc.

2. Frederick Regional Health System, Inc.

3. Saint Agnes Hospital

4. The Edward W. McCready Memorial Hospital

5. The Mid Yorkshire Hospital NHS Trust

6. Royal Free London NHS Foundation Trust

7. The University of North Carolina Health Care System

8. NCH Healthcare System, Inc.

9. Canterbury District Health Board

10. Barnsley Hospital NHS Foundation Trust

11. United Lincolnshire Hospital NHS Foundation Trust

12. North Bristol NHS Trust

13. Frimley Health NHS Foundation Trust

14. St. Jude Children’s Research hospital, Inc.

15. Holy Cross Health, Inc.

16. Townsville Hospital and Health Service

17. Monash Health

18. Sheffield Teaching Hospitals NHS Foundation Trust

19. Papsworth NHS Foundation Trust

20. Barwon Health Foundation
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A Literature Review of Financial Performance
Measures and Value Relevance

Nattarinee Kopecká

Abstract Performance measurement comprises several metrics and applications

used as a benchmark in business sectors for both internal and external users. For

managers, it expresses whether company’s targets are reached and as a way of

evaluating risks and returns for shareholders. A variety of performance measures

are utilized to almost every operational process, and the area is rather vast.

Therefore, the aim of the study is to find out what kinds of financial tools are better

linked to market value. The result of the study shows that financial measures appear

to be favorable measures for companies providing relevant and meaningful infor-

mation to shareholders. Especially, return on investment (ROI) and earnings are

significantly relevant to market value, while the superiority of EVA still remains

unclear. Above all, companies still prefer traditional financial measures to other

financial tools.

Keywords Financial measures • Economic value added • Market measures • Value

relevance

Introduction

Company’s sustainability is fundamentally derived from internal growth (profits)

and external financial expansion (stocks, securities). Along with global trade,

technological development and innovation are bringing great opportunities to

business sectors at the same time reducing business’ barriers for shareholders to

access meaningful information. These circumstances are challenging as long as

companies still confront risk and uncertainty due to high competition in the

marketplace and increasing shareholder demands. In addition, shareholders more

require insight a company’s operational performance information to perceive a

company’s strategic orientation, risks, and returns. This information, however,
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should be measured and presented through efficient tools, and it must be relevant in

order that firms will efficiently be able to convince shareholders of their prospects.

In this regard companies are required to increase operational performance as well as

the quality of measurement tools present results from transparent reports, confiden-

tial and transparent approaches and measures.

The establishment of accounting institutions and its regulation requires entities

to transparently disclose their accounting numbers and meaningful information on

financial reports. Firms’ performance measures are therefore one of the important

items because they present business’s value by referring to the process of measuring

firm’s operational efficiency and effectiveness (Neely et al. 2005). Since perfor-

mance measures consist of various tools, there are various ways to which these tools

can be applied. It can be applied in the form of nonfinancial indicators such as

operational effectiveness, corporate reputation, organization survival, and customer

satisfaction (Richard et al. 2009) and/or in the form of financial criteria, which is

used to measure accounting profitability such as revenue, operational expenses,

earnings before interest and taxes, and/or financial ratio, return on equity, return on

asset, etc. (Barney 2002).

A variety of performance measures are applied to almost every operational

process, and the literature in this area is vast. The study, therefore, intentionally

focuses on the value relevance of accounting information disclosed in financial

reports to market values. The paper aims to find out what kinds of financial tools are

better linked to the market value and whether it is frequently used by companies.

Furthermore, the paper also describes the tendency toward accounting performance

measures and value relevance from different sorts. Chapter “The Impact of Corpo

rate Income Taxation on Location Choice of Investments: Separate Accounting vs.

Formula Apportionment” outlines the structure of the paper.

Chapter “Environmental Sustainability as a Determinant of Foreign Direct Invest

ments: Empirical Evidence from Sweden” defines theoretical foundations of the

performance measures and value relevant definition. Chapter “Are R&D-Active

SMEs in the Emerging Markets Financially Constrained? Self-Evaluation

Approach” devotes to the methodology of the study, and chapters “Tax Incentives

for Innovative Small Business: The Russian Model” and “Relationships Between

World Stock Market Indices: Evidence from Economic Networks” present results,

discussion, and conclusion; I discussed the significant of performance tools and the

potential benefits to future research.

Methodology

• The study is based on the theory background and relevant researches in the areas

of performance measures disclosed in financial statements.

• The sample of the case studies and sorts of literature are specifically collected

from the well-known and respected accounting journals investigating in perfor-

mance measures areas from 2010 to 2016, which are available on open access.
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• The procedures of the research’s considerations are in crucial areas of theories,

results, discussions, and suggestions.

• Comparing the important areas of financial performance is provided with

accounting measures, economic value added reflecting in company market

values in investors’ views.
• The results are concluded by analyzing of the strength and weakness of perfor-

mance measures in the main body of conclusion and discussion.

Literature Review

Corporate Performance Measures

The central growth of firm derives from their performance resulted from efficiency

and effectiveness of their operational activities. This performance contributes

firms’ value to shareholders, who demand meaningful information on efficient

measurement metrics. Generally, the definition of business performance and its

measurements has been proposed different ways by a number of scholars and

intuitions such as it is the process of measuring the actions, efficiency, and

effectiveness and the application of measurement metrics to quantify the efficiency

and effectiveness of actions (Neely et al. 1994). From this point of view, these

measurements and its metrics should be integrated with all financial and

nonfinancial dimensions, external and internal factors, as well as monetary and

nonmonetary requirements, and the purpose of operational performance measure-

ments highlights on measuring of financial elements reflecting the fulfillment of the

economic goals of firms (Venkatraman et al. 1986).

In 1943, the term of performance measurement was introduced to business

sectors after the application of the International City Management Association

(ICMA) in the municipal activities (Ewoh 2011). Since then, a variety of perfor-

mance measures are being used. In 1992, the BSC – one of the most popular

measurement approach – had been introduced to the Harvard Business Review

article as the tools for measuring both financial and nonfinancial of business

performance (Kaplan et al. 1992). The measurement aligns firm’s mission and

strategy into a set of performance measures in four perspectives – operation,

customers, financial, and growth perspectives – which believe that they cover all

operational aspects and sufficient for shareholders for making better decisions. The

approaches are used by top managers to help them formulate organization’s strat-
egy and to measure their operational performance (Kaplan et al. 1992).

Along with the application of nonfinancial indicators, financial performance

measures are concerned as great issues of creating value to shareholders by

associating cash flow and cost of capital. A large number of financial measures

are employed; however, the great attention of researchers and firms still draw on

traditional financial indicators. This circumstance corresponds with the disclosure
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of financial statements underlining both monetary and voluntary accounting infor-

mation. The traditional financial indicators, which firms largely employed such as

profit or loss, income statement line items -revenues, operating income, earning

before tax and interest (EBITA), return on assets (ROA), return on equity (ROE),

return on investment capital (ROIC), earning per share (EPS) and dividend per

share (DPS) on which focus firms’ performance from past activities. In addition,

these financial indicators are critical for users because they reflect how well the

strategy was followed, what goals could be reached and also the tendency of a firm

strategic orientation. Several critics argue that these traditional measures are no

longer adequate for shareholder due to backward-looking financial information and

it is still unclear about the relevant between the earning information contained and

market capital.

In 1991, the emergence of value-based measurement is called economic value

added (EVA) proposed by Stern Stewart company asserting that it is a superiority

performance measure (Stewart 1994). He claimed that the economic value added

comes closer than other approaches to capturing the true economic profit of an

enterprise (Stewart 1994). Steward also believes that EVA is the performance

measure which is the most directly linked to the creation of shareholder wealth

over time by deducting the cost of capital from its operating profit – adjusted for

taxes on a cash basis (Stewart 1994). This approach can also be used as a tool for

managers in operating a firm’s performance, managing project, and calculating

executive compensation. EVA is a useful approach that managers should be aware

of the cost of capital before making decisions; however, the weakness can be seen

when it is applied for long-term project due to its complication, cost, and benefit of

its calculation.

Accounting Information and Its Value Relevance

Firm’s ultimate aim is to maximize their value in order to maintain shareholders

benefits and satisfaction (Black et al. 1998). To do so, they should provide validity,

reliability, transparency, and value relevance of accounting numbers, which

directly influence capital market values. Generally, value relevance of accounting

information is a capability of making differences in the financial statements that

shareholders can make better decisions on evaluating firm’s value. It can be

assessed its quality by measuring accounting numbers through reliable approaches

and enhancing the strength of associations between market returns and earnings.

Consistently, Francis and Schipper offer four interpretations of value relevance

consisting of financial information influences stock price; financial information is

relevant if it contains the variables used for a valuation model of assisting in

predicting those variables and the association with financial information and prices

or returns (Francis et al. 2003).

Company’s value characterizes as amounts of accounting numbers that capture

usefulness of information affecting users’ discretion; however, the diversity of
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measurement tools provides different accounting information, and it depends on

context and purposes. Accounting value relevance defines as information relating to

equity making the discretion to users. Additionally, increasing value relevance

associates with lower costs of equity, and then it attributes to investors perceiving

value as contributing to lower risks (Francis et al. 2003). For investors, accounting

information can be measured by employing valuation theory, and accounting theory

reflected the relationship between accounting information and market value such as

profit and stock price. Another suggestion, accounting valuation can be evaluated

by applying the theory of accounting and standard setting to draw inferences about

accounting numbers that purpose is to support standard setters (Holthausen et al.

2001).

Economic value refers to the notion of assets’ value equals the future cash flow

that can be gained from these assets. In economists’ point of view, financial

statements should provide information useful in making economic decisions that

result from efficient allocations of EVA which is a trademark registered by Stern

Stewart & Co. resources (Sortor et al. 2010). In fact, decision-makers are interested

in determining how much they must surrender or give up (sacrifice) in order to

receive something else that is presumed to be better (benefit) (Sortor et al. 1974).

The market value is defined as the value of firms on the stock market which is an

indication of investors’ perceptions of its business prospects. Market value is the

value of a firm on the stock market, and it is based on trade and investors’ consensus
beliefs about firm value. It is used by a publicly traded company, and it is obtained

by multiplying the number of its outstanding shares by the current share price.

Discussion

The performance measures and its value relevance have been studied by many

researchers all around the world of different businesses, yet the impact of the issues

still affects shareholders, as well as the consensus of the study still has been not met.

The paper, therefore, reviewed the performance measures and value relevance in

the previous years among various kinds of business which are available on open

access journals. The results of the review are the following: the study based on the

model of corporate market valuation of nonfinancial indicators (human capital,

knowledge, and the reputation of firms) applying among US firms from 2006 to

2009 shows that the model positively affects firms’ performance, especially sales

growth and net profit margin. They found accounting measures, particularly return

on assets (ROA), are positively associated with the market value (stock price)

(Alibad et al. 2013).

Going together, the study impact of intellectual capital on financial performance

and market valuation of Indian companies shows that intellectual capital

(IC) significantly influenced on company profitability. Especially return on equity

(ROE) and ROA significantly relates to company profitability, whereas only

return on equity (ROE) positively relates to market value (Kamath 2015).
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Correspondingly, another researcher whose investigation is about the relevance of

earnings and book value revealed that among 129 companies selected from 6 sectors

in the Colombo Stock Exchange (CSE), found earnings, book value, and return on

equity (ROE) have positive value relevance to the market value of securities

(Pathirawasam 2010). The investigation into the application of traditional financial

measure in the telecom company revealed that return on investment (ROI) is mainly

used as an indicator establishing the link between the center’s profitability and

capital used (Almasan et al. 2010).

In contrast to the research on the relationship between EVA and market value

among Indian companies, the result shows it is not distinct from its relationship.

The research also highlighted that EVA is not as a superiority approach as the

proponent’s assertion, and only minority of Indian companies are applied. In

contrast, the traditional measures such as return on investment (ROI), earning,

and earning per share positively relate to market value (Bhasin 2016). In the

same way, Knápkavá provided an overview of financial analysis tools which are

most commonly used by the Czech and Slovak companies and shows that the

companies prefer traditional performance measures, such as ROA, ROE, and ROI

to value-based measure (EVA) (Knáplová et al. 2011). Similarly, Patel investigated

the interaction between EVA and share price in India banks, collecting data from

2004 to 2005 and 2009 to 2010. The study found that EVA has no impact on share

price except for Kotak Mahindra bank (Patel et al. 2012).

Other scholars studied the relationship between accounting measures and mar-

keting measures and found that they have a slightly positive relationship. The

researcher suggested that accounting measures and marketing measures cannot be

equal measurement tools so that a firm should carefully construct the measurement

by considering that accounting information represents past performance, while

market performance represents strategies and actions influence investors’ percep-
tion (Gentry and Shen 2010). While Shan suggested that even though accounting

information is relevant to the stock prices, it is necessary to connect the impact of

market earning per share (EPS), earnings decrease which is related to management

value relevance (Shan 2014).

Another suggestion about the value relevance issues, the research explores for

the most value relevance of financial measures among the common comprehensive

set of financial tools including sales, earnings, comprehensive income, and operat-

ing cash flows. They found that there is no pattern of the most value relevant

performance measure. The researcher suggested that a measure is more relevant

when it captures directly and quickly information about firm’s cash flows (Barton

et al. 2010).
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Conclusion

In the global trade, there are no barriers for investors to access useful information

that is an ingredient of successful investments. In fact, not only this information but

also a bearish market information reinforced by speculation and rumor have an

impact on investors’ perception. Generally, accounting information will be relevant

if it captures the usefulness of accounting numbers in equity valuation, provided by

firms on financial reports fairly measuring and presenting a company’s situation.
Even though a great attention is given in this research area, it remains the question

that there are no absolute financial tools, while some of them assumed to overlap,

and investors seem to access sorts of information conveniently; what is really

relevant to their equity linking to market values? The paper reviews financial

performance measures, namely, financial measures and value-based measure

(EVA), reflecting market measures from different sorts which are available on

open access.

The research found that the majority of the case studies still rely on traditional

financial indicators, namely, ROI, ROE, and earning, although these tools appear a

huge number of arguments about its applications. The research analyzed the

interaction of financial indicators to market value (share price) especially ROI

and earnings, which are extensively utilized by companies and appear to influence

share price significantly. The major reasons might be due to its applications

facilitating investors, forecasting, and estimating a firm’s wealth of an investment.

It also provides timely results, whereas long-term operational performance might

be neglected that shareholders should carefully make judgments. Considering the

advantage of using ROI is to evaluate the efficiency of an investment or to compare

the efficiency of a number of different investments. Likewise, earning and ROE

focus on return to shareholders of the company; however, shareholders should

consider also the company’s strategy and other related factors.

In contrast, the application of the value-based measures, namely, EVA, seems

not as popular as its assertion. This circumstance might cause the complication

from the usage and difficulty in making a comparison; this might reduce the

investor’s opportunity to analyze firms’ potential in other aspects. Therefore, to

provide useful and relevant information, firms should improve the disclosure of

their EVA to the shareholders as well as disclose multiple performance measure-

ment tools which will efficiently reflect firms’ operational performance and effec-

tiveness. Since a variety of performance measures are being used in every sort of

business, these financial tools should not only reflect company’s operational per-
formance but also should provide transparency and real-time information under the

regulation that is reliable for users and investors. What’s more, companies should

fairly disclose all materiality information in order to encourage better decisions.

Otherwise, it might lead to critical problems such as the avoidance of accounting

reports in compliance. This might prevent not only investors but also stakeholders

of accessing to the perceptive financial information. The author suggests the future

research in the areas of financial measures and value relevance that researchers
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should focus on comparing operational performance on the same sorts of business

especially for intellectual capital which becomes the major cost of competition.

Furthermore, in the area of performance, measures should be expanded to other

related areas such as operational effectiveness, growth and a company’s reputation,
etc., which will provide other aspects of company performance.
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The Relation Between Using Business
Intelligence Solutions and Corporate
Performance

David Špičák

Abstract This paper deals with the relation between the use of business intelli-

gence (BI) solutions and corporate performance. The content is based on the

research, analysis, and synthesis of findings published on this topic in scientific

journals. The majority of papers published on this topic begin by introducing the

concept of BI, its components, and possible benefits. As could perhaps be expected,

two groups of papers can be identified: (a) review papers of existing research and

(b) publications of original empirical research findings. Authors of the former group

of papers tend to almost unquestioningly support the notion that the introduction of

BI solutions is mainly beneficial to companies; authors of the latter group of papers

are somewhat divided in their view on this matter. On the one hand, their findings

support the notion BI solutions do seem to have positive influence on corporate

performance; on the other hand, they warn that there may be more factors coming

into play that are to be considered more carefully.

Keywords Corporate Performance • Information and Communication

Technology • Business Intelligence • Performance Measurement and Management

Introduction

In the recent years, information and communication technology (ICT) started to

play an increasingly more important role in supporting everyday activities in

businesses across the whole globe.

Due to the gradually increasing instability and complexity of the business

environment, many companies shifted their attention to improving their analytical,

forecasting, and decision-making abilities. This led to the development of business

intelligence (BI) solutions, which are able to cater to these needs.
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This paper is aimed at analyzing scholarly articles dealing with the mutual

relation between using BI solutions and corporate performance, attempting to find

scientific evidence supporting the notion that there exists a relation between the use

of BI and corporate performance, and uncovering what the nature of this relation

might be.

Data and Methodology

The research is based on the analysis of existing scholarly papers dealing with the

relation between using BI solutions and corporate performance. The analysis

focuses on papers that can be obtained using advanced search option across

multiple electronic databases accessible to registered users.

The search was conducted following these steps:

• Find records matching the phrase business intelligence and corporate
performance.

• Order the results by relevance.

• Limit the search results only to: full texts available online; scholarly materials,

including materials passing through review process; articles in scientific

journals; contributions published in the past 5 years; and contributions published

in English.

Materials available on publicly accessible search engines, on the websites of

commercial subjects such as consultants, developers, and vendors dealing with ICT

and/or BI solutions, were omitted and disregarded for the purposes of this research.

Results and Discussion

The initial search (records matching the phrase business intelligence and corporate
performance) yielded approximately 500,000 results. The results were sorted by

relevance and narrowed down to full texts available online, which did not lead to

any reduction in the number of available records. Subsequently narrowing the

results down to only scholarly materials, including materials passing through

review process, brought the number of available records to approximately 67,000.

In the next step, which focused on retrieving only articles published in scientific

journals, the total number of available records was brought down to approximately

62,500. Further narrowing of the search results to only those articles that were

published in the past 5 years resulted in getting a total number of approximately

19,800 records, of which almost 19,400 were published in English language.

The relevance of the available records was subjected to two stages of further

analysis. The first, coarser stage, focused on reviewing the article title, abstract

content, and availability of the full paper in electronic version. Due to the fact that
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the available records were ordered by relevance and the total number of records

exceeded 19,000, a sample of the first 250 records was chosen and subjected to this

phase of the analysis.

This first stage revealed that, despite matching the search criteria, many of the

records were irrelevant and not useful for further analysis. The reasons could be

categorized as follows:

• From the article title, it was apparent the article focuses on specific aspects of

managing and/or implementing BI-related solutions in general or in particular

contexts, conditions, or circumstances, and there was no relation to corporate

performance.

• Similarly to the point above, the article abstract revealed the article

deals with a different area than desired in the context of the research focus.

• The given particular article was displayed in the search results multiple times.

• The record included a link to the full version of the paper saved at an external

location or database; however, clicking on the link resulted in an error message,

and the full paper could not be accessed.

This first stage helped to bring down the number of available results further,

resulting in approximately 30 records that were subjected to a further, this time

more detailed, analysis of the paper content. This subsequent step led to the

elimination of other papers as it became apparent their focus lied in a different

area than deemed relevant for this research.

The remainder of this chapter summarizes the key findings of papers that were

analyzed.

Rajnoha et al. (2016) focus in their article on the relation between using

information technology and corporate performance, more specifically on the rela-

tion between using BI solutions and strategic corporate performance. In their

article, they begin by outlining the benefits BI solutions might bring and listing

their possible application and benefits in various contexts. They postulate that

strategic performance management systems, which exist for the purpose of

ascertaining holistic management of performance in companies, must be supported

by BI solutions in order for performance to be achieved on the overall company

level.

In order to empirically establish whether or not there exists a correlation between

using BI and corporate performance, Rajnoha et al. conducted a research using an

online questionnaire, addressing nearly 1500 Slovakian enterprises. In their

research, they attempted to prove that companies using transactional type of

applications, such as ERP systems, achieve lower levels of business performance

than those using transactional applications in combination with BI solutions. They

further attempted to prove that companies with higher return of equity (ROE),

which was used as a performance indicator, clearly utilize management information

systems (MIS) or knowledge-based BI. The responses they collected from enter-

prises conducting activities in wood processing, engineering, automotive industry,

trade, and services indicated that—especially in the case of companies reporting

higher performance—the utilization of BI seems to have positive effect on
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performance. They also noted that companies that already introduced BI solutions

or are planning to do so in the near future are overall satisfied with their actual or

expected benefits.

Selene Xia and Gong (2012) point out in their article that BI is one of the areas of

technology which keeps growing. They continue by outlining the downside of BI,

such as the financial strain related to implementing these solutions, especially for

smaller- and medium-sized businesses. Xia and Gong mention also the benefits BI

may have for businesses, such as supporting decision-making, planning, and fore-

casting. Paraphrasing the research results of other authors before them, they note

that BI allows for better reporting and customer service, higher revenues, and thus

better overall corporate performance. In their work, they note data mining (DM),

data warehousing (DW or DWH), and data marts, all forming a part of BI, seem to

be closely related to numerous other concepts, such as business performance

management (BPM), decision support systems (DSS), and management support

systems (MSS).

Selene Xia and Gong continue by summarizing the outcomes of a case study

they conducted, whose aim was to analyze the role of BI in a data analysis

company, proposing the best approach for implementing a BI solution.

Rusaneanu (2013) points out in her paper that the use of BI solutions has been on

the rise over the past decade and impacts the way companies manage their opera-

tional performance significantly. Rusaneanu states that there is a strong correlation

between achieving good performance results and the use of software aimed at

improving performance management. The benefits brought by these software

solutions include higher sales, lower costs, better decision-making, and improved

communication and collaboration. She further stipulates that BI solutions and

performance management are so intertwined that they are basically inseparable.

Obeidat et al. (2015) note BI helps to turn diverse data frommultiple sources into

useful information, enabling more efficient operation of companies and their long-

term stability. BI helps to analyze past events, predict future trends, and improve

forecasting and enables users to make decisions in real time and gain competitive

advantage. According to Obeidat et al., BI has its use in a multitude of areas and

scenarios. Despite this, there are areas into which BI hasn’t penetrated that deeply

yet and which would actually benefit from a stronger BI presence, such as real-time

analytics for detecting fraudulent activities, various healthcare-related applications,

ad hoc BI supporting better collaboration, etc. Obeidat et al. continue by outlining

possible future trends and development, such as better data exploration and visu-

alization, cloud computing, and self-service BI, which in their opinion might help

overcome some of the obstacles BI is currently facing.

Zeng et al. (2012) focus in their article on introducing the concept, benefits, and

fundamental components of BI in general. They note BI helps gather relevant

information and support better decision-making, thus positively impacting business

operations, tactics, and strategy. They describe the crucial elements of BI architec-

ture and techniques, together with explaining the fundamentals of their functioning.

The benefits of utilizing BI in business practice are implied rather than proven

empirically; nonetheless, the added value of this article can be seen in the fact that it
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provides a very concise overview of BI and may help glean the potential benefits of

these technologies in a wider context.

Aruldos et al. (2013), similarly to other authors, point out that BI supports better

decision-making, enables the analysis of performance, helps to increase revenues,

improves competitiveness, and aids the formulation of strategy, thus satisfying the

needs and expectations of various stakeholders. Aruldos et al. list areas where BI

solutions found their use, such as higher education, e-learning, crime fighting,

finance, stock market, banking, and others. In their paper, Aruldos et al. give an

overview of findings various research teams and authors came with, providing a

rather exhaustive list of possible positive effects the utilization of BI may have in

various scenarios. The research Aruldos et al. conducted is perhaps the most

extensive in comparison to other resources that were analyzed.

Visinescu et al. (2017) research the antecedents of perceived quality of decisions

made when relying on BI support. Visinescu et al. point out that evidence provided

by other researchers suggest the utilization of BI doesn’t always bring the desired

positive effects. They also point out that there is little research on the quality of

decisions made using BI, and therefore, they focus their attention specifically on

this matter. Visinescu et al. work with the premise that the use of BI will result in

higher quality of decisions. However, they postulate that extensive use of BI

solutions might be hindered due to a number of reasons. To test the complex

relation between the quality of decisions and the usage of BI, they introduced a

research model and conducted an empirical research. The data they gathered and

subjected to a detailed analysis brought them to the conclusion that the more users

rely on BI during their decision-making, the higher their perceived satisfaction with

the decisions they made. They also point out that there seems to be a positive

relationship between the complexity of the issue at hand and the satisfaction with

the perceived quality of the decisions made with the support of BI. Also, there

seems to be a correlation between the information quality and the perceived

decision quality, which is further moderated by the complexity of the issue at

hand. The overall conclusion they draw is that the whole relationship between

information quality, system use, and outcomes may be more complex than previ-

ously believed.

Rouhani et al. (2014) focus their attention on the impact of BI on decision

support and organizational benefits. They begin their paper by introducing BI in

general and continue by listing the various ways BI might be used for the decision-

makers’ benefit, enabling them better knowledge processing with reduced decision

time and reduced decision cost. The benefits include achieving more effective

decision-making and gaining competitive advantage and higher stakeholder

satisfaction.

In their paper, they introduce a complex research model and a set of 16 hypoth-

eses. The hypotheses were tested using responses from 228 subjects from various

segments of economy. With the exception of one hypothesis, all others were

confirmed, showing the utilization of BI has numerous positives for the decision-

makers and the organizations in general.

Giannakopoulos and Eybers (2015) begin their paper by stating that there is no

agreement on whether the use of ICT in general is beneficial to companies, as
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believed by some, or not. They further focus specifically on the possible benefits the

use of BI might have, arguing the topic to be of importance as the implementation

of BI solutions requires substantial investments. With reference to the research

conducted by other research teams, they point out the ambiguity of findings as to

whether or not BI contributes to better corporate performance and under what

conditions. To gain a better understanding of this matter, they conducted four

case studies amongst business entities in South Africa. Their findings led them to

the conclusion that there seems to exist a positive relation between the use of BI and

corporate performance.

Popescu (2012) introduces in her article the typical structure of BI solutions and

their characteristics. She notes BI can bring companies numerous benefits, such as

providing a single version of truth, in-depth analyses, localization of relevant

information, making reporting available to the whole company, operational flexi-

bility, alignment of operations with strategic objectives, and others.

Arefin et al. (2014) focus in their research on identifying possible influence of

various factors—including the possible mediating role of BI systems—on organi-

zational effectiveness. They begin their paper by introducing what BI means in

general and what benefits it might bring to businesses. They continue by noting that

in spite of numerous authors mentioning the benefits of BI, organizations in

developing countries oftentimes fail to achieve these, potentially due to numerous

factors that were not examined in much detail. They continue further by positing

that the effectiveness of BI systems mediates the relationship between organiza-

tional strategy and effectiveness. Using a research model, together with a related set

of hypotheses, they conducted a study, gathering data from 225 business entities in

Bangladesh, using this country as an example of rapidly growing developing

country. From the results of their research, they conclude that when there is a

close alignment between organizational strategy, structure, culture, strategy, and BI

systems, BI systems seem to have positive impact on organizational effectiveness.

Arefin et al. also note that BI systems seem to have the biggest effect on strategic

decision-making. At the same time, they note that the success of BI delivering the

expected effects varies strongly from one company to another, based on the

industry and company size.

Conclusion

BI solutions can bring enterprises across all sectors of economy numerous advan-

tages, such as providing the decision-makers one version of truth, providing

answers to business-critical questions in a timely manner, helping to visualize

and make sense of massive amounts of data in a concise way, and thus enabling

the users to reach more accurate decisions to more complex questions faster and

with more comfort. This, in turn, can contribute to more effective and efficient

execution of the activities the companies participate in and subsequently lead to

achieving better results and to higher performance.
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Nevertheless, it is also important to note that there might be some downsides to

utilizing BI. For small- and medium-sized companies, BI solutions might be too

costly to implement. For BI to provide accurate information, the data it works with

must be of high quality; otherwise, the reliability of answers provided by BI might

be compromised, leading to distrust from users and eventually the failure of the

whole solution. More advanced and sophisticated usage of the solution also requires

users to put a lot of effort into learning how to work with it; failure to do so might

lead to the whole solution not reaching its full potential and eventually failing

altogether due to the growing skepticism toward its potential from the users. Also, it

is virtually impossible to assess the quality of decisions reached as a result of using

BI solutions.

Despite the overall optimism and high expectations users might have of BI

solutions, it should be noted that BI is not a self-sufficient solution, bringing

answers to all issues businesses might face, but it also requires adequate invest-

ments of finance, time, and effort from users to bring the desired effects.
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Economic Security Indicators Forecasting
for Management Decisions Based on Integrated
Reporting Data

Alsu Ahmetshina, Roza Kaspina, and Linar Molotov

Abstract The growing popularity of integrated reporting is becoming the trend of

the best practices among successful companies. Transparent and clear reporting

allows attracting additional investment, conducts a better business management,

and focuses on sustainable future. Control of the company’s sustainable develop-

ment is a complex and important management task that is possible to handle

through ensuring economic security. In order to do this, companies are encouraged

to track key performance indicators in the current period and give accurate fore-

casts. The main idea of the article is driven by the need to improve aspects of

forecasting methods of quantitative and qualitative indicators based on integrated

reporting in order to ensure economic security and improve the quality of made on

their basis management decisions. In this article, a major Russian oil company

PJSC “LUKOIL” is being analyzed. The authors conduct their research based on

integrated annual reports of the company for the last 5 years. Several forecasting

methods were used to estimate future values of several economic security indica-

tors, including simulation, fuzzy sets, and expertise. In combination, they should

give more accurate results, therefore suggested by the authors to be used as a

possible model in similar calculations to carry out a better decision-making for

business management.

Keywords Economic security • Integrated reporting • Fuzzy forecasting •

Simulation modeling • Expert forecasting method

A. Ahmetshina (*)

Kazan Federal University, High School of Business, Podluzhnaya 3a, Kazan, Russia

e-mail: alsoura@yandex.ru

R. Kaspina • L. Molotov

Kazan Federal University, Institute of Management, Economics and Finance, Butlerova 4,

Kazan, Russia

e-mail: rosakaspina@yandex.ru; molotov.linar@mail.ru

© Springer International Publishing AG 2018

D. Procházka (ed.), The Impact of Globalization on International Finance and
Accounting, Springer Proceedings in Business and Economics,

https://doi.org/10.1007/978-3-319-68762-9_44

403

mailto:alsoura@yandex.ru
mailto:rosakaspina@yandex.ru
mailto:molotov.linar@mail.ru


Introduction

Economic security is the category, which provides not only assessment of the

current business affairs but the future changes too, in order to help management

find ways to use the opportunities and avoid potential threats. In this context, the

concept of integrated reporting is an excellent basis for the implementation of any

kind of forecasts, as it primarily aims to disclose companies’ strategic plans and

their base reinforcement (Busco and Frigo 2013; Brown and Dillard 2014; Carol

2015).

Preparation of an integrated report takes a considerable amount of time. It is

necessary to collect heterogeneous material from various departments, branches,

and subsidiaries, process it, and associate with the general idea. Therefore, at the

time of publication, the information contained in the report may be outdated, which

complicates the process of decision-making (Kaspina and Shneydman 2013;

Tweedie and Martinov-Bennie 2015).

Therefore, the problem of accurate forecasting is vital to any business and

always remains relevant (Petera et al. 2016); this we will discuss further in our

paper.

Data and Methodology

Let us consider several economic security indicators of one of the largest Russian

oil companies PJSC “LUKOIL” over the past 5 years.

We used the main advantage of the fact that the company publishes annual

integrated report and built our own forecast for the end of 2016. In order to do this,

we selected two indicators representing economic security from each group of the

author’s classification: “achieved level of production,” “performance per ton,”

“cost of sales,” “EBITDAmargin,” “net debt/EBITDA ratio for the last 12 months,”

“capital expenditure on capacity expansion,” “average year salary,” and “social

investment” (Kaspina and Molotov 2016).

The sequence of our actions is defined as follows:

1. Forecast selected indicators using simulation-modeling scenarios.

2. Clarify the experts’ forecast values for 2016 using ratings of information dis-

closure for PJSC “LUKOIL” 2015 integrated report, as there is a clear correla-

tion of reporting transparency and economic security indicators according to the

results of our previous study.
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Simulation Modeling

Let us turn to the first stage. Simulation is a powerful tool of economic analysis,

which can be used for constructing variants of economic situation development and

predicting their values. In this method, real existing model is replaced with a

simulator, which becomes a base for future experiments, in our case—to run

possible numerical values of chosen indicators in the given range. In such scenarios,

simulations allow us to estimate possible options for development as if these

processes would occur in reality, taking into account specified limitations. As a

result, within a simulation model, it is possible to forecast needed variables with a

high probability (Kaspina and Molotov 2015).

Figure 1 presents the general scheme of simulation procedures in scenario

modeling.

Let us start with probability, filling it with possible variables, and then start the

simulation model. For pessimistic forecast, we take the lowest value of the index

over the past 5 years, for optimistic we take the greatest number, and the realistic

will be the value of 2015. If the maximum (minimum) value was recorded in 2015,

then the optimistic (pessimistic) forecast increases (decreases) this number by 10%.

Thus, we get the range of changes as the minimum-maximum values per index.

Now we can build 1000 random experiments for the given range of indicators

from Table 1 in “MS Excel,” which we use to adjust the final forecast values and

prepare our model to launch. Thus, we will have a new column “average value after

experiments” and use its results in the next step of our forecasting procedure.

Fig. 1 Steps of simulation in scenario modeling (Source: authorial view)
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Expert and Fuzzy Forecasting Methods

It is necessary to adjust the values obtained by experts in order to make our

predictions more realistic. The practice of combining mathematic methods and

expertise in forecasting is very popular in the business environment.

Therefore, we use the rating of information aspects disclosed in 2015 integrated

reporting of PJSC “LUKOIL,” submitted by the Russian Regional Integrated

Reporting Network. On the basis of the previously determined correlation between

economic security indicators and the level of integrated report transparency, we can

adjust the forecast values.

We brought a group of experts from the staff of the Department of Management

Accounting of our institute. Obviously, different experts differently estimate the

value of an index or sometimes find it difficult to give an accurate estimate. In such

situations, the method of fuzzy sets is used; it works with indicators in the form of

fuzzy numbers.

This method is based on the use of algorithm for constructing membership

functions of fuzzy numbers as follows (Ismagilov and Khasanova 2015):

Table 1 The simulation model of the scenario of the forecast indicators for 2016

Index Range Optimistic Pessimistic Realistic

Average

value

Standard

deviation

Possibilities 0,2 0,35 0,45

Achieved level

of production,

Mt

10,3–13 13 10,3 11,4 11,3 1,0

Performance,

ton per unit

1075–1638 1638 1075 1582 1416 251

Cost of sales,

$/ton

30–62 30 62 33 43 14

EBITDA mar-

gin, %

61–79 79 61 72 70 7

Net debt/

EBITDA ratio

for the last

12 months

0,95–3,1 0,95 3,1 2,81 2,54 0,81

Capital expendi-

ture on capacity

expansion, mln.

$

155–223 223 155 160 171 26

Average year

salary, $

9402–15,600 15,600 9402 10,447 11,112 2291

Social invest-

ment, млн. $
16,8–30,1 30,1 16,8 28 24,5 5,7

Source: author’s calculations
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μK uð Þ ¼ e�α K�uð Þ2 , u2U, ð1Þ

where U is the universal set (in the general case, the set of real numbers); mem-

bership functions are built approximately equal to some number K, where

parameterα α depends on the desired degree of fuzziness μK(u). Value α is defined

as follows:

α ¼ �4ln 0, 5

β Kð Þð Þ2 , ð2Þ

where β(K ) is the distance between transition points for μK(u), in which member-

ship functions equal 0,5 (set these points as a и b, where β(K )¼ b� a).
The method is about sequential narrowing of initial interval to corresponding

forecast of fuzzy number. First, the current iteration of forecast range is divided into

three overlapping subintervals of equal length with further identification of their

priorities, same as in Saati hierarchies’ analysis method. Taking into account the

priorities made, the forecast interval is narrowed again following by the same

comparison with the reliability interval of fuzzy number (alpha-slice at 0.5). If

the forecast is included in the reliability interval, then the iterations are terminated;

otherwise, a new narrowing iteration is carried out. Final forecast value is defined as

a fuzzy number obtained in the last iteration.

To simplify the forecasting calculations earlier this year, we created a special

Java computer program to support the process of forecasting based on fuzzy group

examination procedure and let our experts use it.

In the opening window of the program, user is prompted to create a new project

or select from a saved one. The new project starts with administrator’s window,
who assigns project ID, and description as well as name, log-in, and password for

system analyst and experts individually. After each expert adds his forecast range,

system analyst reviews and analyzes them. Then experts independently fill the

priority matrix, and the system analyst checks the data and conducts the first

iteration. Then, following the previously described algorithm, the program checks

if the forecast interval fits in the confidence fuzzy number interval to define the

fuzzy forecast, or otherwise experts and systems analyst continue their work.

Results and Discussion

Index “capital expenditures for capacity expansion,” in our opinion, is most closely

associated with the level of quality and transparency of integrated report, which

affects the company’s investments and, as a consequence, the possibility to spend

additional money on expansion of production capacity.
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So let us analyze the results obtained for this indicator: the average value of

experiments was 191 million dollars a year. In the model, there are only 440 cases

out of 1000 where metric value is less than the average; that confirms the reliability

of the data. We fill the results of the simulation scenario for this indicator in Table 2,

explaining their economic and practical meanings.

Further, while adjusting the results of simulated future values with the involve-

ment of experts using our computer program, we were able to identify the fuzzy

forecast of the index already at the third iteration. Capital expenditures for capacity

expansion by the end of 2016 turned out to be equal to $ 205 million. Experts noted

that the relatively good last year’s integrated report’s transparency rating made

them increase the forecast value of the indicator. In particular, experts have relied

on the high rating disclosure for “strategic management, business models, and risk”

and “activities in the field of sustainable development.”

Conclusion

Thus, based on the analysis of PJSC “LUKOIL” integrated reporting, a two-stage

forecasting procedure of selected economic security indicators was carried out.

Suggested in the article, approaches and methods of indicators forecasting on the

basis of integrated reporting can help the top management in improving the

efficiency of economic security.

Proposed model can be used by companies for complex assessment of economic

security and forecasting its variables with further publication of such data in

integrated reports for both investors and internal users to analyze and assess the

stability of business and making management decisions.

Table 2 The simulation model of the scenario of the forecast indicators for 2016 values and

clarification of resulting variables of the simulation model

Variables Value Economic meaning Practical meaning

Average

value

191

mln. $

The values of capital expenditures

for capacity expansion are grouped

around the center (average)

The average value is a guide when

determining forecast amount of

capital expenditures for capacity

expansion

Standard

deviation

26

mln. $

The range of values of the capital

costs to expand the capacity from

central values

Standard deviation creates bound-

aries where the value of capital

expenditures to expand capacity

may change

The coeffi-

cient of

variation

13.6% The relative indicator which shows

how the average value of a share is

its average dispersion

It characterizes the homogeneity

of the variable and the values of

sustainability. The homogeneity is

aggregate if the variation is less

than 33 percent

Source: author’s calculations and explanation
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Next step in our research will be comparing our forecast results with actual

numbers taken from 2016 integrated annual reports of PJSC “LUKOIL” and

continue enhancing the methods and forecasting approaches.
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Multidimensional Process of Financial
Controlling Implementation

Anna Siemionek and Michał Chalastra

Abstract The aim of the article is to present stages of controlling system imple-

mentation with some suggestions on who and how should one perform them. This

article is based on a case study, and it is based on the data obtained during practical

implementation of the controlling system in enterprises. The methodology

described in this paper may be implemented in various projects from different

areas.

Keywords Financial controlling • Process implementation

Introduction

The process of financial controlling implementation is a very complex project. It

requires coordination of many activities from various spheres. Following works

should be conducted within different areas such as financial and management

accounting, organization management, informatics, and education. During its

implementation, one should involve people representing key areas of the company

from many departments. Not only employees of the company but also external

consultants should be engaged in that process. These consultants may represent

various entities. It is a good benchmark to develop the substantive concept by

consultant represented by a consulting company specializing in the field of con-

trolling. These efforts should be then implemented in management support systems.

ERP and BI systems are mainly used. These tasks to introduce the system are

performed by other consultants from the company providing the system. To con-

clude, this process is carried out by people from different enterprises (Kotapski and
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Hoffmann 2016). Another constraint is the fact that those implementations need

long time to be realized. Such projects are usually implemented for longer than a

year. This period of time consists of all implementation phases such as organiza-

tional works before implementation as well as validation of correctness of the

controlling system. That is why it is so important to prepare for this implementa-

tion. It is significant to coordinate the implementation of all tasks.

Multidimensional Character of Financial Controlling
Implementation

The process of controlling implementation should be analyzed multidimensionally.

Following issues should be taken into consideration:

1. Realized tasks

2. People responsible for specific tasks

3. Work schedule and its intensity during different periods

4. Essential time and financial resources devoted to particular tasks

Regarding essential tasks which must be carried out, there is no unique standard

that should be applied in each case. The scope of activities depends on needs and

the capabilities of this particular company. Some companies share the implemen-

tation process into two or more phases. In the first one, there should be introduced

only priority tools. Others can be implemented in subsequent phases. For these

phases, there are no detailed plans as they regard to the future, and they are going to

be realized later on. Limited personal and financial resources might be the reason

for such a concept. In Poland, it is a common practice to divide the tasks during

implementation of the controlling system into several major categories. According

to the situation of each company, there can be observed following tasks in the

company:

• Implementation of cost accounting system

• Implementation of budgeting system

• BI system implementation

• Education

• Changes in management methods

• Auditing and controlling development

The order of various stages of controlling system implementation sometimes

differs. It depends mainly on needs of a particular company. For example, some

companies started the implementation with implementing management accounting

system plan. Plan of accounts is modified and cost accounting rules are settled. The

tasks in this phase can last even all year long. There are even cases where it is the

only system functioning in the framework of controlling. In other entities, control-

ling implementation starts with budgeting. The reason for that is that the most
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important task of controlling is to determine responsibility for costs (Kotapski

2014). Another important issue is to implement information systems such as:

• Spreadsheets

• Additional BI system

• Integrated information systems

The usage of controlling spreadsheets for that purpose occurs usually due to low

costs of such a solution. However, these are often apparent savings. The major

problem is a lot of work and time devoted to prepare those spreadsheets. Control-

ling IT costs should therefore cover both positions associated with the system itself

and its maintenance. The usage of spreadsheets is therefore recommended in

smaller companies where controlling systems are not very sophisticated and they

do not process too much data. Controlling system can be operated by special BI

systems. These systems are operating parallel to the financial accounting systems.

Financial accounting systems perform the functions of data registration according

to expectations of controlling. These data are later on exported to BI systems. In

these IT systems, they are aggregated into management accounting reports in

accordance with the requirements of the controlling. The advantage of this solution

is negligible interference into functioning of financial accounting. Data recording is

usually improved as they are more detailed. The disadvantage of this concept may

be the emergence of some differences in the reports created in the framework of

financial and management reporting. Another option is to implement the comput-

erization of controlling one integrated IT system. This system performs both

controlling and financial accounting tasks. Due to high costs of such a solution, it

is rather recommended for large enterprises. To sum up, it should be noted that

controlling system must take into account the tasks associated with computerization

(Williams 2011; Kotapski and Hoffmann 2016). Another category of tasks to be

considered in realizing the implementation of controlling is education. No matter

which tools and systems will be implemented, it is necessary to carry out educa-

tional activities. This is due to the existence of the education gap in this area. There

is a deficit of knowledge between the scope of academic teaching and best prac-

tices. Academic knowledge is rather general. Practical needs require detailed and

advanced industry knowledge (Chalastra 2015). Educational tasks should be carried

out taking into account the individual needs of different groups of workers. They

should be carried out for:

• Financial controllers

• Responsibility center managers

• Top executives

Implementation of controlling also requires changes in the management system.

They are usually related to the introduction of new job descriptions. Employees

receive new tasks arising from the operation of the controlling system. Their

responsibility is also very often modified. This is due to the findings made in

relation to the responsibilities of the various budget items. It arises from a very

important assumption saying that each budget item must be precisely related to the
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person responsible for it. Summing up the implementation of financial controlling

system requires different tasks. Each company can have their own set of tasks.

Their selection results from the specific needs of the company. Financial possibil-

ities and the knowledge of professionals in this field are both very important. This

freedom is an important obstacle in the analysis of the correctness of the process

implementation (Nesterak 2016). It is therefore not possible to develop one stan-

dard for every company. It is however worth to develop a catalogue of possible

tasks that should be performed. It will be helpful in creating individual implemen-

tation plans.

Within good practices, one should implement the following actions:

• Development of business model of the enterprise.

• Identification of cost centers and profit centers.

• Identification of responsibilities for budget positions.

• Structuring a detailed budget for the identified centers of cost and profit.

• Establish principles for settlement of costs of auxiliary activities.

• Establish principles for settlement of costs in the core business.

• Modification of the plan of accounts and accounting policies.

• Preparation of budget procedures in the field of planning, execution, reporting,

and correction of the budget.

• Developing a system of budget flexibility—tolerance to deviations.

• The implementation of the substantive concept of controlling system in com-

puter systems.

• Introduction tasks of controlling into the responsibilities of staff requirements.

• Formalize the tasks of controlling department.

• Advanced trainings of controlling department staff.

• Trainings for employees regarding company’s solutions.
• Audit of the controlling system.

People Responsible for Implementing Financial Controlling
System

Due to multidimensional scope of financial controlling implementation, it is

extremely important to determine which people will perform individual tasks.

This is extremely important because substantial part of the tasks can be performed

simultaneously by many people. Some of the works may also be carried out by

employees from different companies. Such a situation will occur when the process

of implementation is supported by external services. These are usually consultants

in the field of controlling and information systems. They represent quite often two

distinct attitudes: business consulting and information technology. Some compa-

nies consider implementation without external support. The advantage of this

concept is that it is realized by the employees of the company. It is easier to

supervise specific tasks by specific individuals, and the costs of the project are
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lower. On the other side, there are limited competences of employees in the best

standards of controlling and information systems. In addition, they do not have

practical experience in its implementation, taking into account the specifics of that

particular company. In those cases where implementation was carried out by its

employees, there have been applied not the best possible solutions. There are

mostly implemented tools subordinated to the rules of financial accounting which

are also not up-to-date solutions. Forwarding the implementation of this system

exclusively to external consultants is also not a good practice. External experts do

not know specifics of a particular company. Moreover, it is not recommended to

copy solutions from one company to another.

It is therefore extremely important to determine which people will perform

particular tasks. It can be carried out by employees from many different companies.

Such a situation will occur when the process of implementation will be supported

by external services. There are usually hired controlling and information systems

consultants. They often represent two distinct businesses: consulting and informa-

tion technology. Summing up the process of implementation of the controlling

system can be performed by the following employees:

• Companies in which controlling system is implemented

• Consulting company specializing in the field of controlling implementation

• IT company providing dedicated system for controlling

One should consider whether it is better to carry out the implementation without

external support. The advantage of this concept is the realization of the work by the

employees of one company. It is moreover easier to supervise the performance of

specific tasks by specific people, and the project costs are lower. A significant

drawback of this method is however the limited competence of employees in the

best standards of controlling and information systems. Implementation of specific

tasks of the identified areas should be therefore performed only by internal con-

trollers. Many tasks will be realized at the same time by several entities. The aim is

to conduct consultation within adopted solutions (Rusek 2009). Implementation

should be implemented by people from following departments and companies:

• Employees from different departments of the company implementing this con-

trolling system:

– Controlling

– Accounting

– Business divisions

– The board of directors

• External consultants:

– Employees from the consulting firm

– IT systems consultants

Due to the presented factors, it is extremely important to precisely assign specific

tasks to the people involved in the implementation. It is also important to coordinate
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the work carried out by different people. The aim is permanent consultation of all

adopted solutions. This will allow to identify quickly and resolve all the difficulties.

There is very often the problem of understanding between the sides. Those are

however not substantive issues. Due to multiplayer team, it is necessary to choose

the project manager. If there is no responsible person for the team, it usually causes

a slowdown and then abandoning the entire implementation.

Timetable

The process of financial controlling implementation should never be completed.

This system should be developed constantly. This is due to the fact that this system

covers a wide range of areas and its implementation requires various and compli-

cated tasks. There is observed dynamic development of the used tools. It is

therefore not possible to implement it completely in a specific time. The first

phase of its implementation is particularly important because it is a basis for its

further development. The solutions adopted in this phase should take into account

future requirements of the system. Controlling introduces significant changes in the

enterprise, and that is what its implementation must be conducted within an

appropriate period of time. Accounting systems and planning ones are fields

where important changes are going to be observed. Due to the principle of compa-

rability which is significant in financial accounting, its implementation must be

completed before the new financial year starts. It also refers to the planning system.

The budget should be determined according to new rules before the period of its

duration in accordance with the requirements of the principle of precedence of

budgeting. Summing up the above statements, there can be stated the assumption

that the implementation of the first phase of the management system would take

about a year. During this time, the activities are carried out with a varying intensity,

and they are performed by different entities. Some of the works can be done even

earlier than during the year of its implementation. There should be conducted

trainings referring to advanced tools in controlling department. This knowledge

would be especially useful during the adaptation proposed by the external consul-

tants which take into account the specifics of the company. Some tasks such as

testing of the system and elimination of detected defects during its functioning

would also be conducted after its implementation (Chalastra et al. 2017) (Table 1).

Another aspect of the sustainable implementation is a uniform intensity of the

works within the time. There is a good practice to avoid the implementation of the

excessive number of tasks and their disappearance (Chalastra et al. 2016). High

intensity of works in the first period of implementation appears quite often in the

practice. This can be caused by the concentration of operations at the beginning of

the project. This commitment to the project may go away, and at the end, it can

result in delays during implementing next stages. The intensity of works can be

resumed in the last quarter of the year. In this case, it may happen due to a desire to

complete the project within the previous deadline. Those mentioned problems are
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usually caused by bad planning and compliance with the work schedule. Planning

the work schedule, one should take into consideration factors such as seasonality

functioning of a specific company and holiday leaves. During these periods, there

can be expected a decrease in the intensity of activities. That is why all the

conceptual works should be completed before the summer break. After the holi-

days, one should pursue the activities of proposed implementation tools in the

enterprise (Table 2).

The costs of implementing the controlling system can be divided into two basic

categories. This division is based on the type of resources that perform specific

tasks. According to these criteria, there may occur following categories of costs

related to the usage of the resources:

• Own

• Foreign

Work of company’s own employees is included in the first group such as

financial controllers and managers of responsibility centers. The work is deter-

mined by settling down the time and hourly wage for people involved in the

implementation. The rates should be negotiated individually due to their differen-

tiation. The hourly rate shall include all the ingredients to maintain a particular

position such as labor and social insurance costs. This category includes also

additional costs of training, job maintenance, etc. The determining of these costs

requires the use of management accounting tools. Although these costs directly do

not generate financial expenses in determining the full costs of implementation,

they should be taken into account. It is a good practice to determine the rules of

activity-based costing (ABC) (Bender 2008). The second category is foreign

Table 1 Suggested timetable for financial controlling implementation

Synthetic categories of 
implementation tasks

Year -1 Year of 
implementatio
n

Year + 1

Q IV Q I Q II Q III Q IV Q I
Developing the substantive concept of 
controlling system
The implementation of the concept 
into the specific functioning of the 
unit
Information concept preparation
Implementation of the system
Education
Testing the system in practice

Suggested work intensity High Low
Source: own work
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resources costs such as consulting services, trainings, business travels, and purchase

of hardware and software. Data related to those costs are available in financial

accounting system.

Conclusion

The process of financial controlling implementation is an extremely complicated

process. It is a result of the fact that it is necessary to coordinate various activities

from different perspectives. It is not possible to develop a universal pattern as all

companies differ from each other. It is however worth to identify the standard range

of activities which should be done during such projects. This catalogue of appro-

priate actions would allow to analyze the individual needs of the enterprise. The

aim of this article is to create such a unique pattern.
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Strategic and Operational Perspective
of the Principles of Identification of the Scopes
of Responsibility for Costs

Michał Chalastra

Abstract One of the key requirements of today’s management accounting is the

identification of the scopes of responsibility for the costs. There is a theory that to

each cost, there should an assigned person who is responsible for it (Leszczyński Z,

Wnuk T Controlling, Fundacja Rozwoju Rachunkowości w Polsce, Warszawa, p

12, 1999; Sojak S Rachunkowość zarządcza. Dom Organizatora, Toruń, p. 645,

2003; Drury C Rachunek kosztów. PWN, Warszawa, pp 416–417, 1998; Nowak E

Zaawansowana rachunkowość zarządcza. PWE, Warszawa, p 12, 2009). The

responsibility should be borne both from the operational and from the strategic

perspective (Świderska G Rachunkowość zarządcza i rachunek kosztów. Diffin,

Warszawa, p 12, 2003; Szydełko Ł Rachunek odpowiedzialności w strategicznych

jednostkach biznesowych, Zeszyty Naukowe politechniki Rzeszowskiej, Nr 248,

Rzeszów, p 2002, 2002). In practice, however, the fulfilment of those requirements

is not that easy. To satisfy them, various types of responsibility for costs need to be

defined. Then, specific tasks that need to be performed by particular persons must

be detailed. This article aims to determine the issues.

Keywords Responsibility for costs • Responsibility centres

Introduction

This paper is a result of the interviews with the staff responsible for the operation of

the systems used for cost management (financial controllers). Moreover, it includes

the findings of the analysis conducted in the studied companies of the documents

that describe the operating principles of their accounting system. The study was

conducted in five companies operating in Poland. The choice of the companies was

made taking into account the following criteria:
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• Active participation in the promotion of the development of modern manage-

ment methods (congresses, the press)

• Dynamic development and achievement of satisfactory financial results

The objective of the study is to examine the practices relating to the financial and

management accounting systems and the scopes of responsibility of the staff.

Types of Responsibility for Costs

The identification of the types of responsibility for costs should be conducted at the

level of a single cost centre. This results from the fact that a cost centre is the

smallest unit in which the persons responsible for particular costs are identified. To

make correct calculations or to determine the financial viability of a cost centre, it is

vital to identify all the costs that are charged to it. At this point, it needs to be said

that in majority of cases, the manager of a cost centre is not directly responsible for

the total of the costs of his centre. Numerous costs that a particular centre is

burdened with are generated following the decisions taken by employees of other

units. This results from the centralisation of the specific functions within one

company. The situation is a consequence of the following factors:

• The management of a given field requires specialist knowledge.

• It allows for the implementation of a comprehensive operational strategy within

the field throughout the company.

For example, the responsibility for the overall IT costs may be borne by the IT

department, while the estate management department may be responsible for the

costs related to buildings. The situation, known as tasks centralisation, results in the

manager of the cost centre that uses the IT and the buildings not being entirely

responsible for the costs, even though those costs are charged to his centre. Hence, a

problem arises of who is responsible for the costs incurred by particular cost centres

and to what extent. In order to determine correctly the persons responsible for the

costs, first types of the responsibility should be identified. The following types of

responsibility can be distinguished here:

Substantive:

• Direct

• Indirect

• Technical

Substantive responsibility is related to the value of the generated costs. There are

two forms of this responsibility – direct and indirect. The direst substantive

responsibility involves the cost-generating decisions being taken by the manager

of the unit himself. Those costs may be either external or internal. The costs may be

related either to his own cost centre or to other units. The indirect responsibility of

the manager of cost centre relates to the costs that are charged to his centre but are
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created as a consequence of the initiatives of other departments. In such a case, the

manager does not plan the costs in his budget nor does he take any decisions to incur

them. Hence, those are the costs that burden one centre as a result of decisions taken

by persons other than the manager of the centre. The situation results from the

previously mentioned centralisation of tasks within a company. The person who is

directly responsible for the costs of that category is the manager of the unit at whose

initiative the task was performed and not the manager of the unit for the sake of

which it was done.

The technical responsibility for the costs involves correct determination of their

value and exerting ongoing control over them. In such a case, the manager who

bears technical responsibility is not responsible for the level of the costs. This type

of responsibility for the costs results from:

• Having specialist knowledge with regard to the field the costs relate to

• Having access to the databases in which the costs are registered

Technical responsibility involves provision of assistance to the managers of the

substantive responsibility centres. This type of responsibility may be applied in

relation to the costs such as remuneration, depreciation, insurance, taxes and fees or

financial costs. The managers of direct responsibility centres take decision with

regard to the substantive aspect of particular costs. The decision may concern, for

example, the number of employees, the level of their remuneration or the rules of

depreciation. As there are departments where the employees possess specialist

knowledge in a given area, they are entrusted with technical tasks such as budget

planning. However, they perform the tasks relying only on the information obtained

from the managers of direct substantive responsibility centres. Thus, they are

responsible for the correct technical planning and financial accounting of the

items. It is also their task to supervise relevant costs. The activities aim at control-

ling the value of the specific costs both in particular cost centres and within the

company as a whole. Consequently, they bear indirect technical responsibility for

them. This stems from the fact that the employees do not generate those costs; they

only supervise them.

Cost Centres and Cost Responsibility Centres

It needs to be considered why a cost centre is burdened with the costs that are

created following a decision taken by a person other than the manager of the centre

and whether it would not be better to include those costs in the lists of costs of the

centres that actually generate them. This would solve the problem of identification

of the scope of responsibility for the costs. However, then they would be incorrectly

assigned in relation to the units for the benefit of which they had been incurred.

Consequently, the information that is used in order to conduct calculations, to draw

up financial reports and to determine the return on resources would be misleading.

If the responsibility for the costs that are created by one unit but are charged to

the cost centre of another unit is to be moved to the manager of the other unit, the
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latter needs to accept the cost-related documents. The method relies on the accep-

tance by the managers of cost centres of all the source documents under which their

respective units are charged with the costs. This includes the costs created by the

managers of units other than the burdened cost centre. The method is based on the

assumption that the costs of a cost centre may only comprise such items that have

been accepted by the manager of the centre. This solution, however, is not correct as:

• The manager of the cost centre who accepts such costs does not possess

specialist competence to assess their substantive value.

• The process requires additional administrative work, which prolongs the infor-

mation access time and debilitates the functional effectiveness of the accounting

system.

• The information about who actually generates the cost may be lost.

• It becomes more difficult for the manager of a cost centre to have ongoing

control over the implementation of his budget.

• Information on the total value of the costs of particular types of activity in the

entire company is lost.

Another solution is to assign the costs first to the units that actually create. This

makes it possible to determine the scope of direct responsibility of specific persons.

At the next stage, the costs are allocated as the indirect costs to the cost centres they

relate to. However, this method has the following disadvantages:

• Occurrence of cross subsidisation of costs resulting from the drawbacks of the

cost allocation methods (Chalastra 2012, p. 159–183)

• Breach of one of the accounting principles – the principle of particularity

• Partial loss of information on the type of costs that burden the cost centres

In view of the reasons presented above, cost identification should be developed

simultaneously in compliance with the two criteria of data presentation discussed

above, i.e. responsibility centre and cost centre. At this point, an attempt could be

made to give a definition of the discussed units. A cost responsibility centre is a unit

that makes the cost-generating decisions; however, it does not need to be a unit for

the benefit of which the costs are incurred. A cost centre, on the other hand, to

which the costs are charged and which at the same time does not have to be a unit

that creates such costs (see: definition at www.oxforddictionaries.com; Kaplan

2006; Walther 2017) (Janik and Paździor 2012, p.143; Jaruga et al. 2001, p. 608;

Nowak 2011, p. 248; Piosik 2006, p. 2; Sobańska 2003, p. 111; Wilkinson 2013).

This leads to a situation where costs in one cost centre may be divided into two

categories. The first comprises the costs that are created by the manager of the given

cost centre. The other group comprises costs generated by the managers of other

units (Table 1).

Analysing the relations between the two types of centres discussed above it

should be noted that the financial accounting system is focused on the identification

of cost centres only. The task is performed in order to calculate and prepare a

financial report (Gierusz 2010; Sobańska 2009). The system is not, however,

interested in determining the scopes of responsibility. That is why responsibility

centres are established only for the sake of management accounting.
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The Tasks Performed While Exercising Responsibility
for Costs

When the manager of a cost centre is directly responsible for a given cost, he should

not be free to manage it arbitrarily. The level of the cost should be supervised by a

central unit. On the other hand, when it is the manager of the central unit who is

directly responsible for the cost in a given cost centre, he should be indirectly

supervised by the manager of the cost centre. In a case when it is the manager of the

cost centre who exercises direct responsibility, the main tasks of the manager

include planning of the budget, disbursing the funds, conducting real value analysis

and filing applications for the initiation of optimisation measures. Nevertheless, the

manager should not be authorised to manage that the group of costs fully and

independently as such a situation could result in the costs reaching an uncontrolled

level, both within a single cost centre and the entire company. Following the good

practice of budget funds spending, numerous costs have the maximum tolerance for

the variance between the level of costs planned in the budget and the level of the

actually incurred costs set for them. The mechanism allows the managers to adjust

the budgets to the current needs of their departments since the current needs may

differ from the historic conditions on the basis of which the budget was set. Such a

solution is consistent with the rules of the budget variance tolerance system and

follows the current standards in this area. In a cost centre, a situation may occur

where the actual level of a certain cost is characterised by a variance that falls

within the tolerance limits. The source of its financing will be the savings in other

costs that are covered by the budget tolerance system. The analysis of the budget

performance at the level of a single cost centre will not show then any irregularities.

However, the value of this particular cost in this specific cost centre may be

incommensurable with the implemented task. A different situation occurs when

in numerous cost centres the budget is exceeded in relation to the same cost. A

single variance is not considered worrying as it falls within the assumed tolerance

limits. However, their sum in the entire company may turn out to be significant.

Different problems occur when optimisation measures are introduced. In such a

case, when the manager of a cost centre finds that the value of some cost that falls

within his direct responsibility is incorrect, he should apply for the initiation of an

optimisation process. It is not recommended that he take the decision indepen-

dently. The reason for that is the fact that though the value of such a cost may be

incorrect from the point of view of the manager of one cost centre, it is justified

Table 1 Differences between a cost centre and a responsibility centre

Type of the centre Cost centre Cost responsibility centre

Direction of cost

flow

The unit to which the costs are

charged

The unit that generates the costs

The tasks of costs

analysis

Calculation and analysis of return

on resources

Budget planning, implementation

and accounting

Source: own research
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from the point of view of the strategic activities implemented throughout the

company. Therefore, proper optimisation measures should be taken only after

they have received approval of the manager supervising the cost at the company

level. In view of the above, the costs that fall within the area of direct responsibility

of the managers of cost centres should be supervised at the central level, and the

supervision should have indirect responsibility character. The situation creates the

need for establishing organisational units (departments or individuals) that would

have central control over the costs generated by the managers of cost centres. They

could be called central units for cost supervision. The role may be assigned to the

departments designated to hold technical responsibility for them. Such a solution is

justified by the fact that the employees of such departments have competence to

render such control. Nevertheless, not all costs fall under technical supervision.

Thus, in the case of the rest of them, the units that are responsible to take control

over the way the costs are incurred at the level of the entire company must be

identified. The main selection criteria should be the competence of the employees

of a given department and its business profile. Application of such a solution will

result in a situation where each cost will be covered by two types of responsibility;

the first will relate to the way it is disbursed (direct responsibility) while the other to

the supervision of the process (indirect responsibility) (Fig. 1).

The main tasks of a centre for central supervision of the costs should include the

following:

• Development of the strategy with regard to a given cost

• Establishment of central rules for budget planning

• Technical assistance in budget planning

• Supervision over the planning and spending of the funds by the manager of the

cost centre

• Analysis of the real values at the company level

• Informing managers of cost centres and the company executives about the trends

that raise concern

• Initiation and reviewing of optimisation measures

An important task of the manager of a centre for central supervision of the costs

is to supervise the values of specific costs incurred by particular cost centres. When

situations that raise concern are identified, the manager should be obligated to

introduce optimisation measures. In view of the fact that the manager of a cost

centre bears direct responsibility for those costs, he should be the first to be

informed about the occurrence of any worrying situation. When some incorrect

value of a given cost occurs, the responsibility for the resulting situation is borne

simultaneously by two persons:

• The manager of a cost centre

• The manager of a centre for central supervision of the costs

The responsibility of the manager of a cost centre covers the level of the costs

and is of direct character, while the other may be held accountable for his insuffi-

cient supervision, and his responsibility is of indirect character.
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Similar double responsibility relationship occurs in the case of costs generated

by responsibility centres which are charged to cost centres. This time, the manager

of the cost centre should have control over the costs that are charged to his centre.

He fulfils the task by rendering indirect supervision of them. The aim of the

supervision is to detect any irregularities. Lack of such control may lead to his

unit being unreasonably charged with costs generated by other departments. Their

managers care only about the development of their own units or the settling of all

the costs they generate. Such activities aim at improving the assessment indexes of

those centres at the expense of other entities. In a situation where the manager of a

cost centre finds that the costs created by other units and charged to his centre are

incorrect (too high or too low), he should officially intervene. The intervention

should be addressed to the controlling department as the one responsible for the

operation of the cost management system. The aim of the intervention is to trigger

the process of cost analysis to check the correctness of charging. The findings of the

analysis may be as follows:

• The current solutions applied by the cost accounting are correct.

• There is a mistake in the rules of the operation of the cost accounting system.

• The cost recording and cost accounting have been conducted in an

unreliable way.

The first situation implies that information on any irregularities is groundless. A

given cost centre does consume costs of the value ascribed to it by the accounting

Costs that lie 
within the 
indirect
responsibility 
of central 
cost supervision
centres 

Supervises 
costs

Central cost 
supervision 

centre 1
Cost 1

Generates 
costs

Costs that lie 
within the direct 
responsibility
of the manager
of the cost centre 

Central cost 
supervision 

centre 2
Cost 2

Central cost 
supervision 

centre 3
Cost 3

Costs that lie 
within direct 
responsibility 
of the managers
of responsibility 
centres 

Generates 
costs

Responsibility 
centre A Cost A

Supervises  
costs

Costs that lie 
within the indirect 
responsibility 
of the manage 
of the cost centre 

Responsibility 
centre B Cost B

Responsibility 
centre C Cost C

Note: Total 100% of the costs of a cost centre 
Source: own research 

Fig. 1 The principle of double responsibility for costs in a cost centre (Note: Total 100% of the

costs of a cost centre. Source: own research)
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system. In this case, intervention is required with regard to the quantity of the

consumed services and not with regard to their accounting. The analysis may also

find a mistake in the rules of charging costs to a specific cost centre. The mistake

may be so insignificant from the point of view of the company as a whole that it has

been overlooked by the central authorities responsible for cost accounting, such as

the controlling department. However, for a single cost centre, the value may be

significant and may affect the results that are achieved by it and on the basis of

which the centre receives bonuses or is subjected to optimisation measures. The

third case is the unreliability of cost recording or cost accounting. The situation

takes place when the rules of the operation of the cost accounting system are correct

but their application is wrong. Most often, the number of units of the provided

internal services, on the basis of which the costs are accounted, is overstated. When

summarising this part of the considerations, it should be concluded that the manager

of a cost centre should be responsible for exercising control over the costs that are

borne by other direct responsibility centres for the benefit of his unit. This should

even be true for the items that he is not directly responsible for. The supervision

should be executed both at the budget planning stage and in the course of its

implementation. It is advisable that the supervision be exercised also from the

strategic perspective.

Summing up, a conclusion may be drawn that each cost should be supervised at

the global company level, that is, from the strategic perspective, by one specifically

designated organisational unit. If this refers to the costs that are created by the

managers of cost centres under the direct responsibility assigned to them, the

supervision should be indirect. In such a case, it is exercised by the centres for

central supervision of costs. On the other hand, when this refers to the costs

generated by the responsibility centres, direct supervision occurs. It is important

that to each cost, there should be assigned one organisational unit responsible for

comprehensive management of the cost at company level. Such a solution would

make it possible to create consistent strategies for particular costs. That is why the

solution fulfils the requirements set for modern management accounting, where the

strategic aspect is clearly emphasised (Wnuk-Pel 2011) (Fig. 2).

Given the double responsibility for the costs, as described above, a question

arises of who should be responsible for the total costs of a cost centre. It is not

correct when the total costs of the centre are not the responsibility of one person.

Hence, a conclusion should be reached that the manager of a cost centre should be

responsible for the total costs of that centre. This should be the case even if he is

directly responsible for part of the costs only. This results from the fact that he is

obliged to render control of the costs that are generated by other persons and charge

his cost centre. Lack of such supervision could result in the deterioration of the

results achieved by his cost centre.

428 M. Chalastra



The Costs Dependent on and Independent of the Manager
of a Cost Centre and a Suggestion on How to Classify Them

The suggested division of costs into those that lie within the scope of direct or

indirect responsibility is consistent with their classification into the ones that are

dependent on and independent of the manager of a cost centre. The classification is

correct; however, the scopes of responsibility of the particular employees should be

specified in detail in consistence with the suggested rules. When there are no proper

arrangements, the following problems may arise:

• No central supervision over the costs that are dependent on the manager of a cost

centre

• No control at the single cost centre of the costs independent of the manager of

the centre

In the first case, the problem is that an assumption may be made that when the

cost is dependent on the manager of a cost centre, the manager is free to incur

it. This, however, is undesired as it would lead to a situation where the company

would slowly give up on a complex and strategic policy in the field. The solution

follows the thesis that each cost should be managed both strategically and opera-

tionally. Lack of such supervision is sometimes justified by the low value of a

specific cost. Though it may be true that at the level of a single centre, the cost is of

little significance, at the global scale of the entire company and over a longer period

of time, the cost may be perceived quite differently. It is worth mentioning that

nowadays, with cost optimisation, there are not many examples when a single
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Fig. 2 The principles of central supervision of the costs from the strategic and operational point of

view (Source: own research)
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action could bring significant results. Today, it is the sum of the values of numerous

small improvements that results in noticeable benefits.

As regards the second case, according to good management practice, each cost

should have a person responsible for it assigned to it. In the case of items that are

independent of the manager of a cost centre, a question arises of who is responsible

for a given cost. In economic practice, the situation where numerous such items

have no person responsible for them occurs quite often. The situation manifests

itself by the lack of ongoing and strategic supervision. The budgets for such items

are often based on historical data at the level of single cost centres. Still, the

ongoing management of such a cost involves payment handling and document

registration. When a problem arises, occasional remedial actions are implemented.

There is no regular analysis of such costs that would make it possible to exercise

their regular and comprehensive control. No actions are taken to develop a long-

term strategic policy for the area the costs relate to. To sum up this fragment of

considerations, it should be noted that classification of costs into those that are

dependent on or independent of the manger of a cost centre is correct and necessary.

However, for each cost identified on the basis of this classification, it needs to be

determined what tasks should be performed by specific individuals in compliance

with the suggested rules.

Conclusions

The identification of the scopes of responsibility for costs is today one of the key

tasks of management accounting. The main purpose of it is to support the highly

important process of the optimisation of the incurred costs. The requirement is

drawn from an assumption that the optimisation measures should be taken by the

individuals who are responsible for given areas and thus also for the costs related to

them. The measures should be applied on continuous basis and in a systematic way,

both from the operational and strategic perspective. To be able to use them

effectively, it is extremely important that the costs be systemised appropriately

and that the tasks that are to be performed by specific employees be clearly defined.

The financial accounting system does not allow for identification of costs by scopes

of responsibility. The solutions that originate in financial accounting register costs

in relation to cost centres and not to responsibility. However, the requirements of

today’s management accounting demand that such classification be established.

Hence, a new dimension of the presentation of cost information, related to cost

centres, is needed.

The issues of responsibility for the costs are an important requirement to which

modern accounting needs to relate to. The difficulties in determining the responsi-

bility result from the complexity of the tasks performed by many people managing

the same costs. The article identifies different types of responsibility for the costs.

Moreover, it discusses the tasks that should be performed by particular employees
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to exercise effective control over the costs, both from operational and strategic

perspective.

References
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The Use of Management Accounting
Information in Non-financial Reporting
and Interaction with Stakeholders of Public
Companies

Alsu Ahmetshina, Venera Vagizova, and Roza Kaspina

Abstract Sustainability report informs of social, economic, and environmental

aspects of a public company. Non-financial report is used as a management

accounting tool of rational and prudent corporate strategy. This type of reporting

helps businesses to establish effective engagement with stakeholders. Stakeholders

are crucial to success of every project. The purpose of the study is to define factors

gathered from management accounting information that may affect quality of

stakeholder engagement. The article is devoted to several practical aspects of

non-financial reporting in public companies. The authors analyze factors affecting

quality of stakeholders’ engagement and feedback on standards-based GRI; reveal

the impact of the company’s most important components of sustainable develop-

ment; and identify internal and external benefits from sustainability report. It is true

that non-financial report provides a better understanding of risks and opportunities

for both management and stockholders, reducing costs, increasing efficiency, and

improving reputation and brand loyalty. That also comes from the latest instructions

sent to Russian Parliament by the President to prepare regimentation of

non-financial information disclosure for large companies by the end of April

2017. The study results prove that sustainability report allows management to

create feedback, improve company’s reputation, and increase ratings. However,

there are some problems to be solved.

Keywords Stakeholders • Management accounting • Non-financial reporting •

Sustainability report
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Introduction

Non-financial information includes important elements such as business model,

strategy, sustainable development, human resources policy, and environmental

safety. Investors and other stakeholders can recognize the ways of operating with

this information (Kaspina 2015).

However, a small number of publications can be found that address the issue of

using management accounting information in formation of sustainability report.

Russian system of sustainability report has no literature that is dedicated to the

problems of non-financial reporting. Nevertheless, there are still some interesting

and relevant problems to be addressed.

Sustainability reports can help management of any company to better understand

and measure economic, social, environmental, and governance performance. The

company’s administration can also set goals and manage strategy more efficiently

(Kaspina et al. 2014a, b).

Stakeholders are important in the life cycle of any company. They may affect

the company’s policy and strategy and create the image. Therefore, competent

system of interaction with stakeholders is necessary for any business (Kaspina et al.

2014a, b).

Nowadays, a variety of stakeholders uses all available information to be able to

adopt different solutions. In order to meet the needs of economic agents, many

companies regularly publish non-financial information in addition to the financial

information.

The purpose of the study is to investigate the essence of management accounting

non-financial information in integrated reporting of economic entities along with

the problems and challenges related to interaction with stakeholders. In addition,

we determine the feasibility of sustainability reports formation.

Data and Methodology

Building trust in business is the basis of achieving a sustainable development of the

world economy. Nowadays various kinds of management decisions have direct

impacts on stakeholders, such as financial institutions, labor organizations, civil

society, and citizens. These decisions are based on financial and non-financial

information. Management assesses risks and opportunities using information on a

wide variety of current and future issues (Nurmuhametov et al. 2014).

Non-financial reporting includes information about company’s sustainability

challenges and impacts on the environment. It encompasses strategies, key perfor-

mance indicators, results, and future goals. Usually sustainability report is

presented by top management in accordance with the principles established at the

Global Reporting Initiative (GRI).
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This reporting shows the interdependence of social, economic, and environmen-

tal factors. Non-financial report also has a moral part – the need to focus on charity

and helping the poor, sick, and homeless. With the help of sustainability report,

businesses demonstrate their care about the environment, social orientation, and

economic policy (Kaspina 2015).

Problems of Sustainability Report

The main problem of this study is the issue of weak discussion practices of

non-financial information and perspectives of social responsibility in the

community.

Along with this, the most urgent problem is management’s desire to create a

positive image in spite of business problems. Thus, the company idealizes its

activities and system functioning. So information transparency disappears, the

accuracy of the data is lost. Disclosure of company’s activity fails to be true

(Kaspina et al. 2015).

Because management is free to define the indicators of performance measuring,

companies face the problem of comparability of information provided.

CEOs are confident that integrated reports serve to achieve great goals. First of

all, as it contains information about system of management and social responsibility

to employees, sustainability report allows companies to create the image of an

attractive employer.

This report is a good management tool for public communication; it provides an

opportunity to talk with the company’s stakeholders. In addition, integrated report

helps management focus on the main activities and purposes.

Results and Discussion

Stakeholders are crucial to any company, and effective management is vital to the

business success in their eyes. Efficiency of any project directly depends on the

stakeholder’s management.

To become a successful participant in the market, companies need to meet the

interests of stakeholders and take into account their comments and suggestions. In

order to become competitive, management tries to establish a quality system of

stakeholder engagement (through personal meetings, video and audio translation of

financial statements, publication of information products, presentations, and con-

ferences) (Kaspina and Shneydman 2013).

The list of company’s stakeholders can be significant. Therefore, management

should structure them according to their influence and interest to control stake-

holders by groups (Fig. 1).
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In accordance with Fig. 2, the influence is an ability to control or affect the

actions, beliefs, and attitudes of other people. Interest is the state of being respon-

sible, affected, involved, concerned, attentive, and curious.

In addition, another classification can be defined by the level of company’s
project support. Assessment of people’s motivation can be based on these catego-

ries: allies, supporters, neutral, reluctant, and opponents.

Suppose that the quality of interaction of companies with stakeholders depends

on several factors, such as security, quality of website information, and quality

non-financial information assessment report.

In order to investigate the impact of these factors on the quality of interaction

with stakeholders in details, we used the statistical program “Gretl” and built a

Fig. 1 Major providers of sustainability reporting guidance (Source: Authorial view)

Fig. 2 The power-interest

relationship with

stakeholders (Source:

Authorial view)
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correlation matrix. The study was conducted on the basis of 21 public companies.

The correlation matrix is shown in Table 1.

The dependent variable (y) is the quality of interaction between public compa-

nies and stakeholders. Factors that influence the result variable are guaranteed

security of a public company (x1), quality of the information on a public company

website (x2), and quality non-financial information assessment report (x3).

The most important is the correlation coefficient between x1 (guarantee security

of a public company) and x2 (quality of information on a public company’s
website).

With the classical method of least squares, we estimated parameters of the model

“Cooperation with stakeholders.” The results of the multiple regression are

presented in Tables 2 and 3.

Excluding the constant, the largest P-value obtained for x3 (quality non-financial

information assessment report). Since the P-value of each factor is less than 0.01,

the model is acceptable.

The coefficient of determination equals 0.768596, which is considered to be

high.

y ¼ �1:59þ 0:387∗x1þ 0:562∗x2þ 0:407∗x3,
0:850ð Þ 0:111ð Þ 0:129ð Þ 0:149ð Þ ð1Þ

where n ¼ 21 and R-square ¼ 0.769. In parentheses, there are the standard errors.

All regression coefficients in the resulting equation are statistically significant.

Checking availability heteroscedasticity in the model, using the test White

(White). Null hypothesis: there is no heteroscedasticity.

Test statistics: LM ¼ 21

P-value ¼ P (chi-square (7) > 21) ¼ 0.00377015

The test results show no white heteroscedasticity.

The resulting model of the study is solid as all the regression coefficients are

statistically significant, and the coefficient of determination is high. In the model,

there is no heteroscedasticity.

According to the results of the study, the hypothesis was confirmed. The quality

of the interaction of companies with stakeholders depends on several factors, such

as the guarantee of the security of the company, quality of the company’s website
and information, and quality non-financial information assessment report.

Table 1 The correlation

matrix
X1 X2 X3 Y

1.0000 0.3725 �0.0461 0.6277 X1

1.0000 0.0269 0.7186 X2

1.0000 0.3141 X3

1.0000 Y

Source: author’s calculations based on statistical program “Gretl”

Note: 5% critical values (two-sided) ¼ 0.4329 for n ¼ 21
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Conclusion

Summing up the results, sustainable development of the company integrates eco-

nomic, social, and environmental management factors, lowers business risks,

strengthens competitiveness, and improves the efficiency of staff and customer

loyalty as well as company’s reputation. Sustainability reports make a positive

contribution to business community, economic, and social development of regions.

However, studies on this issue are still ongoing. It is obvious, that the level of

practical experience exchange and expertise in this area is not sufficiently devel-

oped. Therefore, there are several problems yet to be solved. As mentioned earlier,

the issue of comparability of data is one of the majors. It can be solved by

comparing provided management information with the GRI standards. Increased

attention in media, as well as creating additional opportunities to learn best prac-

tices, methodologies and international experience can greatly improve the quality

of social reporting.

From the results of our research, it is possible to conclude that management,

missing sustainability report, leads their companies to negative consequences. The

activities of such companies are less transparent than their competitors; they may

gain lagging reputation, even if it’s not true.
In our future research, we intend to concentrate on practical aspects of sustain-

ability report formation. Future work will involve the analysis of the domestic and

foreign companies’ sustainability reports.

Table 2 The results of multiple regression

Variable Coefficient The statistical error t-statistic P-value

Const �1.59119 0.850371 �1.871 0.0786 *

Х1 0.386784 0.110993 3.485 0.0028 ***

Х2 0.562115 0.129458 4.342 0.0004 ***

Х3 0.407048 0.148926 2.733 0.0142 **

Source: author’s calculations based on statistical program “Gretl”

Table 3 The parameters of multiple regression

The model parameters Value The model parameters Value

The average value of depen-

dent variable

4.047619 The statistical deviation of depen-

dent variable

0.589592

The sum of square residues 1.608811 The statistical error model 0.307630

R-squared 0.768596 Revised R-squared 0.727760

F(3, 17) 18.82150 P-value(F) 0.000012

Log-likelihood �2.822922 Akaike criterion 13.64584

Schwartz criterion 17.82393 Henna-Quinn criterion 14.55260

Source: author’s calculations based on statistical program “Gretl”
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The First and the Second Generation
of Statistical Methods in Management
Accounting Research

Ladislav Šiška

Abstract Calls for more frequent application of the second-generation statistical

methods such as structural equation modeling (SEM) have emerged in the field of

management accounting recently. The aim of this article is to compare these

statistical methods to the first-generation methods using the real-life example.

Specifically, the relationship between the organizational capabilities and perceived

nonfinancial performance is investigated. Firstly, the sequential combination of

principal component analysis and regression analysis is deployed to the outlined

case example. Secondly, partial least squares structural equation modeling

(PLS-SEM) is applied to the case example. The comparison of both approaches

proves SEM to be more vigilant statistical method for capturing the strength of

relationship between latent constructs.

Keywords Management accounting • Nonfinancial performance • Factor

analysis • Regression analysis • Structural equation modeling

Introduction

According to Fornell (1982), there are two generations of statistical methods. The

first generation covers methods such as multiple regression, logistic regression, and

analysis of variance but also techniques focusing on exploration and dimension

reduction such as exploratory factor analysis, cluster analysis, or multidimensional

scaling. The second generation of statistical methods has been developed in the

1980s, and a typical example of these methods is structural equation modeling

(SEM). In addition to the first-generation statistical methods, the second-generation

methods account for measurement errors when measuring some abstract concepts

(hereinafter “latent constructs” or just “constructs”), e.g., the overall performance.

Measurement errors are those parts of the observed variables (hereinafter
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“indicators”) that are measuring something other than what the latent constructs are

hypothesized to measure. Measurement errors arise due to a choice of inappropriate

set of indicators, errors in data entry, inconsistent interpretation of questions by

researcher and by respondent, etc. Therefore, SEM analysis consists of two stages:

Firstly, the reliability and validity of the measurement model must be assessed to

exclude the risk of excessive measurement errors. After that, the second stage

continues with structural model estimation.

Calls for more frequent application of the second-generation statistical methods

have emerged in the field of management accounting research recently. One of the

first examples of these calls was the influential article by Chenhall (2003) followed

by Smith and Langfield-Smith (2004) and Lee et al. (2011). The number of articles

has risen from then. Figure 1 documents the increase in counts of studies published

in top management accounting studies and using PLS-SEM, the variance-based

branch of the SEM approaches.

The objective of this article is to compare the first- and second-generation

statistical methods. Instead of the theoretical demonstration, the real-life data

from our own survey are used for comparison so that researches contemplating

the use of statistics can see the differences. Specifically, the relationship between

the organizational capabilities and perceived nonfinancial performance is investi-

gated. Firstly, the sequential combination of principal component analysis and

regression analysis is deployed to the outlined real-life data. Secondly, PLS-SEM

is applied to the case example. After that, the findings of both approaches are

compared.

Data and Methodology

The goal of our research study, which we have selected for this comparison of

statistical methods, was to predict the perceived nonfinancial performance (herein-

after NonFin Performance) from the level of stakeholder organizational capabilities

(hereinafter Stakeholder Capabilities). In order to achieve the goal, the study

deployed a web-based survey. The outlined relationship was part of the larger

network of hypothesized relationships connecting the use of management account-

ing tools to the consequences in capabilities and performance. That was why,

respondents were asked many questions, but just subset of two batteries of ques-

tions will be presented here for the purpose of the comparison. The data stem from

companies with more than ten employees. The respondents were from companies

domiciled in the Czechia (the majority of 77%) and Slovakia. A total of 101 answers

was gathered during the period from December 2015 to February 2016. The count

of top managers or owners amounted to 45 and middle managers to 45, and

11 respondents were without managerial rank. The number of standalone compa-

nies was 53, and the remainder reported to be part of a group of companies.
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Measurement of Constructs

The construct of Stakeholder Capabilities is not measurable directly because it is

too abstract, each respondent imagines such broad concept differently, and the

answers would result in inconsistent outcomes. That was why the whole battery

of questions had to be asked. Our battery was inspired by Koufteros et al. (2014).

The respondents were asked to rate on the scale “0 ¼ not at all . . .10 ¼ totally”

whether the management accounting tools deployed by their company:

• (q28f) “Improve the overall company’s leadership in the market.”

• (q28h) “Improve relationship with customers/clients.”

• (q28i) “Increase motivation and commitment of our employees.”

Similarly, the NonFin Performance construct was measured by question devel-

oped by Cadez and Guilding (2008) who asked “Indicate your company’s perfor-
mance relative to its competitors in the following criteria.” The respondents were

offered the scale ranging from “0¼our company totally lacks behind its competi-

tors” to “10¼our company is the best of all its competitors” to evaluate:

• (q30j) “Customer satisfaction”

• (q30l) “Quality of products/services”

• (q30n) “Employee satisfaction”

Fig. 1 PLS-SEM studies in management accounting research (Source: Nitzl 2016, p. 22)
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The First-Generation Statistical Procedures Applied

A linear regression analysis suits the goal to predict performance through capabil-

ities levels. Before regressing NonFin Performance on Stakeholder Capabilities,
both constructs had to be extracted from the batteries of questions, which is the task

for factor analysis. In other words, the factor analysis was applied first to derive the

constructs and then the extracted constructs entered a linear regression model. The

listwise deletion was the applied handling of missing values. The statistical package

IBM SPSS Statistics version 23 was used for data processing.

“In factor analysis, the variates [constructs] are formed to maximize their

explanation of the entire variable set, not to predict a dependent variable(s). The

goal of data summarization is achieved by defining a small number of factors that

adequately represent the original set of variables.” (Hair 2014, p. 96) In our case

just the first factor was used to represent each construct. The principal component

analysis (PCA) was the method applied for extraction. The Kaiser-Meyer-Olkin

measure reported 0.703 which means that sample was adequate or middling

according to Hutcheson and Sofroniou (1999). Table 1 presents the rotated factor

loadings for both constructs after varimax rotation method. In bold, there are

loadings of the questions on their construct. The cross loadings (without empha-

sizing) on the other construct were lower than commonly accepted threshold 0.3

indicating that each question belongs to just one construct.

Both factors (constructs) explained 71% of the total variance in underlying

answers to the questions.

After the outlined verification that the question form only their appropriate

construct and not the other, the final constructs for regression analysis were

extracted from separate PCAs as the first component. That is why the factor

loadings in Tables 1 and 2 differ. The construct of Stakeholder Capabilities
explained 74.38% of variance of the underlying questions, and NonFin Perfor-
mance explained 65.82% of variance. The factor scores for each construct were

derived by regression method.

The next step was the parameter estimation of the following regression model

NonFin Performancei ¼ aþ b� Stakeholder Capabilitiesi þ ei ð1Þ

where NonFin Performancei represents the factor scores for the named construct,

a and b are the estimated parameters by ordinary least square (OLS) method,

Stakeholder Capabilitiesi denote the factor scores for the named construct, and ei
means residuals.
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The Second-Generation Statistical Procedures Applied

PLS-SEM was realized in SmartPLS ver. 3.2.6 (Ringle et al. 2015). To be compa-

rable with the first-generation procedure, the listwise deletion was applied. The

resulting model is presented and commented in the next section.

Before the model interpretation, the measurement reliability and validity were

assessed. Composite reliability 0.835 and 0.896 for constructs Stakeholder Capa-
bilities and NonFin Performance, respectively, correspondents to the recommen-

dations by Hair (2017), “values between 0.70 and 0.90 can be regarded as

satisfactory” (p. 102). The main indicators for convergent validity were the outer

loadings greater than 0.7 (Lee et al. 2011) and average variance explained (AVE)

values greater than 0.50 indicating that the construct explains more than half of the

variance of the underlying questions. These assumptions were met with the only

exception of indicator (q30n) as documented in Fig. 2. Because this indicator was

found statistically significant and theoretically important, I did not exclude it. The

Fornell-Larcker criterion and the indicators’ loadings on the construct greater than

all its cross loadings with other constructs both confirmed the discrimination

validity of the constructs used in this study.

Table 1 Factor loadings in rotated component matrix

Question Stakeholder Capabilities NonFin Performance
(q28f) .844 .106
(q28h) .901 .013
(q28i) .802 .204
(q30j) .106 .837
(q30l) .263 .833
(q30n) -.017 .701

Source: Author’s computation in SPSS based on own survey data

Table 2 Final factor

loadings of the constructs
Question Stakeholder capabilities NonFin performance

(q28f) 0.842

(q28h) 0.894

(q28i) 0.851

(q30j) 0.865

(q30l) 0.880

(q30n) 0.673

Source: Author’s computation in SPSS based on own survey data
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Results and Discussion

The results are presented in separate two subsections. The third subsection provides

discussion.

Factor and Regression Analyses (The First-Generation
Methods)

The first step consisting of constructs derivation resulted in factor loadings

presented in Table 2. The comparison with Table 1 reveals that the final separate

principle component analysis resulted in more balanced representation of the

questions and that the second separate PCA derived question (q30l) to be slightly

more dominant than (q30j).

The parameters of the subsequent regression model using the factor scores of the

constructs are presented in Fig. 2. The resulting model explained (R2) 7.6% of

variance in dependent variable NonFin Performance. This finding corresponds to

the square of standardized coefficient beta in Fig. 2. The same figure also reveals

that the constant was found statistically insignificant, but the regression coefficient

was statistically significant. Due to non-normality, this was verified by

bootstrapping, and BCa 95% confidence interval ranging from 0.068 to 0.457 did

not contain zero.

PLS-SEM Findings (The Second-Generation Method)

The PLS-SEM algorithm applied in SmartPLS software produced parameter esti-

mates shown in Fig. 3. The constructs are represented by circles and the observed

questions in rectangles. The number in gray circle of the construct NonFin

Fig. 2 Coefficients of the resulting regression model. Note: Dependent variable was NonFin

Performance construct (Source: Author’s computation in SPSS based on own survey data)
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Performance is R2. Numbers overlapping arrows are factor loadings and standard-

ized regression coefficient in case of the arrow between constructs.

Discussion

The comparison of R2 (coefficient of determination) in the final regression models

indicates that the PLS-SEM was slightly more successful in explaining variance of

the construct NonFin Performance than the two-step application of the traditional

methods from the first generation of statistical methods.

Higher R2 is the consequence of the more favorable construction (the factor

loadings) of the constructs in PLS-SEM approach, which in many iterations adjusts

the initial factor loadings to get the best estimates as possible.

Conclusion

The aim of this article was to compare the first- and the second-generation methods.

Their application on real-life example of regression between stakeholder capabil-

ities and nonfinancial performance shows that both generations of statistical

methods provide comparable results when modeling the same reality. The more

detailed view of results proves the second-generation PLS-SEM to be more vigilant

statistical method for capturing the strength of relationship between latent con-

structs. The attractive, almost self-explaining depiction of the model is another

advantage in favor of the PLS-SEM.
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Estimation of Housing Demand with Adaptive
Neuro-Fuzzy Inference Systems (ANFIS)

Olgun Aydin and Elvan Akt€urk Hayat

Abstract It has always been important to anticipate the demand for a product. To

determine the demand for any product, the parameters such as the economic

situation and the demands of the rival products are used generally. Especially in

the housing sector, which is the locomotive sector for emerging countries, it is

critical to anticipate housing demand and its relationship with economic variables.

Because of that, economists, real estate developers, banks, development and econ-

omy ministers, and land registry cadastral directorates of the countries have focused

on explaining housing demand with economic variables. Therefore, the existence of

effective model for prediction is very crucial for policy makers in the sector. For

these reasons, the aim of this study is estimating housing demand based on

relationship between housing sales transactions and important financial indicators

using adaptive neuro-fuzzy inference system (ANFIS).

Keywords Housing demand • ANFIS • Demand estimation • Real estates

Introduction

There are many factors affecting the demand of a product, mainly the type of

product. Factors affecting the demand for a product in general terms can be listed as

product price, other product prices (related products), consumer income level,

consumer wealth, and consumer pleasure and preferences (Case et al. 1999).

Housing demand is a concept with demographic, sociopsychological content.

The demand for housing is affected by the incomes of individuals, prices, additions,

pleasures, and preferences, as well as the prices of complementary and substitute

goods as well as the demands of other goods and services.
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Housing market is important for the economy and plays a crucial role in the

business cycle dynamics and generally follows different patterns in different

regions. Recently, Leamer (2007) strongly argued that housing is the business

cycle, indicating “any attempt to control the business cycle needs to focus espe-

cially on residential investment.” (Balcılar 2012). Therefore, models that forecast

house price movements can provide policy makers with valuable information on

future movements in economic activity and help them better policy design and

control.

However, there are many factors that can affect housing demand due to

nonlinear structure of macroeconomic variables, which makes it difficult to predict.

In recent years, more advanced nonlinear modeling techniques such as ANN and

fuzzy inference systems (FIS) have emerged as effective techniques to overcome

for these difficulties. Furthermore, a neuro-fuzzy system is defined as a combination

of ANN and FIS in such a way that neural network learning algorithm is used to

determine the parameters of FIS. Adaptive neuro-fuzzy inference system (ANFIS)

is a system that belongs to neuro-fuzzy category (Jang 1993).

This paper contains some empirical contributions that ANFIS model developed

by Jang (1993) was used to estimate housing demand. ANFIS has been

implemented in many scientific fields such as energy, stock market, robotic appli-

cations, and many others. This is the first time that this methodology is used to

measure relationship between housing demand and macroeconomic variables.

ANFIS approach has many advantages. It doesn’t depend on assumptions about

the data, it has good predictability capabilities, and more effective estimate can be

made by including linguistic terms.

The paper is organized as follows. We review the theoretical and empirical

literature relevant for our study in the next section. Section “Data and Methodol-

ogy” describes the data and method. Section “Results” presents application results,

and the final section gives concluding remark.

Literature Review

The strong relationship between housing markets and economic activity has been

provided in studies of different researchers so far (e.g., Green 1997; Iacoviello

2005; Case et al. 2005; Leamer 2007; Christensen et al. 2009; Pavlidis et al. 2009;

Iacoviello and Neri 2010). Iacoviello (2005) and Iacoviello and Neri (2010) found a

strong linkage between economic activity and the residential market in the USA

through dynamic stochastic general equilibrium models (DSGE) to study this

relationship. Christensen et al. (2009) estimate the model to determine or quantify

the links between consumption and house prices in Canada with Canadian data

using Bayesian methods. Brooks and Tsolacos (2001) find that unexpected inflation

and the interest rate term spread have explanatory powers for the UK property

market by using a VAR model on filtered real estate returns, property returns series,

and a range of economic and financial factors. Most of housing prices forecasting
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models use multiple regression analysis (MRA) methodologies. However, it is

difficult to map multi-attribute nonlinear relationships using regression analysis.

In literature, there are many models based on NN that successfully captures the

nonlinearities. More recently, the NN models and hedonic pricing models have also

been used to identify the real estate price and housing properties. Tay and Ho

(1992) employed and compared the neural networks technique and regression

analysis using sample of data from residential apartment properties in Singapore.

They reported an error mean of 3.9% compared to 7.5% for the regression method.

Do and Grudnitski (1992) note that NN model resulted in having almost twice the

number of predicted values within 5% of the actual sales price than their regression

model had predicted (40% vs. 20%) on a test sample of 105 houses. They concluded

that the neural network model performs better than a multiple regression model for

estimating the value of US residential property. Limsombunchai et al. (2004)

empirically compare the predictive power of the hedonic model with an ANN

model on house price prediction using a sample of 200 houses in Christchurch,

New Zealand. Their study shows that ANN model can overcome some of the

problems related to the data patterns and better prediction result when compared

with the hedonic model.

A few of studies have been carried out to predict real estate prices using fuzzy

logic and ANFIS. Gonzalez M. et al. (2006) compared fuzzy logic and MRA

models and revealed that fuzzy logic can handle the uncertainty in the real estate

market and give better estimates than conventional methods. Guan et al. (2008)

explore the use of ANFIS to assess real estate property values and the sales of

houses in the Midwest region of the USA and also compare the results of ANFIS

and regression models. They showed that ANFIS can yield results that are compa-

rable to those obtained using the traditional regression approach and hence can be

considered as a viable approach in real estate value assessment.

Data and Methodology

In this study, total daily housing sales in Dubai are used as a dependent variable.

The Dubai Federal Market Overview Index (DFMGI), crude oil price based on US

dollar, and gold price per troy ounce based on AED are used as independent

variables. Daily total sales of housing are obtained from the Dubai Statistics Center.

DFMGI, crude oil price, gold price data are obtained from Investing.com website.

The data set used includes observations from time interval October 7, 2013, to

October 5, 2015. To estimate housing demand, relationship between DFMGI, crude

oil price based on US dollar, gold price per troy ounce based on AED, and total

daily housing sales in Dubai is modeled by using ANFIS.

Adaptive neuro-fuzzy inference system (ANFIS) utilizes a hybrid learning

algorithm which includes a combination of the least-squares and backpropagation

gradient descent methods. ANFIS is a multilayer neural network-based fuzzy

including layers where the training and forecasted values exposed through the
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input and output nodes operating as membership functions (MFs) and rules are

presented in the hidden layers. The base of the ANFIS method is the Takagi-

Sugeno-Kang fuzzy inference system (FIS). Jang (1993) developed the ANFIS

method and used it in modeling nonlinear functions, determining nonlinear com-

ponents in the control system, and predicting chaotic time series.

The ANFIS model is built based on Sugeno-type fuzzy inference system, in

which every rule adopts the following form:

IF x1 is A1j AND x2 is A2j . . .AND xn is Anj

THEN y ¼ c0 þ c1x1 þ c2x2 þ . . .þ cnxn
ð1Þ

where Aij is the fuzzy set corresponding to the jth linguistic term of the ith variable,

n is the number of input variables, y is the predicted value of the dependent variable,

and ci denotes the consequent parameters whose values are derived from the

training process. Figure 1 shows the basic structure of the ANFIS model.

In the first layer in Fig. 1, the values of Ai and Bi represent linguistic variables.

The values of Ai and Bi are determined by means of a membership function, taking

their grades. In the second layer, the inputs are multiplied from the knot. The

ignition power values in the third layer are total ignition normalized by proportion-

ing to power values. After the fourth layer, Takagi-Sugeno-Kang model is operated.

In Takagi-Sugeno-Kang (TSK) inference method, the output variable is a fixed

number, or variable bound polynomial function is defined. The output value in the

TSK model is calculated by the average weight model (Babuska 2001) as shown in

Eq. 2.

x0 ¼
P

aixiP
ai

ð2Þ

ANFIS uses backpropagation learning algorithm to determine the input mem-

bership function parameters and the least mean square method to determine the

consequents parameters. Each step of the iterative learning algorithm has two parts.

In the first part, the input patterns are propagated, and the parameters of the

consequents are calculated using the iterative minimum squared method algorithm,

while the parameters of the premises are considered fixed. In the second part, the

input patterns are propagated again, and in each iteration, the learning algorithm

backpropagation is used to modify the parameters of the premises, while the

consequents remain fixed.

Results

Before proceeding with ANFIS model, the outliers detected and moved out from

the data set. After that, the independent variables, which are the Dubai Federal

Market Overview Index (DFMGI), crude oil price based on US dollar, and gold
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price per troy ounce based on AED, are normalized and moved to the same range.

The summary statistics of the final dataset which is used in this study is shown in

Table 1.

In ANFIS modeling, to start the ANFIS model, linguistic terms have to be

defined. Three linguistic terms as “high,” “medium,” and “low” are used for this

study. According to five layered fundamental Takagi-Sugeno-Kang inference

method, ANFIS structure is built. All of the calculation have been made by the

aid of very well-organized R package “fuzzy rule-based systems for classification

and regression tasks” called “frbs(v3.1–0),” which was created by Riza

et al. (2015).

In this study, data set is divided randomly into two parts as train set and test set.

Seventy percent of the data set is used as train set, and the remaining parts of the

data set are used as test set. Maximum iteration is defined as 10, and step size is

defined as 0.005. Triangle, trapezoid, Gaussian, sigmoid, and bell membership

functions are used for five different ANFIS models and compared rooted mean

square errors (RMSE) of the models to define the most efficient one.

According to Table 2, it could be said that the ANFIS model with trapezoidal

fuzzy membership function is the most efficient model among the other ones.

Predicted values and observed (real) values could be clearly analyzed with

Fig. 2. The results in Fig. 2 also support the results shown in Table 1.

Conclusion

The housing sector is more affected by macroeconomic variables relative to

developed countries in emerging countries. For this reason, many institutions

have carefully followed macroeconomic variables to estimate housing sales, and

Fig. 1 Basic structure of the ANFIS (Source: Own elaboration)
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their strategies determine accordingly. An accurate prediction of real property price

is important to prospective owners, developers, investors, appraisers, tax assessors,

and other real estate market stakeholders. For example, banks are planning mort-

gage strategies by analyzing economic developments. Housing constructing com-

panies are closely monitoring the market to determine if there is a right time for new

housing projects and to determine possible campaign strategies for stocks in their

hands. Models developed by traditional methods for predicting housing demand

with economic variables and may not include all variables due to some assump-

tions. In addition, these methods are inadequate to capture the underlying nonlinear

relationships between the variables. More advanced nonlinear modeling techniques

such as ANFIS provide an accurate and qualitative prediction.

Table 1 Summary statistics

Statistics FMGI close Gold price UAE Oil price USD Dubai housing sales

Min 2993 3970 40.47 3

1st quarter 3812 4344 54.86 34

Median 4106 4488 77.11 45

3rd quarter 4610 4734 99.48 58

Max 5374 5080 107.26 118

Table 2 RMSE of the

models using different types

of membership functions

Membership function used in models RMSE

Triangle 0.02144813

Trapezoid 0.01873034

Gaussian 0.02126808

Sigmoid 0.02226681

Bell 0.0256319

Fig. 2 Predicted and real values
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This study showed that the ANFIS method could be used in estimating the

housing demand with macroeconomic variables. According to the result of the

study, while FMGI decreased by 0.01%, while gold prices increased by 0.09%, and

while oil price decreased by 2.5%, it could be said that there will be a decrease of

2.94% in housing demand.
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Corporate Tax as an Instrument of Tax
Competition Among the EU Countries

Robert Matusiak

Abstract Recent public debate concerns about tax competition in the European

Union. There is a widespread belief that reducing the rate of corporation tax will

increase foreign investments (small economy) or reduce capital outflow (large

economy). This paper examines changes to the corporate income tax as a tool of

tax competition among countries of the European Union, especially against the

background of the prevailing tendency to harmonize the tax systems of the EU

Member States. It cannot be a straightforward way to assess tax competition only

through the prism of tax rates as a phenomenon of positive or negative. Also, the

analysis tends to the conclusion that for entrepreneurs it is important not only to the

level of tax rates.

Keywords Tax competition • Foreign direct investment • Corporate tax

Introduction

Recent changes in the rhythm of European integration and of globalization have

dramatically reduced the scope for independent fiscal policies. The diversity of tax

systems in the EU raises tax competition, which generally involves presenting

better and more convenient solutions for foreign investors. Domestic companies

may also consider transferring firm location to another country that offers better

conditions for doing business, for instance, through reduced tax burden or tax

preferences (Bénassy-Quéré et al. 2007). As a result, achieving full economic

integration is not possible even though the concept of the single currency area

and economic development is based on the free movement of goods, capital, and

people under the existence of a single currency. In the future European Union will

certainly have to include additives in the conditions of deepening European inte-

gration processes for two reasons:
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• The primary source of state income is taxes.

• National tax system is significantly different.

In this paper, I focus to present corporate income tax as a tool of tax competition

among countries of the European Union, especially against the background of the

prevailing tendency to harmonize the tax systems of the EU Member States.

Development is also an attempt to answer the question to what extent the compe-

tition through the reduction of CIT rates causes interest of foreign investors.

Corporate Tax as an Element of Tax Competition in the EU
Member States

In the economic literature on the phenomenon of international tax competition,

there are several possible resolutions regarding tax competition. According to the

position represented by Ch. M. Tiebout, tax competition is a phenomenon entirely

positive, which can be compared with perfect competition between enterprises, and

its effect is to optimize the relationship between the amount received by the

taxpayer of public goods and the level of taxation (Tiebout 1956). According to

this concept, the mobile factors of production move from countries with a higher

level of taxation to countries with a lower level, unless the high tax burden is

compensated in the country’s adequate level of supply of public goods. One

prominent puzzle was presented by G. Zodrow and P. Mieszkowski, according to

which tax competition is a process far undesirable because it leads to a decrease in

tax rates below the optimum level, which results from the governmental organiza-

tion delivery of insufficient public goods (Zodrow and Mieszkowski 1986). Mobile

factors are able to escape through migration from too high levels of taxation;

therefore, tax competition between countries takes the form of a race to the bottom,

which in extreme cases can result in a reduction in the tax rate to zero. H. W. Sinn

proposes to prevent such a phenomenon by increasing the degree of harmonization

of tax systems, relying on the convergence rates of individual taxes on mobile

factors of production. Unification rates and tax rules eliminate the need for tax

competition and can provide more public goods (Sinn 1994).

Branch of the literature on international tax competition and mass media is under

debate about whether international tax competition is positive or negative and

whether it should be limited or supported. Recent direct taxes in the EU have not

been included in the process of harmonization and remain within the competence of

the EU Member States, so they can establish their own rules for corporate taxation,

which results in the creation of tax competition (Junevičius and Šniukštaitė 2009).

The subject of this part of the paper is a comparative analysis of rates of

corporate income tax in the EU. Table 1 shows how nominal tax rates have

developed over the last 11 years in the EU countries. In the case of corporate

income tax rate, in 2015, it ranged from 10% (Bulgaria) to 38% (France). In 2005

the average rate of the tax was then 25.3%, but in subsequent years there have been
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Table 1 The rate of corporate income tax in the EU in the years 2005–2015

Country 2005 2006 2007 2008 2009 2010

Hungary 17.5 17.5 21.3 21.3 21.3 20.6

France 35.0 34.4 34.4 34.4 34.4 34.4

Slovakia 19.0 19.0 19.0 19.0 19.0 19.0

Cyprus 10.0 10.0 10.0 10.0 10.0 10.0

Portugal 27.5 27.5 26.5 26.5 26.5 29.0

Belgium 34.0 34.0 34.0 34.0 34.0 34.0

Ireland 12.5 12.5 12.5 12.5 12.5 12.5

Croatia 20.0 20.0 20.0 20.0 20.0 20.0

Latvia 15.0 15.0 15.0 15.0 15.0 15.0

Lithuania 15.0 19.0 18.0 15.0 20.0 15.0

Malta 35.0 35.0 35.0 35.0 35.0 35.0

Austria 25.0 25.0 25.0 25.0 25.0 25.0

Poland 19.0 19.0 19.0 19.0 19.0 19.0

Romania 16.0 16.0 16.0 16.0 16.0 16.0

Luxembourg 30.4 29.6 29.6 29.6 28.6 28.6

Greece 32.0 29.0 25.0 35.0 35.0 24.0

Estonia 24.0 23.0 22.0 21.0 21.0 21.0

Denmark 28.0 28.0 25.0 25.0 25.0 25.0

Bulgaria 15.0 15.0 10.0 10.0 10.0 10.0

Italy 37.3 37.3 37.3 31.4 31.4 31.4

Finland 26.0 26.0 26.0 26.0 26.0 26.0

Sweden 28.0 28.0 28.0 28.0 26.3 26.3

Netherlands 31.5 29.6 25.5 25.5 25.5 25.5

Czech Republic 26.0 24.0 24.0 21.0 20.0 19.0

Spain 35.0 35.0 32.5 30.0 30.0 30.0

Slovenia 25.0 25.0 23.0 22.0 21.0 20.0

Germany 38.7 38.7 38.7 30.2 30.2 30.2

United Kingdom 30.0 30.0 30.0 28.0 28.0 28.0

UE 25.3 25.1 24.4 23.8 23.8 23.2

UE-15 30.1 29.6 28.7 28.1 27.9 27.3

UE-13* 19.7 19.8 19.4 18.8 19.0 18.4

Country 2011 2012 2013 2014 2015

Difference

2005–2015

Hungary 20.6 20.6 20.6 20.6 20.6 3.1

France 36.1 36.1 38.0 38.0 38.0 3.1

Slovakia 19.0 19.0 23.0 22.0 22.0 3.0

Cyprus 10.0 10.0 12.5 12.5 12.5 2.5

Portugal 29.0 31.5 31.5 31.5 29.5 2.0

Belgium 34.0 34.0 34.0 34.0 34.0 0.0

Ireland 12.5 12.5 12.5 12.5 12.5 0.0

Croatia 20.0 20.0 20.0 20.0 20.0 0.0

Latvia 15.0 15.0 15.0 15.0 15.0 0.0

(continued)
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constant reductions, which has resulted in a rate of slightly more than 22.5% in

2016. Great Britain and Germany have introduced the largest reductions, lowering

their CIT rates by up to 20.0 and 30.2 percentage points in 2015. Particularly

favorable tax rates for corporate income tax are found in Bulgaria, Cyprus, Ireland,

Latvia, Lithuania, Romania, and Slovenia. Based on the data presented in Table 1, it

can also be observed that lower corporate tax rates are found primarily in the

countries that joined the EU in 2005 or in subsequent years.

Presented in Table 1, a drop in the rates of income tax from legal entities reflects

the growing tax competition, which results from increasing competition states to

attract new foreign investments. The nominal tax rate in 2015 increased compared

to the year 2005 only in countries such as Hungary, Slovakia, Cyprus, and Portugal.

Tax rates remained unchanged in countries such as Belgium, Ireland, Croatia,

Latvia, Lithuania, Malta, and Poland. In other countries, the nominal tax rates

were reduced, suggesting aggressive tax policies of these countries oriented to

attract foreign investment. Although the observed process can be described as

race to the bottom, you certainly cannot tell the direction aimed at reducing tax

Table 1 (continued)

Country 2011 2012 2013 2014 2015

Difference

2005–2015

Lithuania 15.0 15.0 15.0 15.0 15.0 0.0

Malta 35.0 35.0 35.0 35.0 35.0 0.0

Austria 25.0 25.0 25.0 25.0 25.0 0.0

Poland 19.0 19.0 19.0 19.0 19.0 0.0

Romania 16.0 16.0 16.0 16.0 16.0 0.0

Luxembourg 28.8 28.8 29.2 29.2 29.2 �1.2

Greece 20.0 20.0 26.0 26.0 29.0 �3.0

Estonia 21.0 21.0 21.0 21.0 20.0 �4.0

Denmark 25.0 25.0 25.0 24.5 23.5 �4.5

Bulgaria 10.0 10.0 10.0 10.0 10.0 �5.0

Italy 31.4 31.4 31.4 31.4 31.4 �5.9

Finland 26.0 24.5 24.5 20.0 20.0 �6.0

Sweden 26.3 26.3 22.0 22.0 22.0 �6.0

Netherlands 25.0 25.0 25.0 25.0 25.0 �6.5

Czech Republic 19.0 19.0 19.0 19.0 19.0 �7.0

Spain 30.0 30.0 30.0 30.0 28.0 �7.0

Slovenia 20.0 18.0 17.0 17.0 17.0 �8.0

Germany 30.2 30.2 30.2 30.2 30.2 �8.5

United Kingdom 26.0 24.0 23.0 21.0 20.0 �10.0

UE 23.0 22.9 23.2 22.9 22.8 �2.5

UE-15 27.0 27.0 27.2 26.7 26.5 �3.6

UE-13* 18.4 18.3 18.7 18.6 18.5 �1.2

Source: Taxation trends in the European Union, Eurostat, Statistical Book, 2016 edition, http://ec.

europa.eu/taxation_customs/business/economic-analysis-taxation/data-taxation_en

Note: *countries admitted to the European Union after 2004: Bulgaria, Croatia, Cyprus, Czech

Republic, Estonia, Latvia, Lithuania, Malta, Poland, Romania, Slovakia, Slovenia, Hungary
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rates to zero. The downward trend in CIT rates in the European Union also provides

Fig. 1.

However, a comparative analysis of the basic tax rates does not fully reflect the

actual corporate tax, because often there is an additional burden on the company, or

vice versa – an entrepreneur can benefit from tax incentives, which vary in the

different Member States of the EU-28. Only by comparing the effective level of

corporate taxation can you use such an indicator, effective average tax rate (EATR)

(Table 2), calculated as the ratio of tax to the achievement of the gross profit.

Table 2 shows a very diverse development. Effective rates ranged from about

9% in Bulgaria to about 38.3% in France. The average level of EU approached

about 23%. For 16 member countries, the effective tax rate remained at a lower

level than for the whole of the EU, and in the other at a higher level. Comparison of

the amount of nominal and effective rates implies that for all 28 countries, there are

discrepancies between the amount of nominal rates and the level of effective

average rates. Most often effective rates are lower than nominal. The differences

between the nominal and effective tax rate are determined by taking into account

such elements of the tax liability, as tax-free, tax credits, and tax exemptions. In

only five Member States (France, Spain, United Kingdom, Ireland, and Cyprus),

EATR was higher than the nominal rate.

Source: Taxation trends in the European Union, Eurostat, Statistical Book, 2016 edition,
http://ec.europa.eu/taxation_customs/business/economic-analysis-taxation/data-taxation_en
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Fig. 1 Changes in CIT rates in UE, UE-15, and UE-13 (Source: Taxation trends in the European

Union, Eurostat, Statistical Book, 2016 edition, http://ec.europa.eu/taxation_customs/business/

economic-analysis-taxation/data-taxation_en)
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The Impact of Corporate Income Tax on Foreign Direct
Investment

Tax harmonization represents the process of tax system convergence based on

common set of rules. Nowadays, direct taxes in the EU have not been included in

the process of harmonization and remain within the competence of the Member

States. They can establish their own rules for corporate taxation, which means that

the individual country has different regulations on CIT. As a result, conditions for

business in the EU are not identical. As a form of corporate income tax, corporate

tax affects the propensity to invest. The low tax rate encourages investment; the

consequence is economic growth (Gale and Samwick 2014). But at high weights,

Table 2 Nominal rate (CIT) and the effective average tax rate (EATR) in 2015 (%)

Country CIT Ranking* EATR Ranking* Difference CIT to 
EATR

France 38 1 38.3 1 - 0.3
Malta 35 2 32.2 3 2.8
Belgium 34 3 27.8 5 6.2
Italy 31.4 4 23.8 9 7.6
Germany 30.2 5 28.2 4 2
Portugal 29.5 6 26.6 7 2.9
Luxembourg 29.2 7 25.5 8 3.7
Greece 29 8 27.1 6 1.9
Spain 28 9 32.9 2 - 4.9
Netherlands 25 10 22.5 11 2.5
Austria 25 10 23 10 2
Dennmark 23.5 12 21.3 13 2.2
Slovakia 22 13 19.6 14 2.4
Sweden 22 13 19.4 15 2.6
Hungary 20.6 15 19.3 16 1.3
Estonia 20 16 15.7 21 4.3
Croatia 20 16 16.5 20 3.5
Finland 20 16 18.6 17 1.4
United Kingdom 20 16 21.5 12 -1.5
Czech Republic 19 20 16.7 19 2.3
Poland 19 20 17.5 18 1.5
Slovenia 17 22 15.5 22 1.5
Romania 16 23 14.8 24 1.2
Latvia 15 24 14.3 25 0.7
Lithuania 15 24 13.6 27 1.4
Ireland 12.5 26 14.1 26 - 1.6
Cyprus 12.5 26 15.2 23 - 2.7
Bulgaria 10 28 9 28 1
UE 22.8 21.1 1.7
UE - 15 26.5 24.7 1.7
UE – 13* 19.3 17.6 1.8
Source: Taxation trends in the European Union, Eurostat, Statistical Book, 2016 edition, http://ec.

europa.eu/taxation_customs/business/economic-analysis-taxation/data-taxation_en

Note: * numbers indicate the number of ranking countries in terms of level of taxation, the

countries with the same rate awarded the same place in the ranking
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corporate tax entities have a strong motivation to invent loopholes in the tax system,

and this is the intensification of the process of tax evasion.

Comparative analysis of the corporate income tax rates in the EU countries

shows that, despite the progressive reduction of the rates of these taxes in the EU,

the phenomenon of tax competition is still very strong. Against the background of

the above considerations, the problem of competition from the tax system for

attracting foreign direct investment should be addressed, because the amount of

the tax burden should play a key role in business decisions about the allocation of

profits. Table 3 and Fig. 2 show a tendency that the inflow of foreign direct

investment is relatively higher in countries with a lower tax rate CIT, like the

outflow of these investments is lower in countries with lower taxation of companies

and higher in countries with higher tax burden.

The investment attractiveness of a country also depends on factors outside the

tax, such as economic growth, access to skilled labor or productivity, and labor

costs, as well as the importance of the complexity of tax law. For example, it is clear

that among the countries that joined the EU after 2004, Poland is a country with the

largest amount of resources of foreign direct investment (Fig. 3).

The presented data relating to CIT rates and FDI shows that some countries,

especially the part of the countries that joined the EU in 2004, can be accused of

dumping taxation and tax competition, hence the determination of countries with

higher CIT rates to reduce this – negative in their opinion – phenomenon. In the

years 2005–2015, for the countries that joined the EU after 2004, the largest capital

foreign direct investment flowed into Poland and Cyprus while the least in Latvia

and Slovenia. In the case of Polish tax, rates have not changed, but in the case of

Cyprus, it has even increased. Formal restrictions for abused CIT to favor busi-

nesses and disrupt the functioning of the market mechanism result from the EU and

national legislation on state aid. The effectiveness of these restrictions confirms the

slight differences between the nominal and effective tax rates.

The data contained in Table 4 may be from a more objective basis for evaluating

changes in taxes. It turns out that in the end period of the observed period, tax

burden GDP is almost identical but that the tax burden within the whole group is

very diverse: from 50.2% GDP in Denmark to 16.6% GDP in Lithuania. A surprise

is that despite substantial reductions in CIT, revenues from this tax to GDP ratio

increased slightly, while their height in relation to GDP is much lower than the

revenues from indirect taxes. It is impossible to observe some regularity when it

comes to relations between corporate tax income and FDI, because tax systems

shape the positive investment climate through productivity and labor costs, the

stability of legal changes, and better functioning of public administration, not only

by tax rates.

Farthest reaching solution would be the use of uniform tax rates in all countries.

The problem is that the tax rates in the respective countries have incomplete

information about the real loads of income from business activity. This is due to

significant differences between countries regarding the rules for calculating the tax

base used preferences. This results in a substantial difference between the nominal

and effective tax rates. In such circumstances, the harmonization of tax rates does
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Table 3 Resources of foreign direct investment (inflow, the top row, and outflow, the bottom row)

countries of the European Union in the period 2005–2015 (US $ million)

Country 2005 2006 2007 2008 2009 2010

Bulgaria 13,869 23,483 37,936 44,059 49,225 47,231

124 453 813 1444 1399 2583

Croatia 13,332 24,377 41,497 27,846 32,829 31,510

1966 2339 3730 5120 6466 4472

Cyprus 8483 13,754 18,191 180,043 186,227 212,576

3587 6834 9253 167,272 171,525 197,433

Czech Republic 60,662 79,841 112,408 113,174 125,827 128,504

3610 5017 8557 12,531 14,805 14,923

Estonia 11,192 12,119 15,671 15,449 15,841 15,551

1892 3459 5948 6445 6262 5545

Lithuania 8211 10,996 15,062 12,949 13,216 13,271

721 1041 1570 1990 2300 2086

Latvia 4906 7509 10,991 11,309 11,629 10,935

281 477 939 1033 893 895

Malta 38,716 61,690 111,756 117,077 125,192 129,770

22,373 33,015 57,183 66,997 65,071 60,596

Poland 86,345 115,792 164,370 148,417 167,399 187,602

1776 4402 7279 8205 11,504 16,407

Romania 25,383 44,516 61,610 64,759 69,883 68,093

213 879 1240 1466 1397 1511

Slovakia 29,595 38,567 47,713 50,416 52,537 50,328

747 1520 2081 2940 3152 3457

Slovenia 7056 8856 10,939 11,966 11,277 10,667

3276 4518 7492 8469 8850 8147

Hungary 61,110 80,153 95,469 88,054 98,876 90,845

8637 13,662 19,290 19,913 21,624 22,314

Austria 82,551 109,050 159,553 145,796 169,124 160,615

71,807 105,072 150,298 148,192 170,037 181,639

Belgium 378,156 481,356 810,944 854,425 967,601 873,315

478,170 618,532 648,656 814,049 940,869 950,885

Denmark 74,651 92,097 111,284 103,957 103,196 96,984

88,076 105,928 127,263 141,119 153,870 165,375

Finland 54,802 70,569 91,703 83,534 85,163 86,698

81,861 96,208 116,531 114,139 130,230 137,663

France 379,385 493,763 623,625 563,005 648,012 630,710

633,523 823,515 1,010,034 934,221 1,120,482 1,172,994

Greece 29,189 41,288 53,221 38,119 42,097 35,026

13,602 22,418 31,650 37,232 39,454 42,623

Spain 384,538 461,528 585,857 588,901 632,246 628,341

305,427 436,068 582,056 590,694 625,799 653,236

Netherlands 479,420 552,748 767,456 647,414 646,292 588,078

637,131 803,915 945,453 898,514 965,145 968,142

(continued)
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Table 3 (continued)

Country 2005 2006 2007 2008 2009 2010

Ireland 163,530 156,491 203,683 188,290 250,103 285,575

104,152 120,728 150,060 168,926 295,335 340,114

Luxembourg 64,729 84,845 137,380 125,128 172,217 172,257

60,796 68,578 116,252 162,952 176,840 187,027

Germany 640,058 799,247 952,220 789,256 963,511 955,881

794,198 986,324 1,247,080 1,189,785 1,323,030 1,364,565

Portugal 66,697 89,596 119,682 105,511 118,299 114,994

40,927 52,063 67,726 62,769 66,988 62,286

Sweden 171,902 227,178 293,942 278,802 332,150 347,163

207,836 262,358 331,607 322,972 353,421 374,399

United Kingdom 851,013 1,133,315 1,113,240 901,515 1,015,805 1,057,188

1,215,513 1,439,100 1,748,803 1,523,366 1,526,143 1,574,707

Italy 237,474 312,464 376,513 327,911 364,427 328,058

244,551 313,206 417,875 442,395 487,906 491,208

Country 2011 2012 2013 2014 2015

Bulgaria 47,381 49,400 51,195 48,179 42,106

2875 3216 3516 3394 3083

Croatia 28,179 29,633 29,855 29,660 26,375

4714 4593 4480 5436 5448

Cyprus 182,687 185,190 177,461 149,440 138,263

169,283 170,737 164,337 139,277 133,134

Czech Republic 120,569 136,493 134,085 121,512 113,057

13,214 17,368 20,627 18,235 18,481

Estonia 16,350 18,936 21,202 19,712 18,914

4805 6065 6787 6114 6063

Lithuania 14,266 15,966 17,542 15,619 14,440

2079 2577 3271 2829 2235

Latvia 12,111 13,534 15,956 14,668 14,549

864 1114 1600 1339 1230

Malta 146,146 165,530 184,584 173,838 163,522

67,664 72,887 80,087 73,689 67,930

Poland 164,424 198,953 229,167 205,581 213,071

18,928 26,102 27,725 24,938 27,838

Romania 69,512 76,329 82,688 73,086 69,112

1358 1298 851 321 589

Slovakia 51,980 55,124 58,021 52,488 48,163

4022 4765 4830 2998 2562

Slovenia 11,490 12,203 12,269 12,299 11,847

7827 7534 7142 6453 5473

Hungary 85,331 104,017 108,517 98,885 92,132

26,357 37,720 38,452 39,060 38,503

Austria 152,768 164,714 178,825 176,607 164,784

193,144 209,555 231,836 216,568 208,263

(continued)
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Table 3 (continued)

Country 2011 2012 2013 2014 2015

Belgium 942,817 512,712 571,776 476,405 468,710

1,002,896 419,490 503,149 459,974 458,794

Denmark 98,406 98,302 94,481 97,216 100,858

176,065 183,987 190,663 177,394 190,608

Finland 89,232 96,641 88,762 93,901 92,340

133,781 151,389 145,331 117,314 94,852

France 698,871 717,328 796,488 729,147 772,030

1,247,959 1,307,743 1,360,287 1,279,089 1,314,158

Greece 29,060 24,765 25,850 22,534 17,688

48,044 44,965 36,299 30,493 26,487

Spain 628,950 644,677 638,982 591,709 533,306

656,504 636,731 540,289 528,329 472,116

Netherlands 610,677 628,187 770,976 715,706 707,043

996,068 1,001,522 1,144,218 1,040,092 1,074,289

Ireland 290,495 364,607 392,915 378,202 435,490

330,812 412,054 538,746 634,761 793,418

Luxembourg 225,725 167,222 91,396 180,434 205,029

167,675 272,225 101,281 130,199 169,570

Germany 997,727 1,077,019 1,088,690 1,089,569 1,121,288

1,434,829 1,571,548 1,611,910 1,718,157 1,812,469

Portugal 103,760 114,573 124,623 118,918 114,220

61,454 56,927 60,049 60,767 63,565

Sweden 349,058 373,444 386,105 311,786 281,876

379,286 389,229 422,263 374,496 345,907

United Kingdom 1,145,720 1,428,059 1,489,940 1,744,230 1,457,408

1,625,994 1,593,785 1,579,829 1,513,222 1,538,133

Italy 355,126 375,029 364,959 346,824 335,335

521,357 528,815 536,031 487,523 466,594

Source: United Nations Conference on Trade and Development – UNCTAD

Fig. 2 Inflow of foreign direct investment in the UE, UE-15, and EU-13 in the period 2005–2015

(US $ million) (Source: United Nations Conference on Trade and Development – UNCTAD)

466 R. Matusiak



Fig. 3 The value of acquired assets of foreign direct investment by the EU-13 in the period

2005–2015 (US $ million) (Source: United Nations Conference on Trade and Development –

UNCTAD)

Table 4 Tax revenues in relation to GDP in 2005 and 2014

Country

Total taxes (excluding

social contributions) as %

of GDP Difference

2014–2005

Corporate income

tax as % of GDP Difference

2014–20052005 2014 2005 2014

Belgium 30.2 31.0 0.8 3.1 3.2 0.0

Bulgaria 20.9 20.1 �0.8 1.8 2.0 0.2

Czech Republic 19.4 19.4 0.0 4.1 3.4 �0.8

Denmark 48.0 50.2 2.2 3.4 2.7 �0.8

Germany 21.2 23.0 1.8 2.3 2.4 0.1

Estonia 19.8 21.3 1.5 1.4 1.7 0.3

Ireland 25.9 24.7 �1.2 3.4 2.5 �0.9

Greece 21.2 25.5 4.4 3.3 1.9 �1.4

Spain 23.7 22.3 �1.4 3.8 2.0 �1.8

France 27.0 29.0 2.1 2.4 2.7 0.3

Croatia 24.7 25.0 0.3 2.3 1.8 �0.5

Italy 27.0 30.3 3.3 2.3 2.2 �0.1

Cyprus 24.0 25.2 1.2 4.2 6.4 2.2

Latvia 19.9 20.5 0.5 1.9 1.5 �0.4

Lithuania 20.4 16.6 �3.8 2.1 1.4 �0.7

Luxembourg 27.6 27.1 �0.5 5.9 4.4 �1.5

Hungary 24.4 25.3 0.9 2.1 1.4 �0.7

Malta 25.6 28.1 2.5 3.7 6.3 2.6

Netherlands 23.2 22.6 �0.5 3.4 2.6 �0.9

Austria 27.1 28.3 1.2 2.3 2.2 �0.1

Poland 20.9 19.9 �1.1 2.1 1.7 �0.4

Portugal 22.6 25.2 2.6 2.6 2.8 0.2

Romania 18.1 19.1 1.0 2.7 2.2 �0.5

(continued)
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not mean the alignment of other factors that actually determine the business

environment, which for countries with poorer investment conditions may mean

deepening inequality.

Conclusion

Tax harmonization in general is a difficult project because there are a number of

arguments against such a concept, as well as many arguments for taking such effort.

The harmonization of direct taxes is inevitable, but it will be a lengthy process. The

abovementioned research shows that too hasty harmonization can bring negative

effects of FDI. A questionable solution, however, is primitive dumping tax. The

object of harmonization in the first place should be income taxes on economic

activities. Also, the analysis tends to the conclusion that for entrepreneurs it is

important not only to the level of tax rates. It cannot be a simple way to assess tax

competition only through the prism of tax rates as a phenomenon of positive or

negative. The growing problem of standardization of rates of income tax from legal

persons in the European Union has attracted considerable controversy and opposi-

tion from countries that apply lower tax rates, since their fiscal policy is an incentive

for the inflow of foreign direct investment. From this point of view, in the future it

would be advisable to increase the degree of harmonization of tax systems capable

in relying on standardizing rates, and tax rules eliminate the need for tax compe-

tition. The chances of harmonizing CIT are strictly dependent on the discretion of

national authorities in the sphere of other taxes. In particular, a question of personal

income tax (PIT), which can and should be an essential tool in the implementation

of state tax policy of a particular social (Sørensen 2004). This means that the

condition of standardized taxation rules and unification of CIT rates are the

existence of a diversified income tax due to tax rates (scales) used by the prefer-

ences of individual countries. Only such an approach will allow progress in the

harmonization of the corporate tax, leaving considerable fiscal autonomy to indi-

vidual countries. At the end, based on the analysis of the data, it is possible to

reduce the tax rate that is capable of limited help to broaden the tax base.

Table 4 (continued)

Country

Total taxes (excluding

social contributions) as %

of GDP Difference

2014–2005

Corporate income

tax as % of GDP Difference

2014–20052005 2014 2005 2014

Slovenia 24.1 22.3 �1.7 2.7 1.4 �1.3

Slovakia 18.9 17.6 �1.3 2.7 3.2 0.5

Finland 30.6 31.2 0.5 3.2 1.9 �1.3

Sweden 43.6 40.0 �3.7 3.4 2.7 �0.8

United Kingdom 27.9 26.8 �1.2 3.2 2.4 �0.7

Source: Taxation trends in the European Union, Eurostat, Statistical Book, 2016 edition, http://ec.

europa.eu/taxation_customs/business/economic-analysis-taxation/data-taxation_en
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Junevičius A, Šniukštaitė B (2009) Tax harmonization and tax competition in european union in

the: european integration studies, No 3

Sinn HW (1994) How much Europe? subsidiarity, centralization and fiscal competition. Scott J

Public Econ 41(1):85–107

Sørensen PB (2004) Company tax reform in the european union. Int Tax Public Financ 11:91–115

Tiebout Ch. M (1956) A pure theory of local expenditures. J Polit Econ 64:416–424

Zodrow G, Mieszkowski P (1986) Pigou, tiebout,property taxation, and the underprovision of local

public goods. J Urban Econ 19:356–370

Corporate Tax as an Instrument of Tax Competition Among the EU Countries 469

http://www.oecd.org/tax/public-finance/36899431.pdf
http://www.oecd.org/tax/public-finance/36899431.pdf
https://ssrn.com/abstract=2494468
https://doi.org/10.2139/ssrn.2494468
https://doi.org/10.2139/ssrn.2494468


Index

A
Accounting
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