The AdaBoost Algorithm with Linear
Modification of the Weights

Robert Burduk®9

Department of Systems and Computer Networks, Wroclaw University of Science
and Technology, Wybrzeze Wyspianskiego 27, 50-370 Wroclaw, Poland
robert.burduk@pwr.edu.pl

Abstract. This paper presents a new extension of the AdaBoost algo-
rithm. This extension concerns the weights used in this algorithm. In our
approach the original weights are modified, we propose a linear modifica-
tion of the weights. In our study we use the boosting by the reweighting
method where each weak classifier is based on the linear classifier. The
described algorithm was tested on Pima data set. The obtained results
are compared with the original the AdaBoost algorithm.
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1 Introduction

Boosting is a machine learning effective method of producing a very accurate
classification rule by combining a weak classifier [7]. The weak classifier is defined
to be a classifier which is only slightly correlated with the true classification i.e.
it can classify the object better than a random classifier. In boosting, the weak
classifier is learned from various training examples sampled from the original
learning set. The sampling procedure is based on the weight of each example. In
each iteration, the weights of examples are changing. The final decision of the
boosting algorithm is determined on the ensemble of classifiers derived from each
iteration of the algorithm. One of the fundamental problems of the development
of different boosting algorithms is choosing the weights and to define rules for an
ensemble of classifiers. In recent years, many authors presented various concepts
based on the boosting idea [6,9]. In this article we present a new extension of
AdaBoost [5] algorithm in which a linear modification of the weights was applied.
This paper is organized as follows: Sect.2 introduces the necessary terms
of the AdaBoost algorithm. In the next section there is our modification of
the presented algorithm. Section4 presents the experiment results comparing
AdaBoost with our modification. Finally, some conclusions are presented.

2 AdaBoost Algorithm

In the work [5] weak and strong learning algorithms were discussed. The weak
algorithms can classify the object better than random, on the other hand strong
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algorithms can classify the object accurately. Schapire formulated the first algo-
rithm to “boost” a weak classifier. The main idea of boosting is to improve the
prediction of weak learning algorithms by creating a set of weak classifiers which
is a single strong classifier. The well-known and widely applied is the AdaBoost
algorithm. Its main steps are as follows [2] (Tables1 and 2):

Table 1. AdaBoost algorithm

1. Initialize the weight vector w11 = ... = wi,n = 1/n.
Assign weights to the learning sample LS,,.

3. Fort=1,2,..,T:

At the base of LS, learn the classifier ¥,

Calculate the classification error e; = Y1 | wy,i % I (Wi (i) # Ji),
In(l—e¢)
et

N

Calculate ¢; =

Update weights:
] _ wy i exp(ce*x (P (xi)#7q))
wilt +1) = st explenr e ) Z50))
e. Assign updated weights to the learning sample LS,,.
4. Classify observation x according to the rule:

Y AdaBoost (I) = Sign (ZtT:I thb(l')) .

S

t=1,.n,

Table 2. Notation of the AdaBoost algorithm

) Observation number, ¢ = 1, ..., n.
t Stage number, t =1,...,7T.
xT; A p-dimensional vector containing the quantitative variables
of the ith observation.
v, The weak classifier at the tth stage.
W, The weight of the ith observation at the tth stage, ZI we,; = 1.
1 The indicator function, I(¥:(z;) # ji).
e The classification error at the tth stage, >, wq il
ct The weight of e;.

sign(z) =1 if >0 and=—1 otherwise.

One of the main steps in the algorithm is to maintain a distribution of the
training set using the weights. Initially, all weights of the training set observa-
tions are set equally. If an observation is incorrectly classified (at the current
stage) the weight of this observation is increased. Similarly, the correctly classi-
fied observation receives less weight in the next step. For this reason the weak
learner is forced to focus on the and examples from the training set in each next
step of the algorithm. In each step of the AdaBoost algorithm the best weak clas-
sifier according to the current distribution of the observation weights is found.
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The goodness of a weak classifier is measured by its error. Based on the value of
this error the ratio is calculated. The final prediction of the AdaBoost algorithm
is a weighted majority vote of all weak classifiers.

3 AdaBoost Algorithm with Linear Modification
of the Weights

One of the main factors that have an effect on the action of the AdaBoost algo-
rithm is the selection of weights assigned to individual elements of the learning
set. Let’s propose then a modification of the AdaBoost algorithm in which a
linear modification of the weights is introduced. The value of factor ¢; is modi-
fied in point 4d. The value of the modification depends on the iteration of the
algorithm ¢. In experimental studies we have assumed that the value of the coef-
ficient after modification (point 4d) is 1.25,1.5,1.75,2,2.25 or 2.5 times higher in
the first iteration compared to the original algorithm (point 4c¢). The proposed
algorithm steps are presented in Table 3.

Table 3. Lmw-AdaBoost algorithm

1. Initialize a and b.
2. Initialize the weight vector wi,1 = ... = w1, = 1/n.
3. Assign weights to the learning sample LS.
4. Fort=1,2,...,T:
a. At the base of LS, learn the classifier ¥;,
b. Calculate the classification error e, = Y1 | we i * I(Pe(xi) # Ji),
c. Calculate c; = @
d. Calculate ¢; = ¢; * (a xt+b)
e. Update weights:
wy j exp(eexI (Ye(xq)#74 .
wit +1) = z_;;f(wf,‘jpefxﬁcf*ft((%Zf);)m»’ t=1L.n,
f.  Assign updated weights to the learning sample L.S,,.

5. Classify observation x according to the rule:
WmefAdaBoost (-T) = Slgn (23:1 tht(l')) .

In the earlier work [1] we proposed the changes in weights based on interval-
valued fuzzy sets and in the work [11] the linear combination of the upper and
lower value of the weights to brain-computer interface was applied.

4 Experiments

To test Lmw-AdaBoost algorithm, we performed experiments on Pima data set.
The feature selection process [10] was performed to indicate four most informa-
tive features for this data set. The final results are obtained via the 10-fold-cross-
validation method.
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The results for the twenty-five iterations of AdaBoost and proposed Lmw-
AdaBoost algorithms are presented in Table4.

Table 4. The results of experiments

ITter. | AdaBoost | Lmw-AdaBoost
1.25%¢c; | 1.5*xce | 1.75%ce |2%xcp |2.25%c | 2.5 % ¢

1 0.280 0.280 0.280 |0.280 0.280 |0.280 0.280
2 0.280 0.280 0.280 | 0.280 0.593 |0.720 0.720
3 0.277 0.277 1 0.279 0.358 0.283 |0.279 0.279
4 0.263 0.262 | 0.266 | 0.271 0.311 |0.720 0.721
5 0.264 0.267 0.299 | 0.318 0.263 | 0.279 0.277
6 0.262 0.249 0.263 | 0.271 0.302 | 0.721 0.721
7 0.259 0.270 0.251 |0.28 0.289 |0.279 0.277
8 0.266 0.262 0.254 |0.263 0.271 |0.720 0.723
9 0.262 0.257 0.248 10.246 | 0.332 | 0.279 0.277
10 |0.262 0.267 0.249 |0.246 | 0.275 0.720 0.723
11 ]0.267 0.251 0.250 |0.271 0.274 |0.280 0.277
12 |0.264 0.254 | 0.255 | 0.259 0.262 |0.279 0.721
13 ]0.263 0.258 0.251 |0.263 0.270 |0.361 0.277
14 ]0.259 0.259 0.250 |0.263 0.266 |0.312 0.721
15 ]0.260 0.255 0.254 |0.266 0.279 |0.324 0.279
16 |0.260 0.257 0.249 |0.263 0.263 |0.307 0.721
17 ]0.262 0.257 0.251 |0.258 0.267 |0.264 0.270
18 10.260 0.257 0.251 |0.253 0.258 |0.257 0.284
19 ]0.262 0.257 0.251 |0.258 0.255 |0.257 0.270
20 ]0.262 0.257 0.251 | 0.257 0.244 | 0.258 0.259
21 10.262 0.257 0.251 1 0.257 0.249 | 0.254 0.329
22 10.262 0.257 0.251 1 0.255 0.250 | 0.259 0.286
23 10.262 0.257 0.251 |0.257 0.249|0.259 0.297
24 10.262 0.257 0.251 1 0.255 0.246 | 0.257 0.279
25 |0.262 0.257 0.251 | 0.257 0.245 | 0.262 0.264

The best results (since the third iteration) are in bold. In general the results
for the AdaBoost algorithm are worse than the proposed modifications Lmw-
AdaBoost. For the first twelve iterations no clear results were obtained. In the
iterations 13—19 the best is the algorithm in which the primary coefficient c¢; is
increased 1.5 times in the first iteration. In the last iteration this coefficient is
unchanged therefore the parameters a and b are equal —0.020833333 1.541666667
respectively. In recent iterations the best is the algorithm in which parameters a
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and b are equal —0.041666667 2.041666667 respectively. With such parameters
in the first iteration coefficient ¢; is increased 2 times. The obtained results
show an improvement in the quality of the proposed modification the AdaBoost
algorithm with respect to the ordinal one.

5 Conclusions

In this paper we presented the new Lmw-AdaBoost algorithm. It is a modifi-
cation of the AdaBoost algorithm in which it was changed coefficient ¢;. Con-
sequently, the change affects the weights assigned to the individual learning
objects. Changes compared to the original algorithm are linear. The value of the
change is greater in the initial iterations.

The experiments have been carried out on Pima data sets. The aim of the
experiments was to compare the proposed algorithm and the original AdaBoost
algorithm. The results obtained show an improvement in the classification quality
of the proposed method with respect to the original one.

Future work might include the proposed modification in other boosting algo-
rithms such as RealAdaBoost or GentleAdaBoost as well as application of the
proposed methods for various practical task [3,4,8] or testing other data sets.
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