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Preface

This volume of AISC contains the proceedings of the International Conference on
Image Processing and Communications, IP&C 2017, which will be held in
Bydgoszcz, on September 13–15, 2017.

The International Conference on Image Processing and Communications started
as a forum for researchers and practitioners in the broad fields of image processing,
telecommunications, and pattern recognition. It is known for its scientific level, the
special atmosphere, and attention to young researchers. As in the previous years,
the International Conference on Image Processing and Communications IP&C 2017
was held in Bydgoszcz, Poland.

IP&C 2017 was organized by the UTP University of Science and Technology
and was hosted by the Institute of Telecommunications and Computer Sciences
of the UTP University.

The IP&C 2017 brought together the researchers, developers, practitioners, and
educators in the field of image processing and computer networks.

The conference proceedings contain 21 papers which were selected through a
strict review process. During the conference, there were also two invited talks by
young outstanding researchers: Dr Adam Schmidt from Technical University
Munich and Dr Rafal Kozik from UTP University of Science and Technology.

The presented papers cover all aspects of image processing (from topics con-
cerning low-level to high-level image processing), pattern recognition, novel
methods, and algorithms as well as modern communications. IP&C has been a
major forum for scholars and practitioners on the latest challenges and develop-
ments in IP&C.

The organization of such an event is not possible without the effort and the
enthusiasm of the people involved. The success of the conference would not be
possible without the hard work of the Local Organizing Committee. Without the
high-quality submissions from the authors, the success of the conference would not
be possible. Therefore, we would like to thank all authors for the effort they put into
their submissions.

v



Last but not least, we are grateful to Dr Adam Marchewka for hard work as the
Publication Chair, and also to Springer for publishing the IP&C 2017 proceedings
in their Advances in Intelligent Systems and Computing series.

I hope that all of the attendees found the conference informative and thought
provoking.

Michał Choraś
Conference Chair
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Binary Line Oriented Histogram

Piotr Lech(B) and Krzysztof Okarma

Department of Signal Processing and Multimedia Engineering,
Faculty of Electrical Engineering, West Pomeranian University of Technology,

26 Kwietnia 10, 71-126 Szczecin, Poland
{piotr.lech,krzysztof.okarma}@zut.edu.pl

Abstract. The paper focuses on the presentation of the Binary Line
Oriented Histogram (BLOH) algorithm, originating from the Edge Ori-
ented Histogram (EOH). In the case of thin single-pixel lines, a problem
related to the interpretation of the EOH bins may occur which can be
eliminated using the proposed approach. The main goal of the conducted
experimental tests, using both synthetic and natural images, is deter-
mining the proper histogram with dominating single-pixel lines of the
specified orientation to the horizontal axis. The results of our tests fully
confirm the usefulness of the proposed BLOH algorithm.

Keywords: Line detection · EOH · Histogram · Image analysis

1 Introduction

The Edge Oriented Histogram (EOH) algorithm is known mainly as the element of
Scale Invariant Feature Transform (SIFT) descriptor or MPEG-7 standard, how-
ever it may also be used separately. One of such exemplary applications may be the
determination of the Region Of Interest (ROI) in digital images. It may be espe-
cially useful in systems with visual feedback, where a simplified representation of
objects as skeletons with objects’ edges marked by lines may be applied in model-
ing of the 3D environment. Those lines can be considered as “naturally” useful for
the self-localization and navigation purposes in the 3D space.

Unfortunately, in many simple microprocessor systems, e.g. used in mobile
robots, processing of high resolution images can be troublesome due to high
computational power demands. A critical issue in the “classical” line detection
is the thresholding related to the classification of each pixel as representing
the line or not. In the case of too big amount of data for processing, various
data reduction methods can be applied, limiting the number of colors, image
resolution or the analyzed region. In many systems those three approaches are
integrated and applied in many combinations.

In this paper, a modified line detection algorithm is presented, where the
ROI filter is considered as the selector of the lines with specified orientation with
simultaneous reduction of image resolution and the number of colors. In many
cases finding the maximum EOH values for the specified line orientation may be

c© Springer International Publishing AG 2018
M. Choraś and R.S. Choraś (eds.), Image Processing and Communications Challenges 9,
Advances in Intelligent Systems and Computing 681, DOI 10.1007/978-3-319-68720-9 1



4 P. Lech and K. Okarma

sufficient for the determination of the ROI. Some popular line detection methods
are based on the edge filters such as Sobel, Prewitt, Canny or may utilize pixel
intensity data e.g. based on Otsu thresholding. Another popular approach of line
detection is the use of Hough transform as well as the use of morphological [3]
and median filters. In such approaches the limitation to a specified orientation
of lines may be easily applied.

2 Problem of Thin Lines

In most cases in natural color and grayscale images single-pixel thin lines are
not common.

The results obtained after the application of the EOH algorithm for the nat-
ural image are presented in Fig. 1. The bin numbers in the histogram correspond
to the following edge orientations: 1 - horizontal, 2 - vertical, 3 - 45◦, 4 - 135◦,
5 - non oriented.

Fig. 1. Result of the EOH algorithm for gray scale image
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Fig. 2. Illustration of the resolution’s decrease by statistical sampling

Nevertheless, a large number of such thin lines may occur in binary images
obtained after the morphological thinning or the reduction of resolution, espe-
cially using the statistical sampling based methods. The presence of thin lines
becomes especially important if the EOH algorithm is applied for binary images.
In such cases the standard EOH algorithm produces more dominant bins and
therefore an improper line detection takes place as illustrated in Fig. 3. However
the histogram itself is calculated properly as it is related to the detected edges
(also those which are very short) and their orientation, not to the straight lines.

Analyzing Fig. 3 the domination of the first bin for most of the histograms
can be observed which suggests the presence of horizontal lines which does not
occur on the original image. Such an issue is clearly visible in the histograms
in Fig. 7 presenting the result of improper detection using the EOH method
(middle row of the histograms) for a synthetic image used for the illustration
of the problem. Due to the application of Canny edge detection [2] inside the
EOH procedure, additional blurring is introduced, which causes the improper
results of further stages of the algorithm and inappropriate histogram bins as
the consequence.

A good example illustrating the source of thin single-pixel lines in the digital
image is the decrease of the resolution using the statistical sampling presented
in Fig. 2. The statistical sampling method is an alternative for the algorithms
discussed in our earlier publication [6].

The image is divided into r × r pixels blocks where r = 4, 9, 16 etc. From
each block a single pixel is randomly chosen being the element of a new image
representing the whole block. Such operation can be conducted in a recurrent
way in order to obtain the image of a desired reduced resolution.

3 Modification of the EOH Algorithm

In the EOH algorithm the edge orientation is evaluated by searching the maxi-
mum response over a edge filter, directly calculating the gradient in bins. Its per-
formance is dependent on the number of bins – for the low number of them the
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Fig. 3. Illustration of the source of the EOH algorithm’s ambiguity

algorithm will be faster. The gradient magnitude and gradient orientation are cal-
culated for each pixel and then the algorithm conducts edge detection using Canny
method, allowing well visibility of lines on the image plane. The gradient orien-
tation values are equally divided into K bins, K = 5 for five assumed directions
(extracted with proper Sobel filter orientation) for vertical, horizontal, 45◦, 135◦

and non-directional edges. The edge orientation histograms for each orientation
bin k of cell Ci, Ek(Ci), are calculated by sum of all gradient magnitudes with
orientations belonging to the bin k.

The set of k EOH features for a single cell is the ratio of the bin value for
single orientation to the sum of all bins values and can be expressed as:

EOHCi,k
=

Ek(Ci) + e
∑K

j=1 Ej(Ci) + e
(1)
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where e is the additional value preventing possible division by zero and unstable
results for low denominator’s values.

The analysis of the publicly available1 source code [1] has led to its modifi-
cation allowing a proper recognition of the single-pixel thin lines’ orientation.

In the proposed BLOH method the following modifications have been intro-
duced in comparison to the original EOH algorithm:

– analyzed image is subjected to previous binarization,
– edge detection is conducted using the Boolean approach based on the veri-

fication of accordance of the direct neighborhood of the analyzed pixel with
the specified binary pattern – fragment of the code used for this purpose
implemented in Octave environment is shown in Fig. 4,

– Sobel edge detection is replaced by the binary classification of the line orien-
tation based on the accordance with the binary pattern.

The remaining part of the original EOH algorithm has not been changed.
Since the new algorithm utilizes the binary data allowing the proper interpreta-
tion of thin lines, its proposed name is Binary Line Oriented Histogram (BLOH).
Binary pattern representing no orientation has been simplified and defined for
the image elements without neighbors in the binary image.

Fig. 4. The most relevant fragment of the code implemented in Octave environment

In order to detect the edges with specified orientation each pixel of the image
(together with its neighbors) has been checked for compliance with the pattern.
If a specified configuration of pixels is detected according to one of the five pat-
terns shown in Fig. 5, the pixel is classified as representing the line of respective
orientation and stored. Proposed approach is much easier for implementation
than the morphological edge detection [4] with sufficient quality of detection of
lines.

1 https://www.mathworks.com/matlabcentral/fileexchange/48200-ngunsu-matlab-
eoh-sift.

https://www.mathworks.com/matlabcentral/fileexchange/48200-ngunsu-matlab-eoh-sift
https://www.mathworks.com/matlabcentral/fileexchange/48200-ngunsu-matlab-eoh-sift
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Fig. 5. Patterns of 3 × 3 pixels, from left to right: horizontal, vertical, 45◦, 135◦, non
oriented

4 Experimental Tests and Analysis of Results

For initial verification purposes the synthetic images containing a single line in
each of the basic orientations have been created. For each of those images the

BLOH Subimage 1 BLOH Subimage 2 BLOH Subimage 3 BLOH Subimage 4

Fig. 6. Experimental results for synthetic images (top - binary image, middle - double
edge problem for the EOH, bottom - result of the BLOH algorithm)
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Fig. 7. Experimental results for synthetic images (top - binary image, middle - double
edge problem and blurring for the EOH, bottom - result of the BLOH algorithm)
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two histograms have been determined using the EOH and BLOH algorithms
presented in Figs. 6 and 7.

The synthetic binary image shown in the top row of Fig. 6, containing single-
pixel lines of a specified orientation, illustrates the influence of the detected
double edge on the histogram results. The results of the application of the BLOH
method as an alternative solution are shown in the bottom row.

The synthetic image shown in Fig. 7 contains many single-pixel thin lines
oriented in predefined four directions. It has been used for the illustration of the
other reason of improper histogram bins obtained by the EOH method related
to the image blurring caused by the initial step of the Canny edge detection. As
the BLOH algorithm is based on the other edge detection method which does
not introduce such blurring, the results of its implementation are consistent with
perceptual observations.

Additional tests have been conducted using the natural images captured by
a camera and the results are presented in Fig. 8.

Fig. 8. BLOH experimental results for binarized natural images
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5 Conclusions and Future Work

During the tests of the EOH method, some problems have occurred for the
processed binary images in the case of thin single-pixel lines. Adaptation of the
EOH algorithm for binary images (BLOH), preserving the general EOH idea,
required the replacement of the EOH algorithm components: edge filter and line
selector for a certain orientation. Comprehensive tests for binary images have
shown erroneous results for the EOH method and their elimination with the
BLOH algorithm fully confirming its usefulness for the images containing thin
single-pixel lines. Conducted tests have proved the validity of the application of
the BLOH method as the dominant orientation of the line has been properly
detected in accordance to the expectations of the observers. Proposed algorithm
may also be useful as a source for new classifiers devoted for binary images. As
the future work the application of the BLOH algorithm for texture recognition
is planned as an alternative to existing solutions [5].
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Abstract. Data fusion and specific visualization of CT and SPECT are
important for diagnosis and research purposes. Selected problems are
considered in the paper and are related to the developed CT–SPECT
Analyzer software. Hierarchical mapping with SPECT priority for max-
imum value of rays is applied in this software. Three variants of color
mappings are presented. Some practical aspects related to low quality
of CT are considered also. The most promising is the rainbow gradient
with gamma curve adjustment.

Keywords: CT · SPECT · Data fusion · Volumetric visualization

1 Introduction

Computer tomography (CT) is a standard medical procedure nowadays. CT
allows the acquisition of volumetric data of patient body and it is the evolution
of old X–ray technology. There are numerous challenging tasks related to CT due
to phenomena related to patient body, limitations of X–ray exposition, synthe-
sis of volume and data visualization, for example. Conventional X–ray imaging
gives single view of patient body, so 2D image is obtained at high spatial 2D
resolution. CT give access to arbitrary view of patient body with software based
slicing technique. Multiple measurements are necessary for the reconstruction
c© Springer International Publishing AG 2018
M. Choraś and R.S. Choraś (eds.), Image Processing and Communications Challenges 9,
Advances in Intelligent Systems and Computing 681, DOI 10.1007/978-3-319-68720-9 2
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(estimation) of single slice of patient. Multiple slices are combined into volume
of patient body.

The visualization of 2D images is rather simple and numerous image enhance-
ment algorithms are available, starting from simple like: global or local contrast
enhancement, false color mapping, up to advanced like: machine vision algo-
rithms for pattern (object) recognition and fitting to specific prior models of
body structures.

Similar enhancement techniques are applied for volumetric data, but 3D
visualization supports opacity, different data fusion algorithms and artificial
light/shading, moreover.

Another standard technique that allows volumetric recording from patient
body using gamma rays is SPECT (Single–Photon Emission Computed Tomog-
raphy) [7]. The source of gamma rays is a radioisotope. CT–SPECT machine
allows the acquisition of both volumes together, that are spatially aligned and
calibrated. Combined CT–SPECT volume has two values for single voxel (3D
pixel) corresponding to both measurements. The fusion algorithm is necessary
for specific region body that enhances visibility, especially for medical research
purposes.

1.1 Related Works

Data fusion of volumens is very important for medical images analysis [3,5].
There are numerous software tools for CT and SPECT data visualization. Some
of them are universal and require a lot of settings, some of them are dedicated
tools. The developed software is dedicated to analysis of parathyroid glands [1],
so specific set of options are available, for improving interaction with opera-
tor. This set evolved during development of CT–SPECT Analyzer for improving
man–machine interface toward to more intuitive and with low latency in pipeline.
There are numerous variants of data visualization for volume [6] and current ver-
sion of software was obtained by numerous iterations after testing visualization
quality and possibilities of results interpretation.

1.2 Contribution of the Paper

This paper considers visualization pipeline for developed CT–SPECT Analyzer
software. A few variants of visualization of combined CT–SPECT volume are
presented, used for improving contrast of parathyroid glands.

The processing pipeline is considered in Sect. 2. Example results of visu-
alization are provided in Sect. 3 for maximum value mode and different color
mappings. Discussion of results is provided in Sect. 4. Conclusions and further
work are considered in Sect. 5.

2 CT–SPECT Processing Pipeline

CT–SPECT Analyzer uses a few large frameworks, that support migration of
software between Linux and Windows. The first version was designed using Linux
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and later was converted to Windows due to portability of libraries. QT frame-
work was selected as GUI and main framework, that forces structure of code
and order of operations also. Most tools for volume visualization uses multiple
windows with numerous options. CT–SPECT Analyzer is a single window appli-
cation intentionally – sophisticated interface with multiple windows of the same
object of interest requires long learning of operator. Blender, has a very efficient
man–machine interface in single window mode was used as a reference. The
control of camera view and object uses similar mouse interaction and some key-
board shortcuts are identical, also. QT supports e.g. SpaceNavigator 3D mouse
that gives advanced control of view, moreover. Example screen of CT–SPECT
Analyzer is shown in Fig. 1.

Fig. 1. Example screen of CT–SPECT Analyzer

The input data are standard DICOM files [4] that include a lot of meta-
data about acquisition parameters as well as patient personal data. Such data
are used by CT–SPECT Analyzer, but patient data are hidden due to privacy
protection requirements. DICOM files are imported using GDCM library (Grass-
roots DICOM), but some additional adjustments are necessary because available
DICOM files do not comply standard requirements.

CT and SPECT volumes are processed using ITK [2] and VTK [6], and they
are responsible for basic processing of volumes and visualization tasks respec-
tively. Both are very complex and they offer a lot of options, but data fusion of
both volumes must be developed separately. ITK and VTK are free libraries, well
documented and with active development, so further improvements are expected.
Schematic of data pipeline is shown in Fig. 2.



14 M.H. Listewnik et al.

GDCM

CT

DICOM

file

SPECT

DICOM

file

ITK

GDCM ITK

CT

SPECT

Fusion

VTK

Monitor

CSV

(SPECT)

export

file

QT

Fig. 2. Data pipeline of CT/SPECT Analyzer

2.1 Volume Rendering

Numerous volume rendering techniques are available and VTK supports a few
of them. The maximal value and additive value are the most interesting. The
additive value mode uses accumulation of values for particular screen pixel. The
maximal value mode uses maximal value obtained for particular pixel (Fig. 3).
There are some disadvantages of additive mode because color rendering does not
work in this mode and some artifacts may be generated from voxels – maximal
value could be as sum of different, not connected regions from biological point–
of–view. During first tests maximal value mode was selected as most promising
for analyzes of parathyroid glands.

O

ray

P

V1V2
V3

Vi Vi+1

VN

Volume

Screen

Fig. 3. Computation of pixel value

CT volume is the reference for SPECT in maximal value mode, because
it contains patient skeleton and tissue. SPECT volume resolution is lower and
very specific. The region of interest (ROI) for SPECT, after manual selection, is
exported to a text file in CSV format for further analysis using external tools.

2.2 Selection of ROI and Data Fusion

The selection of ROI in SPECT volume is a manual process supported by CT data.
The problem of selection is related to CT–SPECT volumes fusion. VTK library
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allows the assignment of RGB value and opacity to particular voxel. Rendering
algorithm calculates final value for particular ray and the final pixel with RGB
values are achieved on computer screen. Color mapping algorithm is applied for
the assignment of voxel value to color and opacity. The VTK pipeline is very fast
and memory efficient, that is necessary for interactive application, but requires
proper color and opacity mapping. Rendering of two volumes in the same position
is not a correct solution.

There are three spheres (they are VTK objects) that define visible region and
area of analysis. The selection sphere defines ROI for further analysis, because
there are multiple blobs in SPECT images.

Proposed solution in CT–SPECT Analyzer uses hierarchical mapping for
visualization. The most important data are SPECT, and CT data could be
overlapped by SPECT. The mapping function requires input values from 0 to 255
range for the VTK interpolation algorithm using look–up table (LUT). Values
from 0 to 127 are assigned to CT data and values from 128 to 255 are used by
SPECT. CT volume data are mapped to particular values. It is possible for CT,
because HU (Hounsfield Unit/CT number) ranges are well defined for air, water,
body tissue, bones. SPECT data are contrast enhanced for improving visibility.
Automatic contrast is straightforward (128 - corresponds to value 0 of SPECT;
255 - corresponds to maximal value of SPECT). Additional manual adjustments
are possible using GUI sliders, that control contrast. Following formulas are
applied for contrast corrections:

V ∗
SPECT (x, y, z) = 127

VSPECT (x, y, z)
V maxSPECT

+ 128 (1)

V ∗
CT (x, y, z) = a · VCT (x, y, z) + b, (2)

where VSPECT and VCT denote volumens, a is the scaling coefficient, and b is the
bias of HU for air, and V maxSPECT is the maximal measured value of SPECT.
The voxel coordinates are denoted using x, y, z.

The problem of maximum value mode for rendering is related to the over-
lapping of CT by SPECT. Some voxels should be assigned to 0–127 range for
visibility of body and bones from CT. The solution is the threshold algorithm
with level T that is used for two purposes - visualization of CT and manual
segmentation of ROI:

V ∗
F (x, y, z) =

{
V ∗

SPECT (x, y, z) : VSPECT (x, y, z) > T
V ∗

CT (x, y, z) : VSPECT (x, y, z) ≤ T
(3)

A higher value of threshold reduces ROI, that is possible and necessary, and
improves visibility of parathyroid glands.

2.3 Color Mapping for CT

There are some expectations of users related to color mapping. Typical X–ray
image is grayscale with bright area related to high density body parts like bones.
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Calibrated CT volumes (in HU values) give the possibility of patient’s body seg-
mentation using predefined ranges. HU value ranges are established for typical
patient body and could be applied for improving the visibility of bones. The
problem is that HU ranges are related to high quality CT volumes. CT–SPECT
acquisition uses CT as a reference for SPECT, and high resolution is not nec-
essary. Faster acquisition of CT reduces resolution and introduces some recon-
struction artifacts, but more important for patient, it reduces X–ray dose. The
HU unit ranges for such case do not correspond to expected, so multiplication
by experimentally evaluated value is used (Fig. 4).

The color gradient with three colors is used: black for air, red for tissue,
and white for bones. Intermediate colors are possible depending on HU value.
Opacity values for tissue and bones are controlled using sliders.

2.4 Color Mapping for SPECT

Simple gradient was assigned with two contrast colors (opposite in HS color
space) during first tests. Small differences in SPECT ROI were not well visible for
untrained operator and require good quality monitor and proper light conditions
in room.

Alternative mapping uses rainbow gradient, but highest value of SPECT are
assigned to red and magenta. Such constraint is necessary because body tissue
is also red. Low values of SPECT are assigned to blue like colors so this color
gives visual boundary between red color of tissue and SPECT. It is possible to
disable visibility of CT on demand.

Further improving of visual contrast is possible by the application of nonlin-
ear mapping of colors. One of the mappings is the gamma curve:

VSPECTcorrnorm(x,y,z) = VSPECTnorm
(x, y, z)γ , (4)

where VSPECTnorm
is the value from normalized range (0–1).

2.5 ROI Envelope

Additional feature that allows the better visual separation of CT and SPECT is
the cyan color that is assigned to two LUT positions 127 and 128. The envelope
around SPECT volume is created and is related to settings of threshold setup.

3 Example of Parathyroid Glands

The correction of HU due to low quality CT volume is shown in Fig. 4. The
contrast is enhanced two times.

SPECT color mapping for maximal value mode is show in Fig. 5. The gamma
coefficient is 0.5. Red–brown area is a part of CT after the enabling of volume cut
using sphere. SPECT resolution is low so some artifacts are shown. Data fusion
algorithm uses interpolation of SPECT and nearest neighborhood algorithms,
so voxel/pixel structure is well visible. The regions are different due to not the
same threshold value. This view is obtained from side view of patient.



CT–SPECT Analyzer - A Tool for CT and SPECT 17

Fig. 4. Raw (left) and HU corrected (right) volume examples

Fig. 5. Three different visualization techniques for parathyroid glands: gradient of two
opposite colors (left), rainbow mapping (middle), rainbow mapping with gamma (right)

4 Discussion

Direct application of HU ranges does not provide expected visual results and
most bones are low contrast for low quality CT data. Improvement of contrast
gives better visual results (Fig. 4), but saturation related to high density bones is
visible also (skull area). Automatic selection of HU regions is interesting alterna-
tive to experimental selection of contrast, but more different quality CT volumes
are necessary.

The application of gamma curve improves visibility of details and instead a
single object (mirrored C shape in Fig. 5) two or three blob regions are well visi-
ble. The application of local contrast could be applied for the further improving
of details visibility, but pattern recognition approach is better for the analysis.
The proposed visual contrast enhancement is sufficient for the determination of
basic properties of parathyroid glands.
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5 Conclusions and Further Work

Current version of CT–SPECT Analyzer support export of SPECT volume selec-
tion with mask for further processing of data using external tools, like Matlab or
R. The second part of the project is Generalized Gaussian Distribution Mixture
optimization tool. This part allows the estimation of parameters for selected
parathyroid gland area using CUDA code. Further version of CT–SPECT Ana-
lyzer will merge optimization tool.
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Abstract. In the paper, the concept of a system is presented, that
makes use of the reasoning to perform digital image search using the
information present in an annotated images combined with external text
data sources in order to answer complex queries. The workflow in based
the Prolog reasoning that allows for both modeling ontologies and com-
bining the knowledge from both data sources. Prior to reasoning, both
data sources are transformed into the form of Prolog predicates. An
example application of the proposed concept is also presented in the
paper. It deals with photographs database with annotated faces of politi-
cians combined with the external knowledge stored in the Parliament-
members database. It provides with a mechanism that supports formu-
lating complex questions like: “Find a photograph where a politician
belonging to party A stands between a woman and another political
that was a member of Parliament of B-th term of office”.

1 Introduction

The image search is usually performed based on either hypertext description of
images or on image descriptors. In the first case, search is, in fact, a classic text-
based search because both query and data that is processed are text data, the
image content is not directly investigated. In the other case the image-database
is processed based by computing similarities between photographs that has been
supplied and is image-only-based operation. However, the data stored in text
and image databases are often supplementary and search based exclusively on a
single domain could not profit from all available sources.

Indexing and annotation of images in search engines is an active area of
current research. The main aim of search engines is to provide the most relevant
documents to the users in shortest possible time. Research in this area has been
focused on finding the connection between low level image features and high
level semantics. In many situations humans want to find at the photo things that
computer doesn’t understand because search criteria aren’t directly connected
with image domain content extracted by computer. That’s why there is a highly
desirable that systems allow for search in multiple domains. To achieve this goal
it is necessary to convert the knowledge from various domains (image and text)
to the form that contain a common semantic base.
c© Springer International Publishing AG 2018
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Advances in Intelligent Systems and Computing 681, DOI 10.1007/978-3-319-68720-9 3
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The paper presents a concept of a system that allows for combining var-
ious data sources. The information that is present in annotated images from
an image database is combined with the data stored in a separated relational
databases containing text data. In order to overcome the difficulties related to
the lack of homogeneity of information from both sources, the predicate-based
data representation is used to describe all available information. From one side
a set of predicates describes the content of the images. From the other, the text
database is converted to another set of predicates. Also, the relative positions
of image objects is modelled in stored in a separated set of predicates. Having
stored the information from various sources in a homogeneous form, they are
combined using reasoning techniques and new knowledge can be inferred con-
sequently. The predicates and reasoning in the current paper are based on the
Prolog logic programming language. It allows for defining ontologies referring to
various data sources. A diagram presenting the proposed concept is shown in
Fig. 1.

Fig. 1. Simplified system diagram

Creating photo search engine based on annotated images, enriched by ontol-
ogy connected with inference process should give more valuable results than
standard approaches. Inference gives a ability to discover not trivial relationship
between objects presented in photos. An example application of the above con-
cept is presented in the paper. It allows for searching the photograph database
with annotated faces of politicians with use of the external knowledge from the
Parliament-members database.

The paper is organized as follows. In Sect. 2, related works are described. In
Sect. 3, the image annotation is discussed. Section 4 is focused on the reasoning
process. In the Sect. 5, three sets of predicates are described. In Sect. 6 example
Prolog queries and their results are presented. Finally, Sect. 7 concludes the
paper.

2 Related Works

The complexity of image search exceeds considerably the text-search. In order to
consider the content of an image, the appropriate image processing techniques are
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applied. The one which is used in the current research is the image annotation [9].
During the annotation, structured data structures are created, that are further
used to construct standard search queries [7]. Among other image processing
techniques, that are used to extract valuable information from digital images,
are feature points [6].

Image search engine could be based on structural data collected during image
annotation. In the simplest case, such data may be queried by means of standard
SQL-based search. This however does not allow for obtaining new information
that is not directly stored in the database. In order to get such functional-
ity, the inference methods are applied. Such an approach gives better results
thanks to new knowledge discovery from database [1]. To improve further the
search results, ontologies has been introduced in this domain [4]. This allows
for searching supported by semantic understanding. Other approaches, in addi-
tion to allow standard searching in image content, support Natural Language
Processing (NLP) in user queries formed as a standard text [3].

3 Image Annotation

Image annotation plays a crucial role in the image search process. It allows for
describing the content of images so that they may be investigated in order to
find desired objects. In case of photographs annotation process, objects refer to
elements of scenes presented on particular photos. Depending on the type of a
photo they may refer to various visually important entities. The set of object
descriptors holds thus an important information about semantic content of the
photo.

There are many ways to annotate images by retrieving objects from the
visual scene. In a general case feature points [6] may be used but there exists
many algorithms dealing with specific classes of objects. In case of photographs
of humans, the face recognition[10] methods are applied, thanks to which it is
possible to annotate a photo by indicating who is present on it, and consequently
to retrieve meaningful knowledge about a visual scene of this kind.

Annotation is very useful in case of thematic collections of images. Once
the object on images are annotated and thus identified, this knowledge may be
combined with external data describing the image objects. In some thematic
domains, the external data sources are rich and, when appropriately used, may
considerably improve the process of the image search. One of such domains is
a politics – various information on politicians are available from many sources.
In our study we use the database of Polish politicians that is used jointly with
the collection of photographs presenting them in various configurations. In this
domain, there exist a huge collection of various photographs presenting politi-
cians. Every day, in all newspapers, the news from the world of politics are exhib-
ited. Also the Internet contains the enormous number of photos with politicians
published everyday. On the current study the database of images exhibiting
politicians was collected. The annotation of each photograph was performed by
means of the face detection algorithm based on Haar classifiers [8]. For each
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detected face, the face recognition is next performed [10] in order to assign to
each face, the ID of a person that has been recognized. The final result of the
photograph annotation process consists of the collection of personal ID’s and
positions of faces on photos, stored for further processing. An example of anno-
tation of the single photograph of politicians is shown in Fig. 2 (left-hand side).
The annotation results for all images under consideration are stored as a meta-
data in the image database.

4 Reasoning

Ontology is defined as formal and declarative representation which includes spe-
cific vocabulary referring to the terms in the subject area that contains rela-
tionships among these terms. It also provides a way for representing knowledge
about some topic and describing relationships between this terms. Ontologies
are used across a number of domains and brings benefits in many areas [2].

Fig. 2. Image people annotation example.

To benefit from the many different sources of knowledge, the common stan-
dard for their representation must be used. In our case, two domains are consid-
ered: facts from the external text-database and annotated images stored in the
image database. The first source is the relational database while the second is
represented by image meta-data generated by the image annotation process. The
principal idea of the current study is to convert both data sources to the form
of Prolog predicates. This form does not only introduce a common data repre-
sentation but also allows for performing the reasoning. The latter is extremely
important in this case, because it allows for inducing new knowledge based on
existing information from both sources.

The external database in the current study contains the biographical infor-
mation on Polish politicians. There are many sources of information on members
of Polish Parliament. Web pages of Sejm and Senat (lower and upper house of
Polish Parliament) contain various data for every member of parliament of the
current term of office. For older terms of offices, historical publications may
be helpful. Based on such a various data sources political relational database
was created. A similar approach was used in many projects i.e. TrendMiner [5]
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(ontology build in OWL format). This database contain information about the
activity of politicians, their personal data and political history. This relational
database is converted to a set of Prolog facts by a transforming every record to
the predicate form.

Apart from the storing the information from external database and image
database, Prolog predicates are used to describe ontology referring to spatial rela-
tions between annotated faces. Their relative positions are also used to describe
and to query the photographs. Several position descriptors may be defined. Every
person on the photo is located in a specific part of image. This person is also
surrounded by other people. Every person may be in specific (spatial) relation
to each other. For example, one man can be on the left of someone, other per-
son may be between two people. Such relations are useful and brings additional
knowledge about image content. To improve process of searching in our database,
spatial predicates were introduced as the third category of predicates.

5 Predicates

The data in the proposed system come from three sources of information, each
of which is converted to a set of predicates describing both facts containing the
data referring to particular objects and rules that describe relations between
facts:

– external database – data predicates – a set of Prolog facts and rules,
– image database – image predicates – a set of Prolog facts,
– spatial relations – spatial predicates – a set of Prolog rules.

The set of external information predicates was transformed from relational
database containing facts on polish political history from 1990’s to present. It
contains the data on all members lower and upper house of the Polish parliament
(Sejm, Senat). In our study these data are converted to a set of the following
Prolog predicates (with examples):

– Personal data:
person(ID,Surname,2-ndSurname,Name,Male,BirthDate,BirthPlace).
person(1,’Jaroslaw’,’Aleksander’,’Kaczynski’,M,18-06-1949,’Warszawa’).

– Parliamentary groups and terms:
group(ID,Term,House,StartDate,EndDate).
group(27,4,Sejm,19-10-2001,18-10-2005).

– Details about the group:
groupName(ID,GROUPID,ShortName,FullName).
groupName(209,27,’PiS’,’Klub Parlamentarny Prawo i Sprawiedliwosc’).

– Politician belongings to Parliamentary group:
personInGroup(GROUPID,PersonID,StartDate,StopDate).
personInGroup(27,1,19-10-2001,18-10-2005).
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Political facts contains also details about terms of Polish parliament. Using
this set of facts we are able to show political history of every person, check how
long stay in politics or how often he/she was changing the party. Such knowledge
about politicians can be combined with the image predicates extracted from the
database of annotated photos:

– Description of a photograph:
photo(ID,NameOfPhoto).
photo(ID,’ziobro-tusk.jpg’).

– Person on a photograph (FaceCenterX, FaceCenterY stand for the cetroid
and SizeX, SizeY for the sizes of the face’s bounding box; see an example on
Fig. 2):
position(PhotoId,PersonID,FaceCenterX,FaceCenterY,SizeX,SizeY).
position(132, 32, 257 114, 60, 70).

Data predicates were created from content of political domain, image predi-
cates were formed during image annotation process. The third group of predi-
cates – spatial predicates – describe various possible relations between objects in
visual scene. The spatial ontology is universal source of reasoning about mutual
position between objects on the photos. Example spatial predicates are the fol-
lowing:

% true i f Person1 i s on l e f t o f Person2
onLeft ( ID1 , ID2 , PhotoId ) :− po s i t i o n ( PhotoId , ID1 ,X1 , , , ) ,

p o s i t i o n ( PhotoId , ID2 ,X2 , , , ) , X1 < X2 .
% true i f Person1 i s between Person2 and Person3
between ( ID1 , ID2 , ID3 , PhotoId ) :−

onLeft ( ID1 , ID3 , PhotoId ) , onRight ( ID1 , ID2 , PhotoId ) .
% true i f Person1 i s near PersonID2
near ( ID1 , ID2 , PhotoId ) :− onLeft ( ID1 , ID2 , PhotoId ) ,

not ( between ( , ID1 , ID2 , PhotoId ) ) .
near ( ID1 , ID2 , PhotoId ) :−onRight ( ID1 , ID2 , PhotoId ) ,

not ( between ( , ID1 , ID2 , PhotoId ) ) .

6 Queries

The common data representation based on Prolog predicates allows for formulating
queries on the data using also a predicate form. Depending on the complexity of a
query various data sources are investigated. Some examples of queries are listed below:

– Find filenames of all photos with a person of ID=10 (only image predicates used):

f i nd (Name):− po s i t i o n (PId , ’ 1 0 ’ , , , , ) , photo (PId ,Name ) .

– Find ID’s of all photos where a person of the name Kowalski is present (image and
data predicates):

f i nd ( PhotoId ):− person ( PersonId , , , ’ Kowalski ’ , , , ) ,
p o s i t i o n ( PhotoId , PersonId , , , , ) , photo ( PhotoId , ) .
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– Check if a politician ID=5 was ever present on the single photograph together with
a political from party B (image and data predicates):

check :−groupName( , GId , ’B’ , ) , person (PId , , , , , , ) ,
PId\=5,personInGroup (GId , PId , , ) , group (GId , , , , ) .

– Check if a person ID=10 was ever staying on the left-hand side from a person of
ID=20 (image and spatial predicates):

check :−onLeft (10 , 20 , PhotoId ) .

– Find the ID of a photo where politician from party A was on the right-hand side
of a politician born in the city B (image, data and spatial predicates):

f i nd ( Id ):− po s i t i o n (PhId , PeId , , , , ) , PeId \= PeId2 ,
personInGroup (GId , PeId , , ) , groupName( , GId , ’A’ , ) ,
p o s i t i o n (PhId , PeId2 , , , , ) , person ( PeId2 , , , , , , ’B ’ ) .

An example image that is the result of a query of this type is shown in Fig. 3.

Fig. 3. Result of query “Find woman between member of PO and PSL party”.

Thanks to its flexibility, Prolog allows for defining new relations as rules defined in
a form of predicates. For example a rule that find a women that stands on the left-hand
side from a member of a given party may be defined as:

womanOnLeftPersonFromParty (PhotoName , Party ) :−
person ( ID1 , , , , ’K’ , , ) , p o s i t i o n ( PhotoId , ID1 , , , , ) ,
onLeft ( ID1 ID2 , PhotoId ) , personInGroup (GROUPID, ID2 , , ) ,
groupName( ,GROUPID, Party , ) , photo ( PhotoId , PhotoName ) .

7 Conclusions

In the paper, a method has been proposed, that allows for combining various infor-
mation sources – text and pictorial – to perform an image search that makes use
of the external information that is not originally present within the images, but is
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available in the external relational database. The combination of such information is
possible thanks to the use of Prolog predicates. Three sets of predicates are defined:
data predicates containing the information from external database, image predicated
that describe the image content and spatial predicates that contain rules describing
spatial relations between image objects. As an example, the political domain was cho-
sen, where external database where the database on Polish politicians and the image
database of their photographs. Search for image content enriched with non-graphical
data brings valuable results. Moreover, the Prolog inference process allows for discover-
ing new knowledge. Such a system is much more useful than standard approach where
only annotated image content is used. Paper shows that combining different sources of
data by means of ontology modeling using Prolog predicates improves the usability of
the image database search system. As a future work, NLP (Natural Language Process-
ing) should be considered to create automatic translation from user question to Prolog
queries.
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Abstract. The paper presents a new approach for generating linguistic
description of color digital images based on fuzzy histograms. The CIE
chromaticity diagram is classified into fuzzy color granules and employed
in order to recognize color clusters in an image or collection of images.
A fuzzy inference process uses the histograms and fuzzy IF-THEN rules
concerning color, location, size, and shape of the color clusters. The fuzzy
histograms illustrate participation rate of pixels in the fuzzy color gran-
ules, and also within the so-called macropixels of different sizes of the
same color. The histograms are derived from the matrix that expresses
membership grades of pixels to the fuzzy color granules of the CIE
diagram. The linguistic description is applied in image recognition and
image retrieval tasks.

Keywords: Color image retrieval · CIE chromaticity diagram · Linguis-
tic description · Fuzzy sets · Information granulation

1 Introduction

Linguistic description of color images are very useful in various applications,
like image recognition and retrieval tasks, especially in the so-called intelligent
systems. From artificial intelligence point of view, the CIE chromaticity diagram
(see Sect. 2) is a suitable color model because it represents human perception of
colors that may be employed in an intelligent image recognition system.

Fuzzy sets [14] and fuzzy granulation approach [16] are applied to the CIE
chromaticity diagram, and then used in the process of fuzzy classification of
colors in digital images (see Sect. 3).

Based on the classification result, a fuzzy histogram that portrays partici-
pation rates of image pixels in the fuzzy color granules of the CIE diagram is
created. In addition, fuzzy histograms representing participation of pixels of the
same color granule in particular fuzzy locations of the image (determined by the
so-called macropixels) are generated. This is presented in Sect. 4.

c© Springer International Publishing AG 2018
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The fuzzy histograms are employed in order to produce linguistic description
of an image (or images), by use of fuzzy IF-THEN rules. The inference process
is explained in Sect. 5.

Examples of the linguistic description for a color digital image are presented
in Sect. 6. Moreover, it is explained how such a description can be extended for
a collection of images.

Section 7 includes conclusions and final remarks. Directions of further
research are also outlined. This paper is a continuation of authors’ previous
publications [8–13].

2 CIE Chromaticity Diagram and Fuzzy Color Granules

The RGB color space is commonly applied in digital image processing. However,
the RGB have some limitations – it is hardware-oriented and non-intuitive for
people (they can easily learn how to use the RGB but thinking of hue, satura-
tion and lightness seems to be more useful in practice). Transformations from the
RGB color space to the XYZ and xyY, then to the CIE chromaticity diagram,
are possible according to mathematical equations presented in many publications
(see e.g. [2]). The CIE that stands for Commission Internationale de l’Eclairage
(International Commission on Illumination) has introduced (in 1931) the chro-
maticity diagram based on experiments concerning human perception of colors.
In addition, within the CIE diagram, color areas have been distinguished and
labeled (Fig. 1).

The color regions of the CIE diagram can be viewed as fuzzy sets (see [1,14]),
characterized by membership functions introduced in [8], and employed in [9–13],
in order to generate linguistic descriptions of color digital images, in various aspects
of image retrieval. An example of the membership functions for one of the color
areas (12 - pink) is portrayed in Fig. 2. The fuzzy color regions are treated as
fuzzy granules [16], so the CIE diagram has been granulated into color granules
with fuzzy boundaries between them. Thus, the granulation approach for image
retrieval [4], based on linguistic descriptions have been applied in the authors’ pub-
lications [9–13].

Fig. 1. CIE chromaticity diagram Fig. 2. Membership function of color
area 12
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3 Fuzzy Classification of a Digital Color Image

By use of the fuzzy granulation of the CIE diagram (see Sect. 2), a color digital
image is classified into fuzzy color granules corresponding to the fuzzy regions
presented in Fig. 1. The fuzzy boundaries play a role of discriminant functions
that partition the space into fuzzy classes – color granules.

Figure 3 illustrates a result of the classification of the color image shown as
the second last in this visualizations, as well as in Fig. 6 where it is divided into
9 squares called macropixels (introduced in [9]).

The particular visualizations portrayed in Fig. 3 correspond to the color gran-
ules of the CIE diagram. As we see in Fig. 1, the color granules are numbered
and labeled by the color names – the same as the labels associated with the visu-
alizations of the classified pixels. Each of the visualizations represent the matrix
that expresses membership grades of pixels to the fuzzy color granules of the
CIE diagram. Details concerning the matrix of the color granules are presented
in [13].

Fig. 3. Result of classification of the input image into color granules of the CIE diagram

The visualizations of the pixels of particular color in Fig. 3, according to
the CIE diagram, concern pure colors (hue) without the luminance. However, it
is possible to determine the luminance in the tree-dimensional CIE color space
(xyY) where the x, y are two chromaticity coordinates that specify hue and satu-
ration, and Y represents the luminance. In this way, the luminance for the image
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under consideration (the second last picture in this figure) has been obtained.
Although the hue with saturation is sufficient for many cases of image analysis,
the luminance is important because it influences on human perception of colors.
Therefore, the luminance is depicted in the last illustration.

4 Fuzzy Histograms for Linguistic Descriptions

Based on the classification result, portrayed in Fig. 3, fuzzy histograms are cre-
ated. At first, participation rates of image pixels in the fuzzy color granules of
the CIE diagram is considered. An example of such a histogram, for the image
analyzed in Fig. 3, is presented in Fig. 4. The numbers and labels associated with
the color granules of the CIE diagram, as well as the visualizations of the clas-
sified pixels in Fig. 3, correspond to the horizontal axis (see the legend). This
histogram portrays participation rates of image pixels in the fuzzy color granules
of the CIE diagram. The horizontal line indicates the value 0.04 (approximately)
that is the average value of the participation of every color granule in the image.

Fig. 4. Participation of the input image pixels into color granules of the CIE diagram

Let us introduce a fuzzy number (see e.g. [1]), denoted by P , representing
the average value (denoted by p) as a unit of measure of participation of a color
granule in an image. In Fig. 4 this unit corresponds to the participation rate
indicated by the horizontal line. The fuzzy number is defined by a membership
function that takes value 1 for p. The unit (Apoc) is applied in Sect. 5.

Apart from the histogram illustrated in Fig. 4, other fuzzy histograms – repre-
senting participation of pixels of the same color granule in particular fuzzy loca-
tions of the image – are generated. The fuzzy locations refer to the macropixels,
introduced in [9] and developed in [10]. The two-dimensional fuzzy histograms
are portrayed in Fig. 5, as well as in Fig. 7, with regards to the image shown in
Fig. 6; see the difference in image partition into macropixels of different size.

Figure 5 concerns the color granule Yellowish green that is the first one
in the histogram presented in Fig. 4. The macropixels of size equal to 1/9 of
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Fig. 5. (a) Color 2 in macropixels (b) Color 2 in the right down macropixel

the image (see Fig. 6) determine the locations of the image pixels of particular
participation rate. Figure 5(a) directly corresponds to Fig. 6 with regard to the
macropixels. As we see, the color Yellowish green is mostly visible at the right
side of the picture (Righ Upper, Right Central, and Right Down macropixels),
and also (but much less) in the Left Down and Middle Down macropixels. The
maximal participation of this color is in the Right Down macropixel (the corner
marked by the red star) in Fig. 5(a); see also Fig. 3.

Each of the macropixels portrayed in Figs. 5(a) and 6, are divided into
smaller 9 macropixels. This is illustrated in Fig. 7 where the part representing
the Right Down macropixel in Fig. 5(a) is also marked by the red stars associated
with the smaller macropixels. The same participation rate within the Right Down
macropixel, divided into 9 smaller ones, is shown in Fig. 5(b).

Fig. 6. An input image Fig. 7. Macropixels of the input image
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5 Fuzzy Inference Based on the Histograms

The histograms illustrated in Sect. 4 are employed in order to generate linguistic
description of the image (shown in Fig. 6) presented in Sect. 6. The linguistic
description is produced by fuzzy inference and fuzzy IF-THEN rules (see e.g.
[1,5,15]).

There are two reasons that the histogram portrayed in Fig. 4 is viewed as a
fuzzy histogram. First, the horizontal axis expresses numbers corresponding to
the fuzzy color granules. Second, we introduce the fuzzy unit (fuzzy number),
called the “Average participation of color” (Apoc), denoted by P in Sect. 4. Thus,
the vertical axis of this histogram, granulated by use of the Apoc unit, employs
the fuzzy numbers as values P, 2P, ..., 26P . The maximal value of the participa-
tion rate (equal 1 in this histogram) is interpreted as 25 times P ; this refers to
the case when every pixel in the image belongs to the same color granule. The tri-
angular membership functions of the fuzzy numbers have been applied; the cores
(points with the membership values 1) are equal to p, 2p, ..., 26p, respectively.

The fuzzy IF-THEN rules, employed in the inference process, include lin-
guistic variables corresponding to color, location, and size attributes, associated
with fuzzy sets. With regard to the color, the fuzzy sets are color granules of the
CIE diagram. Concerning location and size of a particular color granule in an
image, fuzzy macropixels are considered with membership functions defined as
shown in Fig. 8. There are trapezoidal membership functions where VS, S, M, B,
VB denote V ery Small, Small, Medium, Big, V ery Big linguistic values of
participation of colors in the image, respectively. In this case, the participation
rate is considered focusing the attention on the areas of 1/9 of whole image. This
refers to the fuzzy macropixels shown in Fig. 6.

Similar fuzzy sets as presented in Fig. 8 are employed when the image divided
into smaller macropixels (see Fig. 7) is analyzed. This allows to infer more precise
linguistic description by taking into account image granulation in greater detail.

Fig. 8. Membership functions of fuzzy sets VS, S, M, B, VB

The fuzzy inference produces a decision, taking the value of color partici-
pation according to the histogram portrayed in Fig. 4, as the appropriate fuzzy
number, and determining how this value (measured by the Apoc) matches the
fuzzy IF-THEN rules.
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6 Examples of Linguistic Descriptions

The fuzzy histograms presented in Figs. 4, 5, and 7 have been generated for the
image shown in Fig. 6. For this example, linguistic descriptions are created by
use of inference process outlined in Sect. 5.

Based on the histogram portrayed in the Fig. 4, a description concerning
the participation of particular color granules in the image can be derived. The
linguistic description includes, among others, the following sentences:

– No colors “Purplish pink”,“Red purple”, “Reddish purple”, “Purple”, “Bluish
purple”, “Purplish blue”, “Blue”, “Greenish blue”, “Bluegreen”, “Bluish
green”, and “Green” in the image.

– The participation of “Yellowish green” and “Yellow green” is medium.

The next histograms (Figs. 5, and 7) allow to infer conclusions concerning
location and size, in addition to the color, for example:

– A medium size granule of color “Yellowish green” and “Yellow green” is
located in the right part.

– Small color granules “Red” and “Pink” is located in the Middle Upper part.

The second sequence in the first list has been inferred from the conclusion
that (according to Fig. 4) the fuzzy set M (Medium) includes fuzzy number
7 Apocs (expressing the participation rate of both neighboring colors). The first
sentence of the second list gives more information (about location). Analogously,
the second sentence (in the second list) has been produced.

For a collection of images, fuzzy histograms allow to infer an example of the
linguistic description, as follows:

– Most of the pictures contain “Yellowish green” and “Yellow green”, “Red”,
and “Pink” colors.

– There are few pictures that contain medium size clusters of “Orange” color.
– There are not “Blue” color in the pictures.

This inference is realized by use of fuzzy IF-THEN rules and the operation of
union of fuzzy sets (fuzzy color granules).

Apart from the color, location, and size attributes, also shapes of color gran-
ules in images can be considered, and determined by use of the fuzzy histograms
of the type presented in Figs. 5 and 7. In this case, the linguistic descriptions
include information concerning shapes.

7 Conclusions and Final Remarks

In this paper, a new fuzzy unit for measuring participation rate of a color in dig-
ital images is introduced, and applied in order to generate linguistic description
of the image content, based on fuzzy histograms. Further research will concern
shape recognition, with the luminance, as well as image understanding [6,7].
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The linguistic description of a single image or a collection of images is useful
in many image recognition tasks, especially in color image retrieval, see [9–13].

Although different color models are used (see e.g. [3]), it is worth emphasizing
that the CIE diagram when applied in an intelligent image recognition system,
is very suitable because it imitates the way of human perception of colors.
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Abstract. The improvement of computer image analysis techniques in
recent years can support the pathologist’s work by the automation of
nuclei segmentation, cell population count, computing statistics of mor-
phological features or cell classification. However, due to the complexity
of the image representing the cytological preparation this process does
not belong to the trivial. This paper presents a proposition of detect-
ing coordinates of centers and radius of nuclei in cytological images of
biological material obtained from breast using fine needle biopsy (FNB).
The solution is based on four steps - reduction of image dynamics to
local minima, thresholding, calculation of potential centers and radii then
selection of most probables of them.

Keywords: Nuclei segmentation · Toboggan segmentation · Cellular
automata · Circle detection · Cytology

1 Introduction

Recent advances in studies and diagnoses diseases by analysis of microscopic
images field have revolutionized pathology by the introduction of digital
microscopy. Nowadays, more and more pathologists examine the biological mate-
rial on a computer screen instead of reviewing it under a microscope. But still,
they must spend many years to gain experience to become specialist in the iden-
tification of cancer cells. Fortunately along with the development of advanced
vision systems and computer science, quantitative cytopathology can support
the pathologist’s work by the automation of nuclei segmentation, cell popula-
tion count, computing statistics of morphological features or cell classification.
But to accomplish these tasks we need accurate algorithm for cell or nucleus
segmentation. If we look at cytological specimen under a microscope, we will
see a lot of clumps of nuclei which create complex, random and heterogeneous
structures without clear boundaries. Unfortunately, their segmentation is rather
a challenging task.

Many publications present the possibility of using watershed methods, graph
cuts, level sets, image thresholding and data clustering based methods for nuclei
segmentation [3,5–7,9]. However, the problem is still open because there are
c© Springer International Publishing AG 2018
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no universal segmentation methods that can be applied for images representing
biological material from different tissues.

One of the most common cancers occurring in the female population world-
wide is breast carcinoma. Transformation process from normal cells to the can-
cer cells forms through several stages. For objectively assess nuclear changes
occurring during these transformational steps the most commonly approach is
morphometry as a diagnostic tool. One of the most promising morphometric
informations which can be used for classification is the nuclear area and diame-
ter and its distribution in scanned plane [8].

This paper presents a proposition of detecting coordinates of centers and
radius of nuclei in cytological images of biological material obtained from breast
using fine needle biopsy (FNB). The solution is based on four steps - reduction
of image dynamics to local minima, thresholding, calculation of potential centers
and radii then selection of most probables of them.

The remainder of this paper is organized in three parts. In Sect. 2 material
and motivation are described. Section 3 presents each step of proposed approach
illustrated by real example. Then concluding remarks are given in Sect. 4.

2 Study Dataset and Motivation

The first step of the diagnostic process begins with the acquisition of biologi-
cal material from the breast. In this case the cytological material was obtained
by FNB from 50 patients of the Regional Hospital in Zielona Góra, Poland.
The set contains 25 benign and 25 malignant lesions cases. Smears from the
biological material were fixed in spray fixative and dyed with hematoxylin and
eosin. Cytological preparations were then digitised into virtual slides using the
Olympus VS120 Virtual Microscopy System. Virtual slides offer a radically
improved level of detail in comparison to the images grabbed with analog cam-
era. One can clearly observe clumps of chromatin (especially in malignant cases),
nucleoli, and nuclear membranes. Each pixel in digital slide represent square of
0.17µm×0.17µm on real preparation.

3 Segmentation of Cellular Nuclei by Means of Circles

The high quality material presented above causes problems in its segmentation.
Due to the a lot of details in the content presented on the slides, most of com-
monly used approaches have problem with segmentation of some general features
like edges of cells nuclei. For instance pattern representing components of the cell
nuclei impeding to segment its centers and circle or ellipsis describing edge. To rem-
edy this problem it is necessary to apply some reductions in image details – further,
solution basing on a local minima will be presented.
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3.1 Reduction of Image Dynamics to Local Minima

Tobogganing, introduced by Fairfield [6] and extended by Yao and Hung, over-
segments an image into small regions by sliding in the derivative terrain. The
basic idea is that given the gradient magnitude of an image, each pixel deter-
mines a slide direction by finding the pixel in a neighborhood with the lowest
gradient magnitude. Obviously, several pixels will represent local minima in the
gradient terrain (due to either image features or noise) in that they represent
the minimum gradient magnitude within their own neighborhood. Pixels that
“slide” to the same local minimum are grouped together, thus segmenting the
image into a collection of small regions. The regions produced by tobogganing
are effectively identical to the catchment basins produced by applying the popu-
lar watershed algorithm to the gradient image [2]. However, tobogganing is much
more computationally efficient than the watershed algorithm.

The whole procedure starts from designation of local gradients G(p) of lumi-
nance in each point p of original image I. This gradient is calculated based on
luminance values in adjacent points. Those points where the value of adjacent
points is greater than the central point is considered as a local minimum.

In classical toboggan approaches next we should segment the image into
regions by sliding in the gradient terrain. Pixels that slide into the same local
minimum are efficiently grouped into regions by assigning them a unique label.
In the proposed case this step is superfluous – it turns out that the points of
local minima alone are sufficient.

To determine the local minima by this manner a perfect way seems to be the
utilisation of the Cellular Automata (CA) [1,10]. The recommended CA consists
of a regular lattice, in which each cell is characterized by a particular state taken
in a discrete finite set of admissible states. The dynamics of each cell is defined
by a set of transition rules which specify the future state of this cell as a function
of its previous state and the states of neighbouring cells. Thus, we can define a
cellular automaton as the quadruple A = (L,S, N, f), where:

– L is a regular lattice of size corresponding to image I which consists of a
mirroring boundary conditions;

– S is a discrete set of admissible state values; in this model, the state is char-
acterized by the two element vector with the following components:

• Luminance L ∈ (0, 255): luminance of image I in pixel corresponding to
CA cell;

• Local minimum M : an boolean label which identifies designated local
minima.

– The neighborhood N of size n is defined by the mapping

N : L −→ Ln

c −→ N(c) = {c1, c2, . . . , cn} (1)

For this case a two most common neighbor definition – von Neumann (n = 4)
and Moore (n = 8) were used.
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– f is a function which defines the transition rule defined by

f : Sn −→ S
st(N(c)) −→ st+1(c)

(2)

where st+1(c) is the state of the cell c at time t + 1.
In proposed approach the following transition function were used:

Mt+1(c) =
{
true ifmin(L(N(c))) > L(c)
false elsewhere (3)

To determine local minima by the above described CA enough to evaluate
only one iteration. Coordinates of local minima evaluated by this manner are
shown on Fig. 1(b) for von Neumann and on Fig. 1(c) for Moore neighborhood
definition – black point represent their locations.

Reduction source image to points representing local minima does not allow
yet possibility of easy segmentation. To remedy this we need to apply one of
thresholding methods.

Fig. 1. Input image, local minima evaluated by using von Neumann and Moore neigh-
borhood for cellular automata.

Fig. 2. Histograms of luminance in local minima evaluated by CA toboggan algorithm.
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3.2 Thresholding

As shown on Fig. 1 locations representing local minima are insufficient for auto-
mated segmentation. Fortunately histograms of luminance in this points (see
Fig. 2) shows clear two clusters representing entire cell nucleus.

For such a favorable luminance distribution, practically any of the algorithms
used, should find proper thresholding value. For that case the Otsu’s method
were used to obtain threshold value equal 149.47 – it means that values lower
than this level represents local minima inside cell nucleus but the rest will be
removed.

The results of extraction of local minima representing cell nucleus area are
shown in the Fig. 3.

3.3 Segmentation of Cell Nuclei by Circles

Operation of evaluation by CA toboggan algorithm only local minima repre-
senting cell nucleus reduces large amount of data do simple binary image or list
of this minima coordinates. Now is the right time for segmentation of circular
objects from binary image – we hope to achieve centers corresponding to location
of cell nucleus and radius representing their size.

Fig. 3. Local minima representing cell nucleus extracted by thresholding.

In the case described so far, showing the only one nucleus of a circular shape,
it is easy to determine the center and the radius, but in the more realistic case,
the local minima inside the nuclei disrupt the segmentation process by showing a
lot of circles that does not exist. To solve this problem, the process of determining
the circles is decided in two steps. The first is to designate all potential centers
coordinates of circles passing through each combination of three points from the
set of minima obtained above. Then in the next step to determine the most
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probable center and radius by the kernel density estimation (KDE) algorithm
[4] instead of voting in circular Hough transform algorithm.

Comparison of circles given by this approach with values returned by circles
Hough’s transform are set together on the table bellow:

Neighbourhood type

von Neumann Moore

xc yc r xc yc r

Hough’s transform 22.0 20.0 16.0 18.0 22.0 11.0

Circle eq. + KDE 21.5 22.4 17.1 19.8 22.2 17.3

However on Fig. 4 we can observe more details helpful to evaluate the pro-
posed approach. In first row there are three images representing a circle deter-
mined by circular Hough approach on Fig. 4(a), set of potential circles centers
given from circle equation for each combination of three local minima on Fig. 4(b)
and a circle enumerated by using KDE algorithm on Fig. 4(c) – all for local min-
ima calculated by using von Neumann neighborhood in CA. In a similar way the
same cases for smaller collection of minima calculated by using Morre neighbor-
hood definition in CA are shown on bottom row – Figs. 4(d), (e) and (f).

Fig. 4. Graphical representation of circle detection from local minima given form von
Neumann neigh. (On top row) and from Moore neigh. (On bottom row) by using
Hough’s circle detection in (left column) and KDE approach (right column) executed
on centers presented in central column.
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4 Conclusions

Content of cytological images is highly complex and its analysis is difficult in an
automated way. The crucial step of this analysis is nuclei segmentation.

Due to the a lot of details in the content presented on the modern digital slides,
most of commonly used approaches have problem with segmentation of some gen-
eral features like edges of cells nuclei. For instance pattern representing compo-
nents of the cell nuclei impeding to segment its centers and circle or ellipsis describ-
ing edge. Thus, we can not build model able to classify cancerous nuclei. To remedy
this problem we can combine different image processing algorithms [2].

The work described in this paper intends to achieve two goals: calculate
centers and radius of circles possibly best describing the nuclei of cells and do
this automatically without parameters. The task was done by reduce amount of
information by calculating local minima of luminance using toboggan algorithm
on cellular automaton. Then for select only points representing interior of cell
nuclei the Otsu’s method was used. From this moment all work was done on
binary array representing local minima and the background. Next step is to
use circular Hough transform to determine sought centers and radii of circles
for each cell on preparation. Unfortunately Hough transform even in the simple
case presented before, have problem with giving correctly results – see Fig. 4(d).
To remedy this problem approach basing on modified circular Hough transform
was given. On the beginning all circles going by each combination of threesome
points on minima array were calculated. Then in contrast to Hough transform
kernel density estimation (KDE) is used to determine the most probable circle
on each cell.

Proposed approach seems to be more resistant to significant reduction of
information and works automatically with only two parameters determining min-
imal and maximal nuclei radius which are constant for whole digital slide.

The further studies in this area will be necessary to test the effectiveness of
the method on full slides of 138 717×79 267 px to automatically calculate circles
describing all cells nuclei positions and size.
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Abstract. In this paper we present the evaluation of several image pre-
processing methods for palmprint biometrics. Pre-processing is a cru-
cial step in mobile scenario dedicated to verify palmprints using images
acquired by smartphones or other obile devices.

1 Introduction

Verification of people has become the interesting challenge in everyday life.
The verification can be performed in mobile phones, before using ATM, at the
entrance of a sport club or while getting access to the e-mail account. Such situ-
ation makes the society overloaded with logins, passwords and PIN codes. Thus,
the biometric approach has recently become increasingly popular. In this case
remembering passwords is not necessary, because the user is verified by physio-
logical characteristics such as face, ear, hand, fingers, iris or by his behavior such
as voice, gait or typing. Palmprints are one of physiological biometric modali-
ties, where the verified user has to put a specific part of his body in front of the
acquiring device and wait for the decision on granting or declining the access to
certain resources. The following characteristics make palmprints a perfect trait
for the user verification process [1]:

– palmprints are unique and they vary even for twins;
– palmprints remain unchanged while the time is passing (non-aging);
– no special device is needed for acquiring a sample;
– due to the specific structure (principal lines, ridges and wrinkles), a high

resolution of images is not needed.

However, the accuracy of the palmprint based verification is still not sufficiently
high even though there are plenty of papers with promising results [4,8]. It is
possible to improve each step of the verification process:

– pre-processing - in this step the ROI is found and the image enhancement is
performed;

– features extraction - using various algorithms the features are extracted from
the image, such as color, texture or hybrid features;

– matching - in this step extracted feature vectors are matched against feature
vectors (templates) from the database.

c© Springer International Publishing AG 2018
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In this article we focus on evaluating several pre-processing methods in order to
improve this step in the verification process. Since our goal is to construct the
system for mobile biometrics based on palmprints acquired by smartphones [3],
this step is very important for us. In this paper we focus on the improvements
in the pre-processing step. Different methods were compared in terms of the
whole system accuracy and time of computing. The paper is organized as follows:
in Sect. 2 various pre-processing methods are described. Sections 2.1 and 2.2
contain the presentation of our work and the results, respectively. Conclusions
are provided in afterwards.

2 Pre-processing Methods

In this section several pre-processing methods will be shortly overviewed.

2.1 Gaussian Blur

Gaussian blur is a low pass filter and it is implemented e.g. in [5]. It is calculated
separately for each pixel in the image and uses the Eq. (1), where x, y are the
distances to the original X and Y axis and σ is the standard deviation. Each
pixel gets the value equal to the weighted average of its neighborhood.

G(x, y) =
1

2πσ2
e− x2+y2

2σ2 (1)

The size of neighborhood (called kernel) may be modified. The bigger size is
set, the more blurred the image is. The results of the Gaussian blur performed on
an im-age with different kernels are presented in Fig. 1. The filter is very useful,
especially when the Gaussian noise is present in the image.

Fig. 1. Gaussian blur results: A - kernel 5× 5, B - kernel 11× 11 and C - kernel 29× 29

2.2 Median Blur

Median blur is a filter which reduces effectively the impulsive noises (like salt
and pepper noise). It is widely implemented in image processing systems e.g. in
[7]. It is calculated for each pixel of the image and also depends on the chosen
neighborhood size (kernel). Each pixel gets the value equal to the median value of
pixels in the neighborhood. The images after the median blurring are presented
in Fig. 2. Unfortunately, using this filter may affect the edges, which is visible in
Fig. 2(C).



Evaluation of the Pre-processing Methods 45

Fig. 2. Median blur results with different kernel sizes: A - size 5× 5, B - size 11× 11
and C - size 29× 29

2.3 Bilateral Filter

Bilateral filter is the Gaussian blur modification and was implemented for instance
in [6]. It uses weighted average as well, but introduces the second parameter, which
modifies the Gaussian kernel shape. Each pixel from image gets the new value
using Eq. (2), where Wp is the normalization factor expressed with Eq. (3), while
σr and σs specify the amount of filtering for the image I, Gσs

is the weight that
decreases the influence of distant pixels, Gσr

is the weight that decreases the influ-
ence of pixels q when their intensity values are different from Ip.

BF [I]p =
1

Wp

∑
q ∈ SGσs

(||p − q||)Gσr
(||Ip − Iq||)Iq (2)

Wp =
∑

q ∈ SGσs
(||p − q||)Gσr

(||Ip − Iq||) (3)

Although the time of the computing for bilateral filter is higher than for other
filters, it preserves better edges, as it is presented in Fig. 3.

Fig. 3. Bilateral filter results with changing parameters σs and σr: A: σs = 5 and
σr = 5, B: σs = 25 and σr = 25, C: σs = 75 and σr = 75

2.4 Sharpening

Sharpening may be implemented as subtracting the blurred image from the
original one. For blurring it is possible to use one of above mentioned filters,
but in the Fig. 4. there are presented results of sharpening based on Gaussian
blur. It is visible, that the bigger is Gaussian kernel, the sharper the image is.
Sharpening was evaluated by Zhang et al. in [9].
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Fig. 4. Results of sharpening with different Gaussian kernel size: A - size 5× 5, B -
size 11× 11 and C - size 29× 29

3 Our Approach

The main aim of the reported research was to check, whether the change of the
pre-processing method may affect the overall accuracy of the verification system
and which commonly used method will be the most time-saving. To ensure stable
conditions, the extraction and matching functions remained unchanged during
all the tests, and those are Histogram of Oriented Gradients (HOG) for features
extraction and Euclidean distance for matching.

Fig. 5. ROI extraction process

The Region of Interests (ROI) setting function also remained without changes
and is visualized in Fig. 5. First of all, the contours were found on the source
image (A). Then the key points between fingers were extracted. Point A was
set between the index finger and the middle finger, while point B between the
ring finger and the little finger (B). Then, using the trigonometry function, the
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angle between points was calculated and the whole image was rotated by this
angle (C). The rotation was necessary due to the fact, that HOG is invariant
to rotations. The last step was setting the ROI size to 128 × 128 (D, E). The
PolyU database was used in this research [2]. It provides palmprints from 386
people, about 20 images for each person. The database is available online and is
commonly used in scientific papers concerning about biometrics. For each user
it was prepared a special set of samples: 3 patterns to compare against test
samples, more than 10 positive test samples and 1000 negative test samples.

4 Results

All the below mentioned results were obtained on the personal computer (Intel
Core i5-4210U 1.7 GHz CPU, 4-Core, 4 GB RAM, Windows 8.1-64 bit). The
results of the accuracy obtained from the research are presented as confusion
matrixes, which contains: True Positives (positive samples verified as positive),
False Negatives (positive samples verified as negative), False Positives (negative
samples verified as positive) and True Negatives (negative samples verified as
negative). The perfect system has maximum TP and TN, while FP and FN
should be close to zero. Apart from the accuracy, the computational time was
assessed as well. First of all, the verification was performed without any special
pre-processing method. Only the ROI was extracted from the sample using before
mentioned algorithm. Then, popular pre-processing methods was implemented.
Matrix of confusion for all methods is presented in Table 1.

Table 1. Matrix of confusion for methods

True positives False negatives False positives True negatives

Raw samples 43,3% 56,7% 24,9% 75,1%

Gaussian blur (3× 3) 69,2% 30,8% 1,9% 98,1%

Gaussian blur (5× 5) 78,5% 21,5% 0,5% 99,5%

Median blur (3× 3) 79,2% 20,8% 3,3% 96,7%

Median blur (5× 5) 79,3% 20,7% 0,7% 99,3%

Bilateral filter 63,9% 36,1% 32,5% 67,5%

Sharpening 68,3% 31,7% 12,0% 88,0%

Apart from evaluating the accuracy, the computational time was also
assessed. Most methods took comparable time (Gaussian blur for both kernels,
median blur for smaller size of kernel, sharpening). However, the median blur
took 3.5 times longer, while the bilateral filter took 7.5 times longer.

5 Conclusions

In this paper we presented the comparison of commonly known methods of pre-
processing. We implemented those methods in a verification system based on
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HOG and Euclidean distance. From the experimental results we can note that
the best accuracy is obtained, when the median blur (size 5× 5) is implemented.
However, the significantly longer computational time of median blur encourages
to use the Gaussian blur (size 5 × 5). It is the most reasonable for this kind of
system. Using this method it was possible to increase the True Positive ratio
by more than 35% and the True Negative ratio by about 25%. Surprisingly,
sharpening did not provide any promising results - running the verification with
raw samples gave better results. In our future work we plan to use the best
pre-processing methods in the mobile palmprint biometrics scenario.
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Abstract. The content of our paper presents the ways of hiding infor-
mation with the usage of a digital pictures. A branch of science that
deals with hiding messages in the wider media is called steganography.
Encrypting files with sensitive data usually do not hide the existence and
transmission of data. It seems therefore that a significant complement or
alternative for cryptographic methods is the use of steganographic meth-
ods. Due to the rapid expansion of Internet and the associated increase
in data exchange appears to be a subject of interest in this field. In the
paper we present our own algorithms of hiding data in pictures, their
implementations and analysis. In this paper we emphasize high quality,
undetectability of the methods used. We define perfect steganography
and we propose solutions to achieve this goal. The proposed solution
can be used to transmit secret information and to find use in business,
diplomacy, and other areas of human activity.

1 Introduction

The primary feature by which steganographic methods can be used is redun-
dancy. In information theory, redundancy is the amount of information that
exceeds the minimum required to solve a problem. Formally redundancy is
referred to as the number of bits that can be omitted and is not practically
noticeable. This paper focuses on the issue of redundancy in graphic files. The
presented method uses the fact that some bits of the image (least significant)
are imperceptible to the human eye. These bits are redundant bits [1].

The techniques used in steganography make it difficult to detect that there is
a hidden message inside an innocent file. This way you not only hide the message
itself, but also the fact that you are sending the message. This characteristic
makes steganography the ideal science for hiding messages on the web, which is
widely seen as a mass communication outlet [2].

This paper concerns steganography as a branch of science often related to
cryptography. While cryptography hides the content of the information through
its encryption, steganography tries to hide the fact of its occurrence. There is the
following division of steganographic systems: Pure Steganography, Private Key
Steganography, Public Key Steganography. Kerckhoffs’ principle says that the
cryptosystem should be secure even if all the details of its operation (besides the
key) are known. Modification of the least significant bit is a classic representative
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of methods to replace (substitution). The last bit (e.g. pixel component values)
is replaced by a bit (or bits) from the message [1].

The science of discovering secret messages is called steganalysis. Steganog-
raphy is considered broken even when the only thing we have is evidence that
a certain document contains hidden data without actually being able to extract
it. Another problem facing steganoanalysis is the extraction of hidden informa-
tion. This is a much more difficult challenge than just finding out the fact of
embedded information [3].

Steganography in Pictures. Steganography for digital pictures, as well as
for other media, uses a carrier (in this case a picture) to forward a confidential
message. Just as in other cases, in steganography it is important to prepare the
carrier (media) that it does not arouse any suspicion.

In addition to normal hiding, digital images allow for the usage of specific
properties of the graphic format in which the image is saved, in order to provide
confidential information. One of the techniques that allow you to hide informa-
tion in a picture is to modify the least significant bit (LSB - Least Significant
Bit) [4,5]. As its name indicates, the technique involves the modified least signif-
icant bits of a numerical value describing the intensity of the color at the selected
location of a picture.

Generally, with the LSB method in an image, you can hide any information
stored in the form of consecutive bits. It is not important, whether it is a text
message, the encrypted text message or other image, or any other type of binary
file. Only limitation is the capacity of the media. In the example picture of size
of 800 × 600 pixels, assuming the modification of only one bit of blue and one
bit of green, you can send a secret message on a maximum of 120 000 bytes.

2 Proposed Algorithm for Steganography in Pictures

In the paper we insist on minimizing the possibility of detecting the embedding
process, so one of the images is not modified though its bits are the key in the
embedding process. However, if it is rejected the steganoanalyst will not be able
to recover the hidden information. Another interesting issue is the selection of the
pixel generator with hidden information, in such a way as to minimize the number
of pixels modified. In addition, we try to minimize the size of the key that deter-
mines in which bits the image will be embedded. We use multiplicative group gen-
erator here (Zp, p is prime). We have described it in detail in the papers [6–8].

2.1 Perfect Steganography

This subsection deals with issues related to the definition of perfect steganogra-
phy. The most important requirement is that a steganographic algorithm has to
be imperceptible. The fact that the image file has been modified can not be seen.
The container with the embedded information must be large enough, but we do
not analyze it in detail. It should also be resistant to manipulation that hinders
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the extraction of embedded information; this problem is also not analyzed in
our paper. We discuss only one LSB steganographic method. We are aware that
this constitutes a restriction. Statistical steganalysis is the practice of detecting
hidden information through applying statistical tests on image data.

Steganography that meets all of the above conditions is an example of perfect
steganography.

In 1998 C. Cachin in the paper [9] proposed an information-theoretic app-
roach to steganography. Cachin’s paper, so-called perfectly secure stegosystems
were defined, where messages that carry and do not carry hidden information
are statistically indistinguishable. This is also analyzed in detail in [10–12].
Every steganographic scheme uses a pair of embedding and extraction map-
pings Emb : C × K × M → C, Ext : C × K → M defined on the sets of all
possible covers C, stego keys K, and the set of messages M .

Mappings must be satisfied Ext(Emb(x, k,m), k) = m for any message
m ∈ M , cover x ∈ C, and key k ∈ K.

Assuming the cover is drawn from C with probability distribution Pc and
the stego key, as well as the message, are drawn according to distributions Pk ,
Pm over their corresponding spaces K, M , the distribution of stego objects will
be denoted as Ps. The two distributions can be compared using their Kullback-
Leibler divergence (Kullback-Leibler distance or relative entropy).

DKL(Pc || Ps) =
∑

x∈C

Pc(x) log
Pc(x)
Ps(x)

(1)

When DKL(Pc || Ps) = 0, then we say the stegosystem perfectly secure. If
DKL(Pc || Ps) ≤ ε then we say the steganographic system is ε-secure [1,13]. So,
the image in which we do not modify any bit is an example of perfect steganog-
raphy. In the algorithm we propose, one of the images used has this property.

2.2 Algorithm

In this chapter we present the algorithm for generating an image with the hidden
information in it (the text). There are two approaches to this problem. First,
when a key and a text are hidden together in a picture. Secondly, when the key is
outside the picture. In this case, the key can be delivered to the addressee through
an encrypted connection, hidden in another image or delivered through another
way. The key to our algorithm consists of a pair of numbers. The first number
is a generator of multiplicative group Zp and the second a prime number p. The
group generator is found by using the following theorem.

Theorem 1. Let p−1 has a decomposition into prime factors p−1 = p1p2...pk,
g ∈ Zp is a generator of multiplicative group Zp if and only if gp−1/pi �= 1 for
each 1 ≤ i ≤ k.

Theorem 2. The number of generators of the group Zp is φ(φ(p)). Where φ is
the Euler function.
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In the Algorithm 2.2 an input is an array of size of k consisting of primes
that are factors of p− 1. The algorithm returns the generator of a multiplicative
group Zp.

Algorithm of generating the generator

Input d[k] - array of size k prime divisors p − 1

Output g - generator
1. Choose randomly g from the range < 2, p − 2 >
2. For i ← 0 to k − 1

If (gp−1/d[i] = 1) go to step 1
3. return g

Suppose we have generated a prime number p greater than the number of
bits of a bitmap and a generator of the group Zp. Now we show an example of
an algorithm to hide the text in the image. If the number of pixels in our bitmap
is n, we can put in this picture 3n bits of text. This means that we put in the
bitmap at most 3n/8 bytes of text. In our algorithm, we will put 2 pixels in each
pixel of the bitmap. The realization will take two approaches here. First, when
the information will be placed in two fixed RGB colors (green, blue). Second,
the information will be placed in any two of the three colors (in the sequence:
red color with green, red with blue and green with blue). Let us assume then,
we have k bytes of text (k < n/4), which we include in the bitmap.

Algorithm of hiding text in an image

Input t[k] - array of text, b[n] - array of values of bitmap pixels,
c[n] - array of values of bitmap pixels.

Output b[n] - array of values of bitmap pixels,
c[n] - array of values of bitmap pixels.

1. For i ← 0 to k − 1
a t[i] divide into four blocks of two bits (1B of text)
b compute the successive four values:

g4imod p, g4i+1mod p, g4i+2mod p, g4i+3mod p
c If the current bit of text (i-th bit) is equal to the bit of the array b

defined in b at the same place in the array c, we set the value 1.
Otherwise, we set the value 0.

2. return b[n], c[n]

Note: when some of values calculated in point b is bigger than n−1 of the index
of the last bitmap pixel), we calculate the next value.
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3 Experiment

We used in our experiment images in size 800× 600 pixels and 24 bits colour, see
Fig. 1. One of them was used as cover image C and the other as stego keys K.
The lenght of the messege was 1000 chars. According to the assumptions of the
algorithm, we took the initial value of 480000 and found the nearest prime num-
ber 480003. This number must be larger than whole number of pixels in image
in order to possibility of writing in all image pixels. Then, using the algorithm
described earlier, we generated 138237 generators. Each of this generators was
used to hide the information in the image according to the algorithm described
above. The experiment was repeated for three different images (see Fig. 1),

Fig. 1. Samples images used in experiment
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and the results are shown in the Table 1. The results obtained were analysed
for Peak Signal to Noise Ratio (PSNR) level [14]. The results are satisfactory
because for different generators the PSNR value stays around 74 dB.

Table 1. Results of experiment

No. of changed bits PSNR [dB]

Minimum 3273 73,8

Maximum 3713 74,7

Average 3493 74,3

The tests were then carried out for the percentage change in the number of
bits on which the information is written. We conducted the research for different
lengths of hidden message. Results are given in the Table 2. The length of the
hidden information does not significantly affect the number of bits changed in
the image stego keys K.

Table 2. Results of experiment for g= 156822 and different lenght of text

Text lenght [char] Text lenght [bit] No. of changed bits % of changed bits PSNR [dB]

50 350 157 45 87

100 700 306 44 84

1000 7000 3377 48 74

10000 70000 35026 50 64

100000 700000 240372 34 56

Average 44 73

4 Summary

As the study showed, the proposed algorithm is effective in hiding information
and provides a high level of PSNR. In addition, changes made to image K are
not noticeable (see Fig. 2). Another advantage of the algorithm is the ability to
select a generator, resulting in varying levels of changes in the image K. The
difference between the smallest and greatest changes is 440 bits, which represents
almost 12% of the total number of changed bits. These values refer to the case
in which the length of message M was 1000 characters (7000 bits).

Further work is planned to lead to the smallest changes in images. Using
Markov processes, we also plan to explore other scenarios so that steganographic
systems are closer to perfect steganography [11,15]. Another direction of research
will be the use of the Chinese Remainder Theorem [16,17] to construct a stegano-
graphic system.



On the Way to Perfect Steganography 55

Fig. 2. Comparison images before and after hiding information
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Abstract. The main purpose of this work was creation of a plastic waste
database of images of objects constituting the typical contents of munic-
ipal waste. This group of waste, by using methods of Computer Vision
can be automatically selected on the sorting lines businesses for waste
disposal. Digital images of items that will be received for processing
should reflect the specific conditions of places where real objects have
to be found. Thus, each thing is placed in this database should be pre-
sented in the course of several collections of images, taking into account
different lighting conditions and different arrangement relative to the
image recorder, and the different degree of deformation of these objects
as a result of previous processes. Images created in the collection will be
divided into groups based on the type of material from which individ-
ual objects were made. An second main aim of the article is to present
the method of plastic waste selection based on histogram analysis. The
method has to be fast so that it can be used in a waste sorting plant.

1 Introduction

Recycling is one of the most important methods of environmental protection,
the purpose of which is to reduce the amount of waste stored in landfills and
conservation of natural resources. The term recycling means the recovery of raw
materials, which consists in the transformation of substances or materials con-
tained in waste in the production process to obtain the substance or material
on the fate of primary or other purposes, including organic recycling, excluding
energy recovery. Method of processing steel to use in the 70-ies of the last cen-
tury, when significantly increased the amount of waste produced. At the same
time appeared the possibility of their reuse and noted that the waste put to
landfill are not environmentally neutral. Some of them are extremely durable.
For example, the decomposition of cotton material is 5 months, paper tissue -
3 month, aluminium cans - 100 years, plastic bag - 300 years. Taking into con-
sideration the fact that the average man is producing the about 350 kg of waste
annually, and the fact that the pace of producing rubbish much is exceed-
ing the pace of their disintegration, creating new garbage dumps is necessary.
Here a problem of high building costs and a problem of environmental, social
and economic influences appear [1]. Effectively pursued politics of the waste
c© Springer International Publishing AG 2018
M. Choraś and R.S. Choraś (eds.), Image Processing and Communications Challenges 9,
Advances in Intelligent Systems and Computing 681, DOI 10.1007/978-3-319-68720-9 8
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management and re-using them allows us to prolong the operation of the landfill
by up to 60% and reduce the need for new landfills. The recycling should be more
widely applied and promoted. However in order to apply the recycling a sort-
ing of waste is necessary on the ones being recyclable and on remaining. Mixed
waste in sorting plants is segregated manual and mechanical. The need for man-
ual sorting selectively collected fractions of municipal waste due to the lack of
the corresponding transmission of information related to the rules of the system
of selective collection of recyclable materials with low environmental conscious-
ness of society. In addition, manual sorting is time consuming and expensive, so
it is advisable to establish and develop methods for automatic sorting of plastic
waste. The establishment of a database of images of objects constituting the
typical content of the municipal waste, produced by households, i.e. packages of
different kind and everyday articles are a main goal of the work. Created in the
framework of the project public database of waste images, becomes the starting
point for research to develop methods for automatic sorting of waste with the
use of modern techniques of image processing and recognition [2].

The main motive for the creation of the work was the fact that not developed
methods for automatic sorting of waste, using methods of pattern recognition.
In search of reasons for this situation, it was noted that, despite the existence of
several databases of images of various objects, among them no a database with
waste images. Hence emerged the idea of creating a database of waste images.
This database will be the basis for testing methods for automatic sorting of
waste, and also will allow to compare the effectiveness of various methods. In the
development of new methods of pattern recognition free access to the database of
images are required. It allows you to test the method and compare the obtained
results with other methods. The effectiveness of the different image recognition
systems can be compared only if you use the same set of input data, which in
this case are the images. In this context, the proposed project is a fundamental
research, and its effect will be used as the basis for the research of other scientists.

Every year in Poland millions tons of municipal waste is created. According
to Eurostat data, in 2012, households produced over 9.3 million tons of waste
[3] with only slightly more than 10% of the total collected municipal waste was
recycled. A huge amount of mixed waste ends up in waste management plants,
which later is sorted in order to extract recyclable materials, high-energy waste,
and organic disposal, which can be biodegraded through composting. This selec-
tive method for processing the input materials is a widely recognized as a way of
reducing the amount of waste going to landfill. In the currently operating waste
management plants the sorting process is realized in a manual-automatic way
with very different amounts and kinds of devices. What also varies is the order
of deployment of these devices in production lines. Depending on the degree
of automation of the sorting and segregation facilities, magnetic or electromag-
netic, inductive, optical and electrostatic separators are being used. However,
the sorting of the waste is a complex process, and difficult to implement, due to
the mechanical deformations and contaminants of delivered waste. Most mod-
ern waste collection trucks use a compaction mechanism and waste carried by
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such vehicles have been affected by mechanical stress and blending, which leads
to considerable difficulties in distinguishing individual objects during sorting
process [4]. It is estimated that, despite a few years of the new Polish rules
of selective collection and waste management, far more than half of waste still
going to landfills. Meanwhile, the European Union Directive 2008/98/WE on
waste management [5] and applicable Polish law [6] show that besides preven-
tion of waste generation, the process of waste material recycling should have
priority over the energy production as a result of high-energy waste combustion.
It is assumed that successively in 2020, 2025 and 2030 recycling of packaging
must achieve levels respectively 60%, 70% and 80%. Specialists, dealing with
the issue of waste processing and disposal, agree, that increasing the level of
automation and reducing the amount of work carried out manually will increase
the efficiency both currently running waste management plants and plants built
in the future, and also improve the purity of recyclables [7]. In the case of search-
ing for new solutions, which can improve the processes of sorting the municipal
waste and recovering the secondary raw materials, the Computer Vision tech-
nology seems to be perspective. One example of successful implementations of
those techniques is biometrics, which uses human biological characteristics for
identification. Those characteristics are extracted from images of human faces,
fingerprints, irises, etc. [8]. The dynamic development of biometric methods,
however, was possible thanks to the creation of common access databases, like
e.g. the face database [9,10]. Using these databases, the scientists could test
their method and compare the results. By using the same data, the comparison
of different methods appeared to be credible and objective. The same mecha-
nism could be applied to another specific group of objects such as packaging,
containers or other articles of daily use, which should be properly identified in
municipal waste streams - in order to ensure its effective segregation. At this
point emerged the idea of creating, within the proposed project, a professional
database of “valuable” objects (at least from the perspective of environmen-
tal protection), on which, as in the case of biometrics databases, various CV
techniques could be tested.

2 The Plastic Waste Image Database

The WaDaBa database of plastic waste images have been created. Acquisition
of the minimum of 100 objects is planned, and for each of them forty images will
be done in different conditions. In the future database will be expanded because
it will still appear new types of waste.

We created the research position for acquiring images of waste. To comprise
it will be from: the platform, on which will be put objects - wastes, the stand
with a camera, the light sources of two type: the fluorescent lamp and LED.
Objects of waste used in the project were acquired from households. Everyday
type of plastic waste have been used - see Fig. 1. Waste have been acquired and
photographed by four months in order to recruit as the most typical kinds of the
municipal waste.
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Fig. 1. Plastics type marks

The object will be put on the research position and next photographed with
first and second type of light. There were series carried out of 10 photographs
with differ in the angle of the turnover for every object (in the vertical axis). Next
the object was damaged to varying degrees: small, medium and large. For each
type of destruction have been made 10 photographs. So considering all variants
for every object 40 photographs were taken, multiplying it by the number of
objects, 4 000 of photographs were created in the database. The parameters of
photographs:

– size 1920× 1277 of pixels
– resolution 300 dpi
– colour palette RBG 24 bits
– file format JPG

Concerning parameters of photographs, single images have size about 1 MB,
and the entire database of 4 GB. The acquired image have been saved onto the
disk under the standardized name determining parameters of acquiring the image
and type of waste. The database of images is available at address http://wadaba.
pcz.pl with free access. In addition, the portal will be published the results of
research into automated sorting techniques that use image recognition. Sample
images are shown in Fig. 2

Fig. 2. Sample images fro WaDaBa database.

It was assumed that the name of the each acquired picture should describe
of photographed object in a simple form. In this way the easy choice of some
interesting objects will be possible in later stages of the research. For instance,
objects with the medium level of damage or all bottles with a screw caps.

http://wadaba.pcz.pl
http://wadaba.pcz.pl
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It was decided that the name of the photographed object will be coded as
follows:

0004 a01b05c2d0e1f0g1h1.jpg

where first four digits denotes the order number of the object and the next
sections (a to h) described its properties such as:

a - a number denoting the plastic type;
b - colour;
c - type of light;
d - the deformation level;
e - the level of a dirt;
f - presence of a screw cap or a lid;
g - presence of a ring - characteristic for the bottles with a screw caps;
h - order number of a random position of a photographed object.

We also decided to use characters (as a name of a parameter) and digits (as a
parameter value) to make the easier to understand it for the human - quickly,
without a computer. In the Table 1 the established values of defined parameters
are presented.

Table 1. Values of parameters used encoding of the names of photographed objects

Parameter Parameter values

a (Plastic type) 00 - missing or unreadable identifier,
01 - PET - polyethylene terephthalate,
02 - PE-HD - high-density polyethylene,
03 - PVC - polyvinyl chloride,
04 - PE-LD - low-density polyethylene,
05 - PP - polypropylene,
06 - PS - polystyrene,
07 - Other.

b (Colour) 00 - transparent, 01 - white, 02 - red, 03 - green,
04 - blue, 05 - yellow, 06 - orange, 07 - purple,
08 - brown, 09 - grey, 10 - black, 99 - other.

c (Light) 1 - scattered light of fluorescent lamp,
2 - warm LED light reflector.

d (Deformation) 0 - undeformed,
1 - small deformation,
2 - medium deformation,
3 - high deformation

e (Dirtiness) 0 - clean, 1 - small dirt, 2 - medium dirt, 3 - high dirt.

f (Screw cap or lid) 0 - lack, 1 - occurs.

g (Ring) 0 - lack, 1 - occurs.

h (Random position) 0,..., 4.
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3 PET Classification Method

Amongst home waste they are dominating PET. Many-months observation of
household rubbish confirmed it. On that account we decided that one should
first select this type of plastic. With additional argument behind it, there is a
fact that it is possible again to process PET and to obtain a textile e.g. fleece
material [11]. At developing the algorithm developing the simplest and fastest
method for it to be possible to use it in the sorting plant of rubbish on the
transport belt in the real time possibly was an important establishment. In the
first step, we load the image and converts it to grayscale. The edge detection is
then performed to allow the object to be located. A standard mode of operation
using the Canny filter was used for the detection of the edge. After locating we
are allocating the image area containing the object. Next we are calculating the
histogram for this part of the image. Analysis of the histogram consisting in
adding up is a further step first one hundred and of one hundred last elements
of the histogram. Considering the fact that PET is transparent material but the
background of images it is black (similarly to the transmission belt in the sort-
ing plant) we are comparing received earlier values of sums. For PET the value
of the first sum will be greater, while for other non-transparent materials the
second sum will be larger (Fig. 3). After all on this base a decision to categorize
the object for the PET collection or nonPET collection are being made.

Fig. 3. Comparison of histograms
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Algorithm:

– load photo
– convert to gray scale
– edge detection
– object localization
– select object
– calculate histogram
– analyse histogram
– decision: PET/notPET.

4 Experiment

The experiment was carried on our database WaDaBa. We used ten sets of data
with 200 pictures each that means we used two thousand images. Table 2 presents
results of experiment. These results have preliminary character for develop-
ing advanced waste selection techniques based on computer vision techniques.
Analysing the current condition of the knowledge in this field we didn’t come
solutions of this type. From a review of the methods of waste sorting presented in
[12] shows that so far computer vision methods aren’t adopted in the automatic
selection of wastes. In addition, we cannot compare our results to other existing
methods.

Table 2. Results of experiment

Name of set No. of images Recogn. rate [%] FAR [%] FRR [%]

Set A 200 92.0 0 8.0

Set B 200 92,5 7.0 0.5

Set C 200 61,0 25.0 14

Set D 200 74,0 25.0 1.0

Set E 200 54,0 46.0 0

Set F 200 88,5 11,5 0

Set G 200 51,5 48,5 0

Set H 200 57,0 42.0 1.0

Set I 200 88,0 11.0 1.0

Set J 200 80,0 14.0 6.0

Set K 200 94,0 6.0 0

Average 75,68 21,45 2,86
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5 Conclusion

The research results presented seem promising. Therefore, further research is
planned on the development of more advanced methods using computer vision
techniques. We analyse the types of errors we have found to improve the selec-
tion results by more accurate object extraction techniques. Improvement of the
recognition level of objects can be sought by improving the feature extraction
technique and operation on complex sets of features. The resulting database will
be useful for testing new methods and will allow you to compare results on the
same data. Therefore, it is appropriate to further expansion of the base in the
future.

References

1. de Bree, M.: Waste and innovation. Delft University of Technology, Delft, the
Netherlands, Thesis (2005)

2. Communication from the Commission to the Council, the European Parliament,
the European Economic and Social Committee and The Committee of the Regions:
Taking sustainable use of resources forward - A Thematic Strategy on the preven-
tion and recycling of waste - SEC 1681, SEC 1682 (2005)

3. Eurostat. http://ec.europa.eu/eurostat/statisticsexplained/index.php
4. Edjabou, E., Jensen, M.B., Götze, R., Pivnenko, K., Petersen, C., Scheutz, C.,

Astrup, T.F.: Municipal solid waste composition: sampling methodology, statistical
analyses, and case study evaluation. Waste Manag. 36, 12–23 (2015)

5. Directive of the European Parliament 2008/98/WE 19.11.2008. http://eurlex.
europa.eu

6. Act of Waste 14.12.2012 (2012). http://isap.sejm.gov.pl. (in Polish)
7. Ecotechnology. http://ekotechnologie.org
8. Bobulski, J.: Multimodal face recognition method with two-dimensional hidden

Markov model. Bull. Pol. Acad. Sci. Tech. Sci. 65(1), 121–128 (2017)
9. The Facial Recognition Technology (FERET) Database. http://www.itl.nist.gov/

iad/humanid/feret/feret master.html
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Abstract. This paper presents a novel method for estimating the
degree of deformations in 3D prints. The increased popularity of three-
dimensional printing techniques introduces a necessity to create methods
for quality assessment of printed materials. One of the key problems of
3D printing are strains and deformations of printed objects. This problem
is determined by many factors like: printing material (filament), object
geometry or temperature. The conducted research is focused on a method
of automatic analysis of deformations in 3D prints based on surface scans
of objects. In our research some surface scans containing varying degrees
of deformations have been used for verification of obtained results. In
order to evaluate the degree of deformations of materials a local cross-
correlation with Monte Carlo sampling have been used. Tests carried
on multiple samples have shown that the local cross-correlation tech-
nique works well when assessing the degree of deformations of printed
objects on the basis of surface scans. The obtained results show that
our method can be further applied for improvement of the quality of the
objects received from 3D printers.

Keywords: 3D prints · Visual quality assessment · Cross-correlation ·
Image analysis

1 Introduction

3D printing is a new revolutionary technology which is increasingly used. Appli-
cation of 3D printing in many areas of science and technology makes it much
easier to build models and prototyping. Use of 3D printers has significantly
shortened the time required for many engineering jobs which require complex
models and parts with complex shapes. Elements that were previously required
to use many machines or even had to be hand-made now can successfully be
printed. Unfortunately despite the many advantages of 3D printing technology
as a relatively young discipline still struggling with many difficulties. The main
c© Springer International Publishing AG 2018
M. Choraś and R.S. Choraś (eds.), Image Processing and Communications Challenges 9,
Advances in Intelligent Systems and Computing 681, DOI 10.1007/978-3-319-68720-9 9
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problems that arise when creating objects with 3D printing methods are precise
production of objects, quality of finishing and the appearance of defects. These
problems are currently widely discussed and research is being carried out on
their solution, similarly as the growth of image based inspection methods based
e.g. on texture analysis [8].

Growing interest in vision based applications for monitoring of the 3D print-
ers and similar purposes can be observed recently [14,15]. In Chauhan’s paper [2]
there has been proposed a method for automatic fault detection. Some earlier
attempts have also been made by Fang [4] and Cheng [3]. One of the most
interesting systems has been proposed by Straub [13], however it is far from
perfection being sensitive to changing lighting conditions as well as motions of
cameras and imprecise calibration. However the quality assessment issue has not
been considered in those papers.

This paper, following some earlier papers [9–11], addresses the issue of defects
arising during the printing process. The element that will be considered is the
issue of geometry defects of printings objects and the various deformations that
occur in the printing process. The main goal of this paper is to answer the
question whether the use of cross-correlation based image analysis and signal
processing techniques can be helpful in estimation of the degree of surface defor-
mations of the printed object.

Due to the specific technology of the 3D printing process the final printed
object has some certain recurrent features associated with the method of apply-
ing the filament in layers. Therefore it should be possible to evaluate the print
defects by analyzing the disturbances in periodicity of object surface. Deforma-
tions like: convexity of object, offset layers and missing layers should be easily
detected during the analysis of the surface images (captured by a camera or
scanned). The purpose of our research is to determine if it is possible to detect
these changes in an automated manner only on the basis of scans of analyzed
surfaces using the cross-correlation based approach.

2 The Idea of the Proposed Method

In order to ensure objective results, scans of surface samples taken at different
resolutions were used. To determine the degree of deformations of the samples
on surface scans, the local cross-correlation method has been applied. Using this
method, it is possible to estimate the distortions of the individual layers for the
mutual position of the layers with respect to each other. Displaced anomalies in
the predictable image structure allow the estimation of the degree of geometric
deformation of the sample’s surface. The use of local cross-correlation and the
mutual comparison of consecutive areas of the same scan enables qualitative
assessment without the need of using a perfect quality reference sample.

The cross-correlation tests for the entire surface image are time-consuming
and also demanding relatively high computing power, so statistical sampling
has been performed and the local cross-correlation has been calculated for ran-
domly chosen areas. Because deformations of samples may be periodic, and could
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therefore be overlooked when arbitrarily selecting sampling areas, that is why
the selection of the tested areas by the Monte Carlo method has been used [12].
The use of the Monte Carlo sampling helps to avoid the problem of wrong sam-
ple selection for the correlation analysis. The choice of the Monte Carlo method
has motivated by its successful applications in image processing e.g. related to
inpainting [6], filtering using Random Non-Local Means [1] or retargeting [5].

In order to limit the amount of the analyzed image data, especially for high
resolutions scans, we have drawn randomly a specified number of R positions
of the square windows of size L × L pixels, being the local Regions Of Interest
(ROI). According to the idea of the Monte Carlo method, a random number
generator of uniform distribution has been applied in order to determine the
positions of the ROIs, using the appropriate margins dependent on the specified
size of compared windows.

Assuming the even value of R, half of ROIs can be considered as “left” and
the other half as “right” samples which have been compared pairwise. For the
comparison of two fragments of the image the cross-correlation has been used
due to the assumption of its relatively high values for high quality 3D prints.
Such a mutual comparison can lead to promising results assuming that both
fragments are not shifted in phase. Since the influence of such a phase shift may
lead to improper results, the additional preprocessing step has been proposed
allowing the adjustment of the ROIs maximizing the phase congruency between
two compared fragments of an image.

This adjustment has been made by shifting down the “right” ROI by the
determined number of pixels Δ. The values of Δ for each pair of the ROIs
has been calculated after resizing both ROIs into two one-dimensional vertical
vectors containing the average luminance for each row of the window. Such
an operation can be made e.g. using MATLAB’s imresize function, leading to
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Fig. 1. Randomly chosen pairs of ROIs (left) and 2D cross-correlation values (right)
for an exemplary high quality image the silver filament
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the vector of L elements, followed by calculation of the cross-correlation between
both vectors. Finding the first local maximum of the cross-correlation allows to
determine the necessary Δ value and further adjustment of window positions.
For such adjusted pairs of ROIs the 2D cross-correlation has been calculated
considered as the metric corresponding to the quality of the 3D printed surface.
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Fig. 2. Randomly chosen pairs of ROIs (left) and 2D cross-correlation values (right)
for an exemplary low quality image for the silver filament

An illustration of the randomly chosen ROI pairs together with final 2D
cross-correlation values obtained for 1200 dpi scans is shown in Figs. 1 and 2.
The marks ‘o’ on the right plots denote the raw cross-correlation values before
phase adjustments and the marks ‘*’ correspond to the values obtained after
the phase adjustment. The overall final cross-correlation values averaged for
15 ROI pairs are: 0.71 for high quality print and 0.23 for low quality print. The
maximum and minimum correlation values for the adjusted ROI pairs are shown
as well. As can be easily observed, for high quality surfaces there are no negative
cross-correlation values obtained after the phase adjustment.

3 Experimental Results

In order to verify the proposed approach more extensive tests using different
colors of filaments have been conducted. All the images of the scanned 3D printed
surfaces have been converted to grayscale according to the ITU Recommendation
BT.601-7 [7] using MATLAB’s rgb2gray function. During our experiments high
and low quality red, green, silver and white samples have been used as well
as orange 3D prints containing high quality areas and some local distortions
(considered as low quality samples in Tables 2, 3, 4, 5, 6, 7 and 8). Decrease of the
surface quality of 3D prints has been obtained by forced change of the filament’s
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delivery speed, change of temperature as well as sudden slight motions of the
table. The most representative results have been obtained for 1200 dpi scans
although the use of higher resolution images has led to the same conclusions.

Experiments have been conducted for different number of ROI pairs obtained
using the Monte Carlo method and the repeatable results have been achieved
using 10 and more pairs. Therefore, for the presentation of results in the paper
15 ROI pairs have been assumed. Another variable influencing the results is the
size of the ROI window. During the experimental tests we have assumed L equal
to 1

5 , 1
10 , 1

15 and 1
20 of the image size (considered as the lowest value of its width

and height).
The results of the mean and median 2D cross-correlation obtained for various

sizes of the ROIs without and after phase adjustment are presented in Tables 1,
2, 3, 4, 5, 6, 7 and 8.

Analyzing the results, the threshold value of the correlation about 0.35 can
be determined which separates high and low quality prints. Nevertheless, classifi-
cation of the 3D prints can be efficiently made applying the threshold dependent

Table 1. Average and median 2D cross-correlation without phase adjustment for
L = 1

20
of the image size

Color White Red Orange Silver Green

Sample No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2

High Mean 0.271 0.255 0.279 0.307 - - 0.477 0.471 0.379 0.348

Quality Median 0.253 0.247 0.222 0.242 - - 0.508 0.501 0.344 0.316

Low Mean 0.165 0.188 0.122 0.152 0.151 0.155 0.146 0.192 0.150 0.130

Quality Median 0.147 0.166 0.104 0.133 0.087 0.092 0.126 0.166 0.121 0.108

Table 2. Average and median 2D cross-correlation obtained after phase adjustment
for L = 1

20
of the image size

Color White Red Orange Silver Green

Sample No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2

High Mean 0.487 0.447 0.708 0.800 - - 0.897 0.891 0.826 0.795

Quality Median 0.513 0.480 0.753 0.819 - - 0.913 0.900 0.837 0.813

Low Mean 0.175 0.201 0.210 0.314 0.317 0.315 0.244 0.336 0.237 0.193

Quality Median 0.150 0.168 0.190 0.292 0.140 0.154 0.218 0.320 0.1757 0.143

Table 3. Average and median 2D cross-correlation without phase adjustment for
L = 1

15
of the image size

Color White Red Orange Silver Green

Sample No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2

High Mean 0.255 0.243 0.255 0.303 - - 0.477 0.465 0.379 0.343

Quality Median 0.247 0.227 0.219 0.237 - - 0.509 0.497 0.345 0.315

Low Mean 0.143 0.172 0.106 0.140 0.136 0.141 0.129 0.173 0.138 0.114

Quality Median 0.126 0.151 0.093 0.119 0.072 0.081 0.109 0.141 0.109 0.097
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Table 4. Average and median 2D cross-correlation obtained after phase adjustment
for L = 1

15
of the image size

Color White Red Orange Silver Green

Sample No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2

High Mean 0.486 0.466 0.643 0.766 - - 0.875 0.868 0.797 0.745

Quality Median 0.498 0.492 0.686 0.790 - - 0.893 0.884 0.812 0.763

Low Mean 0.148 0.199 0.183 0.289 0.295 0.288 0.207 0.300 0.226 0.182

Quality Median 0.125 0.159 0.161 0.270 0.140 0.132 0.176 0.282 0.164 0.142

Table 5. Average and median 2D cross-correlation without phase adjustment for
L = 1

10
of the image size

Color White Red Orange Silver Green

Sample No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2

High Mean 0.232 0.219 0.233 0.278 - - 0.441 0.447 0.352 0.314

Quality Median 0.232 0.213 0.214 0.227 - - 0.472 0.475 0.338 0.303

Low Mean 0.113 0.138 0.087 0.124 0.123 0.116 0.097 0.148 0.109 0.102

Quality Median 0.096 0.130 0.074 0.108 0.068 0.068 0.079 0.123 0.087 0.083

Table 6. Average and median 2D cross-correlation obtained after phase adjustment
for L = 1

10
of the image size

Color White Red Orange Silver Green

Sample No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2

High Mean 0.463 0.435 0.518 0.695 - - 0.819 0.826 0.740 0.662

Quality Median 0.473 0.448 0.506 0.727 - - 0.848 0.851 0.764 0.685

Low Mean 0.128 0.166 0.155 0.261 0.256 0.254 0.171 0.275 0.194 0.174

Quality Median 0.100 0.135 0.138 0.245 0.119 0.121 0.141 0.244 0.146 0.140

Table 7. Average and median 2D cross-correlation obtained without adjustment for
L = 1

5
of the image size

Color White Red Orange Silver Green

Sample No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2

High Mean 0.195 0.192 0.179 0.247 - - 0.390 0.406 0.290 0.261

Quality Median 0.193 0.176 0.166 0.226 - - 0.404 0.436 0.297 0.271

Low Mean 0.089 0.100 0.065 0.112 0.109 0.109 0.078 0.137 0.077 0.090

Quality Median 0.072 0.090 0.056 0.098 0.073 0.089 0.062 0.121 0.062 0.074
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Table 8. Average and median 2D cross-correlation obtained after phase adjustment
for L = 1

5
of the image size

Color White Red Orange Silver Green

Sample No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2 No. 1 No. 2

High Mean 0.357 0.378 0.393 0.551 - - 0.673 0.721 0.571 0.521

Quality Median 0.355 0.377 0.360 0.581 - - 0.728 0.768 0.599 0.534

Low Mean 0.112 0.135 0.109 0.228 0.212 0.198 0.173 0.269 0.147 0.162

Quality Median 0.078 0.101 0.084 0.204 0.130 0.150 0.122 0.233 0.102 0.139

on the ROI size as higher cross-correlation values can be obtained for smaller
regions subjected to comparison.

4 Conclusions and Future Work

Application of 2D cross-correlation for the quality assessment of 3D printed
surfaces leads to very promising results. An interesting result is the possibility
of reduction of computational burden due to the application of the Monte Carlo
method. Nevertheless, its efficient use requires the additional step related to the
phase adjustment of the positions of two compared image regions. Such operation
is a crucial element of the proposed method leading to significant increase of the
2D cross-correlation values for high quality 3D prints.

The influence of image adjustment on the results obtained for poor quality
prints is much smaller allowing proper automatic assessment of their quality.
Increase of the density of scanning over 1200 dpi does not influence significantly
on the obtained results. Nevertheless, tests conducted for the 300 dpi images
have not led to satisfactory results.

One of the directions of our further research is related to the extension of
the proposed method for lower resolution scans as well as the natural images
captured by cameras, also with the application of non-square local ROIs and
various color to grayscale conversion methods. However, a relevant limitation
of the approach proposed in the paper is related to the necessity of visibility
of layers and therefore its successful application for blurred images captured by
a camera may be troublesome.
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Abstract. In the paper the issue of quality assessment of 3D printed
surfaces using image analysis is considered with particular attention paid
to Fourier analysis of image fragments resized to one-dimensional vectors.
Due to the application if Fourier analysis the regularity of visible patterns
related to the consecutive layers of the filament can be assessed, assuming
the side view of the printed surface. In order to avoid the problems
of uneven lighting, our experiments have been conducted for scanned
images of several 3D printed flat samples. As some of them have been
contaminated by forced distortions, it is possible to classify them into
two groups depending on the presence and amount of them. Due to the
application of Fourier analysis some encouraging experimental results
have been obtained which can be useful also for online monitoring of 3D
prints quality for the images captured by cameras.

Keywords: 3D prints · Visual quality assessment · Fourier analysis ·
Image analysis

1 Introduction

Current progress of technology causes growing availability of relatively cheap
3D printers which can be useful in many various applications. Considering the
time required for printing an object using the most popular Fused Deposition
Modeling (FDM) based printers, one of the recent challenges in this area of
science and technology is a reliable quality assessment of the 3D prints, preferably
during the printing process. It may allow the correction of the printed surfaces
in case of detected defects as well as stopping the printing in order to save the
filament and time.

One of the most valuable directions of research for those purposes seems
to be the application of image analysis allowing to determine the amount and
location of possible distortions. Some researchers have proposed recently var-
ious solutions, useful mainly for fault detection [1,12,13]. Some older papers
describing simpler solutions proposed by Fang [3] and Cheng [2] can also be con-
sidered as interesting directions of further work. The most advanced one seems
c© Springer International Publishing AG 2018
M. Choraś and R.S. Choraś (eds.), Image Processing and Communications Challenges 9,
Advances in Intelligent Systems and Computing 681, DOI 10.1007/978-3-319-68720-9 10
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to be the system based on five cameras and Raspberry Pi modules developed
by Straub [11], however its sensitivity to changing lighting conditions, camera
motions and calibration errors decreases significantly its universality.

Nevertheless, according to our knowledge, there have been no attempts for
visual quality assessment of 3D prints and the first papers directly related to this
issue have been published during recent two or three years. The first attempts to
quality assessment of 3D printed surfaces utilize time-consuming texture analysis
using Gray-Level Co-occurrence Matrix (GLCM) [8], structural similarity based
image quality metrics [10] and feature similarity metrics [9]. Considering the
periodicity of the visible pattern caused by the presence of layers of the filament,
the application of Fourier analysis may also be an interesting direction of research
in this regard, similarly as used in some other applications [7]. Some similar
applications based in texture analysis can also be observed in industry e.g. for
milling [4].

2 The Idea of the Fourier Based Method

The main purpose of the investigated approach is the ability to estimate the
quality of the 3D printed surface in no-reference way i.e. without the knowledge
of the perfect quality reference print. An initial verification of the usefulness of
Fourier analysis has been made assuming the choice of two different fragments of
varying quality 3D printed surface. After conversion to grayscale, the analyzed
fragments have been averaged into a single line perpendicular to layers of the
filament. Is has been assumed that for high quality print the regular pattern
should result in explicit peaks in Fourier domain whereas in the presence of
structural distortions such a dominance should not take place.

Fig. 1. Illustration of the analyzed fragments of two sides of an orange sample (left)
and the obtained spectra (right)

The results of the verification of the idea are presented in Fig. 1 for an orange
sample using the averaging of N = 20 lines whereas the results for two silver
samples (also for N = 20 lines) are shown in Fig. 2. Both scanned images are
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Fig. 2. Illustration of the analyzed fragments of two silver samples of different quality
(left) and the obtained spectra (right)

rotated by 90◦ for better visibility. The upper plots and images correspond to
high quality fragments of an orange sample and high quality silver one.

As can be easily noticed, the numerical value allowing to determine the qual-
ity of analyzed fragments of samples may be the integral of the spectra values
calculated e.g. using the trapezoidal rule. Obtained higher values denote the
low quality of the analyzed sample whereas low values are characteristic for the
domination of frequencies related to the visible pattern of consecutive layers.

Quality evaluation of the whole surface of the 3D print requires more com-
prehensive analysis and therefore the whole analyzed image has been divided
into fragments containing a specified number of N lines further averaged into
single lines with noticeable oscillations. Next, Fourier transform has been applied
in order to calculate the spectra for each of such obtained lines. They can be
analyzed separately but the most useful information corresponds to minimum,
maximum and average values of the integral of the spectra.

Since the images obtained for various colors of the filament after conver-
sion from color to grayscale (typically ITU BT.601-7 Recommendation [5] is
used) may be characterized by different overall brightness and contrast, the nor-
malization of the luminance range has been applied in the preprocessing step.
However, the luminance values obtained for the white filament have been signifi-
cantly higher so the modification of the integral based proposed quality indicator
has been proposed based on the use of average image luminance. The modified
formula can be expressed as:

Q =
1

Iavg
· log

∑
i(Xi)
Iavg

(1)

where Iavg is the average image luminance and Xi are the obtained values of the
spectra.

3 Discussion of Results

The results obtained for tested 18 samples are illustrated in Fig. 3 where blue
color denotes high quality samples and red - low quality ones. Symbols “*” stand
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Fig. 3. Obtained values of the integral for N = 10 and color to grayscale conversion
according to ITU BT.601-7 Recommendation - blue color denotes high quality samples
whereas red - low quality ones

Fig. 4. Obtained values of the proposed quality indicator for N = 10 and color to
grayscale conversion according to ITU BT.601-7 Recommendation - blue color denotes
high quality samples whereas red - low quality ones
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Number of sample

Q

Fig. 5. Obtained values of the proposed quality indicator for N = 5 and color to
grayscale conversion according to ITU BT.601-7 Recommendation - blue color denotes
high quality samples whereas red - low quality ones

Q

Fig. 6. Obtained values of the proposed quality indicator for N = 50 and color to
grayscale conversion according to ITU BT.601-7 Recommendation - blue color denotes
high quality samples whereas red - low quality ones
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for the average values of the quality indicator obtained for high quality samples
whereas “o” represents average values for low quality 3D prints. Triangles stand
for minimum and maximum values respectively. The colors of samples are: white
(1–4), red (5–8), orange (9–10), silver (11–14) and green (15–18).

As can be observed, the results of the integral are strongly dependent one
the color of the sample. However, a noticeable progress can be made applying
the formula (1) shown in Fig. 4 where the results are presented in the same
way. Regardless of the modifications of the formula, obtained results are still
dependent on the color of the sample. Nevertheless, interpretation of results is
much easier and a distinct threshold can be determined between the high and low
quality samples for each color of the filament. It is worth noticing that the values
obtained for the red filament differ significantly from the others and therefore
there is a necessity of using different threshold values.

A relevant issue is also the determination of the number of averaged lines N .
As can be observed in Fig. 5, the values of N significantly smaller than the period
of oscillations (in our case 12 pixels) may lead to worse classification results for
white filament. However, the increase of the number of averaged lines N does
not decrease the classification accuracy as shown in Fig. 6.

4 Conclusions and Future Work

Proposed approach to quality evaluation of the 3D printed surfaces has been
tested using 18 samples created using various colors of filament. The most trou-
blesome color seem to be white and the reason is related to high overall brightness
of the samples. Nevertheless, applying the proposed method, promising results
have been achieved, although dependent of the filament’s color.

Extension of the proposed approach may lead to the detection of some peri-
odic distortions as well as changes of thickness of the layers. Further detection of
sample geometry distortions (deflection of whole or a part of sample) by compar-
ing the frequency analysis results of several horizontal sample sections may also
be possible. Due to the extraction of the dominant frequency it is also possible
to determine the thickness of the layers and - indirectly - some of the parameters
of the 3D printer.

One of the directions of our future research will be related to the application
of the proposed method for the natural images captured by the camera. Consid-
ering the different distribution of light, the necessity of using some other color
to grayscale conversion methods may occur. Another interesting idea may also
be the application of the 2D FFT which has been successfully used recently for
general image quality assessment purposes [6].
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Abstract. This paper presents a new extension of the AdaBoost algo-
rithm. This extension concerns the weights used in this algorithm. In our
approach the original weights are modified, we propose a linear modifica-
tion of the weights. In our study we use the boosting by the reweighting
method where each weak classifier is based on the linear classifier. The
described algorithm was tested on Pima data set. The obtained results
are compared with the original the AdaBoost algorithm.
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1 Introduction

Boosting is a machine learning effective method of producing a very accurate
classification rule by combining a weak classifier [7]. The weak classifier is defined
to be a classifier which is only slightly correlated with the true classification i.e.
it can classify the object better than a random classifier. In boosting, the weak
classifier is learned from various training examples sampled from the original
learning set. The sampling procedure is based on the weight of each example. In
each iteration, the weights of examples are changing. The final decision of the
boosting algorithm is determined on the ensemble of classifiers derived from each
iteration of the algorithm. One of the fundamental problems of the development
of different boosting algorithms is choosing the weights and to define rules for an
ensemble of classifiers. In recent years, many authors presented various concepts
based on the boosting idea [6,9]. In this article we present a new extension of
AdaBoost [5] algorithm in which a linear modification of the weights was applied.

This paper is organized as follows: Sect. 2 introduces the necessary terms
of the AdaBoost algorithm. In the next section there is our modification of
the presented algorithm. Section 4 presents the experiment results comparing
AdaBoost with our modification. Finally, some conclusions are presented.

2 AdaBoost Algorithm

In the work [5] weak and strong learning algorithms were discussed. The weak
algorithms can classify the object better than random, on the other hand strong
c© Springer International Publishing AG 2018
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algorithms can classify the object accurately. Schapire formulated the first algo-
rithm to “boost” a weak classifier. The main idea of boosting is to improve the
prediction of weak learning algorithms by creating a set of weak classifiers which
is a single strong classifier. The well-known and widely applied is the AdaBoost
algorithm. Its main steps are as follows [2] (Tables 1 and 2):

Table 1. AdaBoost algorithm

Table 2. Notation of the AdaBoost algorithm

One of the main steps in the algorithm is to maintain a distribution of the
training set using the weights. Initially, all weights of the training set observa-
tions are set equally. If an observation is incorrectly classified (at the current
stage) the weight of this observation is increased. Similarly, the correctly classi-
fied observation receives less weight in the next step. For this reason the weak
learner is forced to focus on the and examples from the training set in each next
step of the algorithm. In each step of the AdaBoost algorithm the best weak clas-
sifier according to the current distribution of the observation weights is found.
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The goodness of a weak classifier is measured by its error. Based on the value of
this error the ratio is calculated. The final prediction of the AdaBoost algorithm
is a weighted majority vote of all weak classifiers.

3 AdaBoost Algorithm with Linear Modification
of the Weights

One of the main factors that have an effect on the action of the AdaBoost algo-
rithm is the selection of weights assigned to individual elements of the learning
set. Let’s propose then a modification of the AdaBoost algorithm in which a
linear modification of the weights is introduced. The value of factor ct is modi-
fied in point 4d. The value of the modification depends on the iteration of the
algorithm t. In experimental studies we have assumed that the value of the coef-
ficient after modification (point 4d) is 1.25, 1.5, 1.75, 2, 2.25 or 2.5 times higher in
the first iteration compared to the original algorithm (point 4c). The proposed
algorithm steps are presented in Table 3.

Table 3. Lmw-AdaBoost algorithm

In the earlier work [1] we proposed the changes in weights based on interval-
valued fuzzy sets and in the work [11] the linear combination of the upper and
lower value of the weights to brain-computer interface was applied.

4 Experiments

To test Lmw-AdaBoost algorithm, we performed experiments on Pima data set.
The feature selection process [10] was performed to indicate four most informa-
tive features for this data set. The final results are obtained via the 10-fold-cross-
validation method.
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The results for the twenty-five iterations of AdaBoost and proposed Lmw-
AdaBoost algorithms are presented in Table 4.

Table 4. The results of experiments

Iter. AdaBoost Lmw-AdaBoost

1.25 ∗ ct 1.5 ∗ ct 1.75 ∗ ct 2 ∗ ct 2.25 ∗ ct 2.5 ∗ ct

1 0.280 0.280 0.280 0.280 0.280 0.280 0.280

2 0.280 0.280 0.280 0.280 0.593 0.720 0.720

3 0.277 0.277 0.279 0.358 0.283 0.279 0.279

4 0.263 0.262 0.266 0.271 0.311 0.720 0.721

5 0.264 0.267 0.299 0.318 0.263 0.279 0.277

6 0.262 0.249 0.263 0.271 0.302 0.721 0.721

7 0.259 0.270 0.251 0.28 0.289 0.279 0.277

8 0.266 0.262 0.254 0.263 0.271 0.720 0.723

9 0.262 0.257 0.248 0.246 0.332 0.279 0.277

10 0.262 0.267 0.249 0.246 0.275 0.720 0.723

11 0.267 0.251 0.250 0.271 0.274 0.280 0.277

12 0.264 0.254 0.255 0.259 0.262 0.279 0.721

13 0.263 0.258 0.251 0.263 0.270 0.361 0.277

14 0.259 0.259 0.250 0.263 0.266 0.312 0.721

15 0.260 0.255 0.254 0.266 0.279 0.324 0.279

16 0.260 0.257 0.249 0.263 0.263 0.307 0.721

17 0.262 0.257 0.251 0.258 0.267 0.264 0.270

18 0.260 0.257 0.251 0.253 0.258 0.257 0.284

19 0.262 0.257 0.251 0.258 0.255 0.257 0.270

20 0.262 0.257 0.251 0.257 0.244 0.258 0.259

21 0.262 0.257 0.251 0.257 0.249 0.254 0.329

22 0.262 0.257 0.251 0.255 0.250 0.259 0.286

23 0.262 0.257 0.251 0.257 0.249 0.259 0.297

24 0.262 0.257 0.251 0.255 0.246 0.257 0.279

25 0.262 0.257 0.251 0.257 0.245 0.262 0.264

The best results (since the third iteration) are in bold. In general the results
for the AdaBoost algorithm are worse than the proposed modifications Lmw-
AdaBoost. For the first twelve iterations no clear results were obtained. In the
iterations 13–19 the best is the algorithm in which the primary coefficient ct is
increased 1.5 times in the first iteration. In the last iteration this coefficient is
unchanged therefore the parameters a and b are equal −0.020833333 1.541666667
respectively. In recent iterations the best is the algorithm in which parameters a
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and b are equal −0.041666667 2.041666667 respectively. With such parameters
in the first iteration coefficient ct is increased 2 times. The obtained results
show an improvement in the quality of the proposed modification the AdaBoost
algorithm with respect to the ordinal one.

5 Conclusions

In this paper we presented the new Lmw-AdaBoost algorithm. It is a modifi-
cation of the AdaBoost algorithm in which it was changed coefficient ct. Con-
sequently, the change affects the weights assigned to the individual learning
objects. Changes compared to the original algorithm are linear. The value of the
change is greater in the initial iterations.

The experiments have been carried out on Pima data sets. The aim of the
experiments was to compare the proposed algorithm and the original AdaBoost
algorithm. The results obtained show an improvement in the classification quality
of the proposed method with respect to the original one.

Future work might include the proposed modification in other boosting algo-
rithms such as RealAdaBoost or GentleAdaBoost as well as application of the
proposed methods for various practical task [3,4,8] or testing other data sets.
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Abstract. In this paper we evaluate performance of data-dependent
hashing methods on binary data. The goal is to find a hashing method
that can effectively produce lower dimensional binary representation of
512-bit FREAK descriptors. A representative sample of recent unsu-
pervised, semi-supervised and supervised hashing methods was exper-
imentally evaluated on large datasets of labelled binary FREAK feature
descriptors.
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tors

1 Introduction

This paper presents results of an experimental evaluation of recent data-
dependent hashing methods applied to binary feature descriptors. The work was
motivated by challenges in development of a real-time structure-from-motion
solutions for mobile platforms with limited hardware resources. One of the key
elements in a typical structure-from-motion processing pipeline is feature match-
ing step, where correspondences between features detected on a new image and
features found on previously processed images are being sought. Such corre-
spondences are used to compute camera orientation and build a 3D model of an
observed scene.

Binary feature descriptors, such as FREAK [1], are good choice for mobile
solutions. They can be efficiently computed and are very compact (512 bits
for FREAK versus 512 bytes for real-valued SIFT descriptor). Hamming dis-
tance between two binary feature descriptors can be quickly computed using
few machine code instructions. But even if comparison of two binary descriptors
is very fast, finding correspondence between thousands of features detected in
a new image and millions of features on previously processed images requires
significant processing power. For real-valued descriptors efficient approximate
nearest neighbours search methods can be applied, such as FLANN [12]. Unfor-
tunately methods based on clustering do not work well with binary data [13].

In this paper we investigate if hashing methods can be used to reduce dimen-
sionality of 512-bit binaryFREAK descriptors to improve feature matching perfor-
mance and lower storage requirements. Additionally we want to verify if additional
c© Springer International Publishing AG 2018
M. Choraś and R.S. Choraś (eds.), Image Processing and Communications Challenges 9,
Advances in Intelligent Systems and Computing 681, DOI 10.1007/978-3-319-68720-9 12
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training information, if the form of landmark id linked with each descriptor, can
be used to improve accuracy of searching for matching descriptors.

Authors have not encountered any results of evaluation of hashing methods
on binary data. In the context of image-based information retrieval, hashing
algorithms were evaluated on real-valued descriptors such as GIST or SIFT.
Lack of such results motivated the research described in this paper.

The paper is structured as follows. Section 2 briefly describes hashing meth-
ods. Section 3 presents results of the experimental evaluation of representative
hashing methods on large datasets of binary FREAK feature descriptors. The
last section concludes the article and presents ideas for future research.

2 Overview of Hashing Methods

Hashing for similarity search is a very active area of development. Many new
hashing methods were proposed in the last few years. A number of surveys
documenting current state-of-the-art was published recently [15,18].

Two major categories of hashing methods can be distinguished: data-
independent methods and data-depended methods. Data-independent methods,
such as Locality Sensitive Hashing (LSH) [5], do not take into account charac-
teristics of the input data. As such, they have inferior performance in real-live
applications, where input data usually has some intrinsic characteristic which
can be exploited. We focus our attention on data-dependent on data-depended
methods, also known as learning to hash. These methods exploit properties
of the input data to produce more discriminative and compact binary codes.
Data-dependent approach can be further categorized by the level of an external
supervision. Unsupervised methods use techniques as spectral analysis or ker-
nelized random projections to compute affinity-preserving binary codes. They
exploit the structure among a sample of unlabelled data to learn appropriate
embeddings. Semi-supervised or supervised methods exploit additional informa-
tion from annotated training data. Additional information is usually given as the
similarity matrix or list of pairs of similar and dissimilar items. Semi-supervised
methods assume that explicit similarity information is provided for only a frac-
tion of an input dataset. Affinity between other elements is inferred from the
distance in the input space.

Learning to hash is defined [14] as learning a compound hash func-
tion, y = H(x), mapping an input item x to a compact binary code y,
such that nearest neighbour search in the coding space is efficient and the
result is a good approximation of the true nearest search result in the input
space. K-bit binary code y ∈ B

K for a sample point x ∈ R
D is computed as

y = [y1, y2, · · · yK , ] = [h1(x), h2(x), · · · , hK(x)]. Each hk is a binary hash
function, mapping elements from R

D to B = {0, 1} A compound hash function
H = [h1, h2, · · · , hK ] is an ordered set of binary hash functions computing K-bit
binary code.
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Two most popular choices of a hash function are linear projection and kernel-
based. Linear projection hash functions are in the form: y = h(x) = sgn(wTx+b),
where w ∈ R

D is the projection vector and b is the bias. Kernel-based hash func-
tions are in the form: y = h(x) = sgn

(∑T
t=1 wtK (st,x) + b

)
, where K is a kernel

function, s is a set of representative samples that are randomly chosen from the
dataset or cluster centres of the dataset and wt are weights. Other choices of hash
function include spherical functions, Laplacian eigenfunctions, neural networks,
decision trees-based and non-parametric functions.

3 Evaluation Results

Experiment setup. The experimental evaluation was conducted on datasets con-
sisting of hundred thousands or more labelled 512-bit FREAK feature descrip-
tors. Datasets were created by structure-from-motion application developed in
Google Tango project.1 Each descriptor is labelled with a corresponding land-
mark id. Descriptors with the same landmark id are projections of the same
scene point (landmark) on different images.

Table 1 lists hashing methods evaluated in this paper. Each method was first
trained on the training dataset. Learned hash functions were applied to the test
dataset to generate hash codes of a different length: 32, 64, 128 and 256-bits.
Search precision (Precision@1 ) using the resulting hash codes was evaluated and
reported. Precision@1 for a dataset is calculated as a mean precision@1 when
searching for nearest neighbours using a linear scan for 20 thousand elements
randomly sampled from the dataset. Precision@1 for a sampled element is 1,
if its nearest neighbour (based on Hamming distance) in the entire dataset is
labelled with the same landmark id. Otherwise, precision is 0.

Unsupervised hashing methods. This section contains results of an experimen-
tal evaluation of unsupervised hashing methods. The evaluation was conducted
using publicly available MATLAB implementation [2]. For brief description of
methods evaluated in this section refer to [2].

Hashing methods were trained using a dataset consisting of 1 267 346 FREAK
descriptors. The evaluation was done on a separated test dataset consisting of
342 602 descriptors associated with 40 704 landmarks.

Figure 1 presents search precision in datasets created from the test dataset
by applying seven unsupervised, data-dependent hashing methods. To baseline
the results, precision of a linear search on the test dataset truncated to first k
bits was evaluated. It must be noted, that discarding last 256 bits of original
FREAK descriptor has little effect on the nearest neighbour search precision.
Precision@1 decreases by 2.1% from 0.962 to 0.942. The reason is likely the con-
struction of FREAK descriptor itself, where more discriminative binary tests are
used to generate first bits of the descriptor. Interestingly, for 256-bit hash codes,
all evaluated hashing methods perform worse compared to naive bit truncation.

1 See: https://get.google.com/tango/.

https://get.google.com/tango/
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Table 1. List of evaluated hashing methods. Class: U = unsupervised, SS = semi-
supervised, S = supervised.

Method Class Hash function

Spectral Hashing (SH) [19] U Laplacian eigenfunction

Binary Reconstructive Embeddings (BRE) [7] U Linear projection

Unsupervised Sequential Projection Learning
Hashing (USPLH) [17]

U Linear projection

Iterative Quantization (ITQ) [3] U Linear projection

Isotropic Hashing (IsoH) [6] U Linear projection

Density Sensitive Hashing (DSH) [10] U Linear projection

Spherical Hashing (SpH) [4] U Spherical function

Compressed Hashing [11] U Kernel-based

Harmonious Hashing (HamH) [21] U Kernel-based

Kernelized Locality Sensitive Hashing (KLSH) [8] U Kernel-based

Sequential Projection Learning (SPLH) [16] SS Linear projection

Bootstrap Sequential Projection Learning – linear
version (BTSPLH) [20]

SS Linear projection

Fast supervised hashing (FastHash) [9] S Boosted decision trees

For shorter codes (128-bits and below) only three hashing methods: Isotropic
Hashing [6], Spherical Hashing [4] and Spectral Hashing [19] yield better accu-
racy. For 128-bit codes, the advantage of best methods over a naive bit trun-
cation is minimal (1–2%). For the shorter codes best hashing methods perform
noticeably better. Best performing method is Isotropic Hashing (IsoH) [6].

Performance of kernel-based hashing methods on the binary data is very poor.
Results are much worse than naive approach of truncating an original dataset
to the first k bits. This is expected as kernel-based hash functions are based on
the set of anchor points, that are representative samples or cluster centres for
the training dataset. Clustering methods perform poorly on data from binary
spaces. One of the reasons are decision boundaries in binary spaces [13], as large
proportion of points in the Hamming space is equidistant from two randomly
chosen anchor points.

Semi-supervised and supervised hashing methods Semi-supervised and supervised
data-dependent hashing methods evaluated in this section were trained using
the dataset consisting of 340 063 descriptors associated with 37 148 landmarks.
The evaluation was done on the separated test dataset consisting of 342 602
descriptors associated with 40 704 landmarks.
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(a) Non-kernel based

(b) Kernel based methods

Fig. 1. Search precision using hash codes generated from the test dataset by applying
unsupervised hashing methods. Search precision in the test dataset truncated to first
k bits is plot with a dotted line for comparison.

Figure 2 presents search precision in datasets created from the training
dataset by applying semi-supervised Sequential Projection Learning (SPLH)
[16] method. SPLH objective function of consists of two components: super-
vised empirical fitness and unsupervised information theoretic regularization.
A supervised term tries to minimize empirical error on the labelled data. That is,
for each bit minimize a number of instances where elements with the same label
are mapped to different values and elements with different labels are mapped
to the same value. An unsupervised term provides regularization by maximizing
desirable properties like variance and independence of individual bits. Different
lines on the plot correspond to different similarity encoding schemes. In hard
triplets encoding, for each element from the training dataset, the closest element
linked with the same landmark id is encoded as similar and the closest element
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(a) η = 1

(b) η = 100

Fig. 2. Search precision using hash codes generated from the test dataset by semi-
supervised SPLH method. Different subplots correspond to different weight η of an
unsupervised term in the objective function. On each plot results obtained using three
different similarity encodings schemes are shown. Search precision in the test dataset
truncated to first k bits is plot with a dotted line for comparison.

with a different landmark id is encoded as dissimilar. In 20NN encoding, for each
element from the training dataset, the similarity with its 20 nearest neighbours
is encoded. For comparison, SPLH method was evaluated without any similarity
information(none), using only unsupervised term in the optimization function.
Surprisingly, using supervised information does not provide any improvement in
the search accuracy. In contrary, when supervised term in the objective function
has higher weight (lower η, left subplot), the results are noticeably worse, espe-
cially for longer codes. The best results are achieved when supervised information
is not used at all (none). When unsupervised term in the objective function has
higher weight (higher η, right subplot), the encoded similarity information has



94 J. Komorowski and T. Trzcinski

little effect and the performance is the same as without using any supervised
information.

Semi-supervised nonlinear hashing (BTSPLH) [20] is an enhancement of
SPLH method. Instead of the boosting-like process in SPLH, authors propose a
bootstrap-style sequential learning scheme to derive the hash function by cor-
recting the errors incurred by all previously learned bits. The results of evalu-
ation of BTSPLH method are depicted on Fig. 3. The results are very similar
to previous SPLH method. When supervised term in the objective function has
higher weight (lower λ, left subplot), the results using supervised information

(a) λ = 1

(b) λ = 10

Fig. 3. Search precision using hash codes generated from the test dataset by semi-
supervised BTSPLH method. Different subplots correspond to different weight λ of an
unsupervised term in the objective function. On each plot results obtained using three
different similarity encodings schemes are shown. Search precision in the test dataset
truncated to first k bits is plot with a dotted line for comparison.
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(hard triplets and 20NN encoding) are poor. The best results are achieved when
supervised information is not used at all.

The last method evaluated in this paper is supervised FastHash [9] algorithm.
It uses a two-step learning strategy: binary code inference is followed by binary
classification step using an ensemble of decision trees.

The key decision when using supervised hashing methods is a choice of sim-
ilarity encoding scheme. For large datasets it’s not feasible to encode similar-
ity between all N × N pairs of elements. Figure 4(a) presents results when for
each element from the training dataset, similarity for its 20 nearest neighbours,

(a)

(b)

Fig. 4. Search precision using 256-bit hash codes generated from the test dataset by
supervised FastHash method. For each element from the training set, similarity infor-
mation was encoded for 20 nearest neighbours, all similar and different number of
dissimilar elements: 100 in (a) and 300 in (b). For comparison, search precision on the
training dataset is shown with a dashed line and search precision in the test dataset
truncated to first k bits is plot with a dotted line.
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all similar and 100 randomly chosen dissimilar elements is encoded. Figure 4(b)
shows results when number of selected dissimilar elements is increased to 300. In
both cases search precision is worse compared to naive bit truncation. It can be
observed that encoding similarity information between more pairs improves the
performance. Unfortunately, for practical reasons, it was not possible to further
increase amount of supervised training data. For a training dataset consisting of
over 300 thousand elements, encoding similarities between each element and over
300 other elements produces over 100 million pairs. Learning procedure requires
over 10 GB of memory to efficiently process such amount of data.

In both cases severe overfitting can be observed. As decision tree depth grows
and model complexity increases, the discrepancy between performance on the
test and training set grows.

4 Conclusions and Future Work

Evaluation of hashing methods on large datasets of binary FREAK descrip-
tors yield some surprising results. For 256-bit hash codes (half of the length
of the original FREAK descriptor) none of the examined methods performed
better compared to naive bit truncation approach. In theory, linear projection-
based hash methods should be able to produce at least as good result. Yet all
of the evaluated methods performed worse. For short codes, hashing methods
gain advantage. For 128-bit codes Isotropic Hashing [6], the best unsupervised
method, allows achieving 2% better search accuracy compared to naive bit trun-
cation. For 64-bit codes, Isotropic Hashing produces 15% better results.

Examined semi-supervised and supervised methods were not able to benefit
from the additional supervised information in the form of landmark ids linked
with feature descriptors in the training set. Surprisingly, adding more supervised
information in the examined semi-supervised methods produced worse results.
The likely reason is, that due to limited hardware resources, similarity infor-
mation can be explicitly encoded only for fraction of pairs of points from the
training dataset, which leads to suboptimal performance.

Hashing methods can be beneficial when storage is a primary concern and
short codes are required. They can be used to generate compact, 64-bit binary
codes, form original 512-bit FREAK feature descriptors. This would decrease
storage requirements four times, and increase descriptor matching speed at the
expense of moderate decrease in search precision (about 15%). Further reduction
to 32 bits has a detrimental effect on search precision, reducing it by over 40%.

As a future work it will be beneficial to investigate other approaches to
supervised dimensionality reduction, such as Mahalanobis metric learning.
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Abstract. Digital image processing is a field with broad applications.
The development of technology has made it possible to introduce intelli-
gent systems in distinctive areas such as medicine, robotics and astron-
omy. In this paper, the authors focus on indexing algorithms (also called
labeling). Numerous studies have considered the various ways of imple-
menting parallelization and the associated benefits. The indexing process
involves assigning the same label to pixels of the same object. For the
purpose of this study, a few algorithms proposed by Suzuki et al., Soh
et al. and the method described by Tadeusiewicz and Korohoda were
implemented. In order to parallelize the algorithms, the indexing algo-
rithm of Niknam et al. was used and a method of partial parallelization
was proposed.

Keywords: Image processing · Connected component labeling · Index-
ation · Labeling · Parallelization · Parallel processing

1 Introduction

Digital image processing is used in many important areas of science and technol-
ogy: in medicine to diagnose diseases, in geography to analyze satellite images,
and also in mineralogy, metallurgy and robotics [15]. A significant limitation of
the use of digital methods in these areas is time-consuming operations such as
segmentation and indexing. In order to accelerate these stages of image process-
ing, parallelized versions of the algorithms are used in combination with the
increasingly popular multiprocessor computers and even graphics cards, which
have even more processors [5]. Unfortunately, the use of multiple processors is
limited by certain computational problems, especially where domain decompo-
sition is possible [8,10]. In other cases custom solutions are needed [3,6,9,14].
This paper focuses on the issue of image indexing (also known as labeling), the
methods of implementing selected algorithms, and parallelization capabilities.

2 Basic Information About Indexing Images

2.1 Neighborhood

In image processing, an important concept is the neighborhood that defines the
pixels adjacent to a pixel. There are neighborhoods of 4- and 8-connected pixels.
c© Springer International Publishing AG 2018
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A neighborhood of 4-connected pixels includes adjacent pixels immediately above,
below, and to the left and the right of the relevant pixel (central). A neighborhood
of 8-connected pixels further includes pixels on the diagonals [15]. All the algo-
rithms discussed in later chapters benefit from the definition of a neighborhood of
8-connected pixels.

2.2 Types of Indexing Algorithms

Indexing assigns the same label to adjacent pixels, resulting in groups of pixels in
separate objects. (Indexing involves assigning neighboring pixels the same label,
in effect leading to grouping of pixels into separate objects.) There are many
ways to implement indexing. Suzuki et al. proposed the following classifications
of algorithms:

1. multiple algorithms running across an image alternately from top to bottom
and from bottom to top, agreeing labels until completion,

2. algorithms carrying out two passes on an image. On the first pass, pixels are
assigned a temporary label. Equivalent labels supported during or after the
first pass are stored in an array of connectors. During the second pass, labels
are replaced with the lowest label in the table,

3. algorithms created for images represented by a hierarchical tree-like structure,
4. algorithms created for specific computer architectures [13].

There are other approaches to connected component labeling [2,4] that are
not described here due to length restrictions.

2.3 The Algorithm Described by Tadeusiewicz and Korohoda
(RTPK)

This is one of the easiest to implement and the basic version of the algorithm
in which the image is analyzed twice using a different method on each pass [15].
The first pass starts from the top left corner and examines each pixel to assign
a label, which is still subject to change. If a consecutive pixel is the same as
the previous pixel, the algorithm assigns the same label, otherwise a new label
is assigned which is represented by the value of a dedicated variable, which is
incremented by one after each use. If a new label is obtained as a result of the
operation, it is written in the connection table T and the label is stored in the

X 

Fig. 1. Mask for the algorithm of the indexation at scanning ahead.
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table as an index. The context is then the analyzed pixel, represented by mask
M illustrated in Fig. 1.

For each checked pixel in the mask (symbol *), if it has a different label than
the currently analyzed pixel (symbol x), the updated information on its label
is already in the connection table. This operation takes place according to the
formula in the connection table:

g (x, y) �= FB and g (x, y) = m, (1)

T [m] = m (2)

g (x, y) �= FB and g (x, y) = m (3)

where:

g - the image produced during the first pass,
x, y - coordinates of the analyzed pixel,
i, j - relative coordinates mask M,
FB - background,
m - the current label.

This means that the label is given the central element in the mask, rather
than the lowest label (as in the original version). The purpose of the modification
is to simplify the design code, reducing the use of temporary variables and the
number of conditions. Correct indexing is also finally obtained, although the
labels are not sorted.

The second pass is designed to replace the label given on the first pass accord-
ing to the connection table. Therefore, it is much less computationally expensive
because it relies only on the Lookup Table, which is the result of the first pass.
The result of this operation is a complete indexed image.

2.4 The Algorithm Proposed by Suzuki et al.

The idea of the algorithm is based on traversing the analyzed picture forwards
and backwards, but a connection table is also used in order to accelerate a
solution [13]. The following is a mask for both types of searches (Fig. 2).

Fig. 2. Masks for scanning respectively in the front (a) and backward (b).
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In the algorithm proposed by Suzuki, in the first scan of a binary image
b(x, y), each pixel is assigned a suitable temporary label m, according to the
equation:

g (x, y) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

FB if b (x, y) = FB

m,m(m = m + 1) if ∃ {i, j ε M} g(x − i, y − j) = FB ,

Tmin(x, y) in other cases,

(4)

Tmin(x, y) = min(T [g(x − i, y − j)]), (5)

where:

g(x, y) - image generated during the first pass,
FB - background,
T (m) - joins table,
i, j - relative coordinates of pixels belonging to the mask M.

During the scan, when a pixel is checked, the connection table is updated
only for pixels in the mask.

T [m] = m if ∃ {i, j ε M} g(x − i, y − j) = FB ,

T [g(x − i, y − j)] = Tmin(x, y0) if g(x − i, y − j) �= FB

(6)

In subsequent scans, there is no new label; only those agreed as pixels belong-
ing to the object are marked with the same, lowest possible label:

g(x, y) =

⎧
⎨

⎩

FB if b(x, y) = FB

Tmin(x, y) in other cases,

(7)

T [g(x − i, y − j)] = Tmin(x, y) if g(x − i, y − j) �= FB . (8)

The algorithm executes until no provisional labels change as this indicates
that, the final labeled image has been obtained.

2.5 The Algorithm Proposed by Soh et al.

A different algorithm was proposed by Soh et al. [11,12]. In the first stage, each
checked pixel gets a label that is the next pixel number. Subsequently, the scan
continues as long as changes are still detected. For each pixel in each of the eight
possible directions, the algorithm increases the range of acquired data in order
to find the lowest label (Fig. 3) and stops only when it finds a background pixel.
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Fig. 3. Direction of propagation of the algorithm with respect to the central pixel.

The label is compared against the currently assigned label and, if it is lower, it
assigns it to the current pixel. In order to facilitate parallelization, additional
changes are saved in the connection table.

3 Parallelization Methods of the Indexing Algorithms

3.1 Parallelization Method of Algorithm by Niknam et al. (P1)

Parallelization of the indexing process is problematic because it has a particular
sequence: the label assigned to a particular pixel depends on the existing labels
and the neighborhood of the remaining pixels. Therefore, it is not possible to
fully separate independent processes or divide the image into completely separate
pieces (classical domain division). Niknam et al. proposed a complete parallelism
of indexing and presented an example of Suzuki’s algorithm [7]. An image subject
to indexing is divided into vertical fragments and for each extracted fragment a
separate thread is started. To properly assign a label to an object on a the edge of
a fragment, threads inform each other of their positions relative to the analyzed
image. This is necessary because another thread might be using the last column
computed by the previous thread on the same line. For example, if the image
is spread between the two threads, it initially runs for the first thread and the
second waits until the analysis of the first row in the first fragment is complete
Fig. 4a. Only when the first thread signals the completion of the first row and
moves to the next analysis does the second thread start and begin analysis of
the first row in the second fragment (Fig. 4b).

3.2 Proposed Method of Partial Parallelization of the Indexing
Algorithm (P2)

In order to free them from the necessity of synchronization, the parallel and
sequential stages of indexing can be divided into operations. Firstly, an image is
divided into sections, the number of which varies according to how many threads
are available. Subsequently, a parallelized indexing operation is performed accord-
ing to the selected algorithm, as if the images were independent (Fig. 5a). Labels
for different pieces at this stage cannot be repeated. For example, the range of
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1 2Thread Thread

2Thread1Thread

a)

b)

Fig. 4. Diagram illustrating parallelization indexed using continuous synchronization
of concurrent threads. The other thread cannot start analysis of the first line until the
first thread finishes analysis of the line (a)

labels in the labeling function may be determined, as the maximum number of
objects in a given portion of an image is:

Gmax =
⌈

X

2

⌉

∗
⌈

Y

2

⌉

(9)

where:

Gmax - the maximum number of identified objects,
X - height of the image,
Y - width of the image,
�x� - ceiling function.

Another way is to store the value of other global variable labels, which would
benefit all threads iterated using atomic operations (Interlocked.Increment in the
case of C#). Additionally, a connection table is available for all topics, because
they operate on disjointed sets of labels, therefore there is no problem sharing
global variables for each cell array.

After the first scan, the algorithm executes sequentially in order to agree on
the labels that join portions of an image and save changes to the connectors
table (Fig. 5b). The algorithm then checks the entire connectors table in order
to detect complex changes (Fig. 5c). The final step is the substitution of labels
in accordance with the array of connectors, which again is carried out in parallel
(Fig. 5d).
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Thread 2 Thread 1 

Parallel

(a)

A – idependent 
domain indexing 

(b)

0 id 1 … 7 8
value 1 … 3 3

Sequentially 

3 

7 

8 

(c)

B – agreeing 
indexes on joins 

(d)

id 1 … 7 8
value 1 … 3 3

Sequentially 

(e)

C – update 
connection table 

(f)

Thread 2 Thread 1 

Parallel

(g)

D - LUT  

(h)

Fig. 5. The next stages of the proposed method of partial parallelization, an indexing
algorithm for two processors: parallel indexing pre-separates sub-areas of the image
(A), agreeing labels on connections and updating table connectors (B), re-run the
table connectors (C), update labels using the updated table connectors (D).

4 Selected Issues of Parallel Programming

Parallel programming is designed to accelerate the performance of selected algo-
rithms. Assessing the effectiveness of parallelization can be accomplished by
parameters such as speedup and parallelization efficiency.
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4.1 Speedup

Speedup SUN can be used more generally to show effects on performance by
comparing algorithm execution time in sequential and in parallel.

Acceleration program SUN execution, in which part of the manual has been
paralleled for N processors compared to the sequential program shows the pattern:

SUN =
Ts

Tr
(10)

where:

Ts - running time for the sequential algorithm,
Tr - runtime for the algorithm parallelized for N threads.

4.2 The Efficiency of Parallelization

The real value of acceleration is usually less than that resulting from the number
of processors involved in parallel computing because of communication overheads
and the sharing of storage resources or the bus. Efficiency E is an amount that
reflects these issues and is given by the formula:

E =
SUN

N
(11)

In the absence of obstacles, speedup assumes a value of 1, which means the
acceleration proportional to the number of processors available.

4.3 Amdahl’s Law

Amdahl’s law determines the maximum expected speedup if only part of the
algorithm has been parallelized using N processors [1]:

E =
1

(1 − P ) + P
N

(12)

where:

P - the proportion of the program that can be parallelized.

However, after appropriate transformation, the model can calculate the pro-
portion of code which was parallelized on the basis of the measured acceleration
SUN and N processors:

P =
1

SUN
− 1

1
N − 1

(13)
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5 Software and Hardware

The project is written in C# using Microsoft Visual Studio 2012 and .NET 4.0.
The parallel version of the algorithm uses the loop: Parallel.For available
System.Threading.Tasks [16].

The study tested algorithms:

1. version sequence:
– RTKP,
– Suzuki,
– Soh

2. in paralleled by P1:
– Suzuki

3. in paralleled by P2:
– RTKP,
– Suzuki,
– Soh

The algorithms and parallelized versions were tested on images containing
horizontal stripes (Fig. 6(a)), vertical stripes (Fig. 6(b)), dots (Fig. 6(c)), diag-
onal stripes (Fig. 6(d)) and spirals (Fig. 6(e)), with dimensions of 600× 600 px
and 4000× 4000 px.

Fig. 6. Fragments of the example images used in the calculation.

Hardware parameters are described in the next section.

5.1 Hardware E1

The first computer was equipped with an Intel i7 4770, clocked at 3.40 GHz and
16 GB of RAM. This processor has 4 cores and 8 threads. For testing, we disabled
Hyper-threading as it adversely affects the efficiency of parallel computing, in
particular Parallel.For loops and other methods [16] which assume a static
allocation of tasks for each core logic [10].

5.2 Hardware E2

The second computer was an Etergo Hyperion RS130 G4 server platform with
two Intel Xeon E5-2690v2 CPUs clocked at 3.0 GHz and 384 GB of RAM. This
processor has 10 cores and 20 threads. Hyper-threading was again disabled.
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6 Analysis Research

The studies presented in the previous section were performed in environments E1
and E2, with six replicates of each image. The lowest calculation time was that
which was least distorted by operating system interference. Cyclic tests were
performed by utilizing the whole range of the available number of processors
(E1: 1–4, E2: 1–20). The sequential version of the Suzuki algorithm was fastest,
with the exception of the dots image, for which the algorithm presented by
Soh et al. was slightly faster, and the RTPK algorithm was slowest. The speed
of the algorithm depends not only on the size of the image, but also on its
content. The Suzuki algorithm performed fastest for diagonal stripes and slowest
for spirals. The algorithm by Soh et al. performed fastest with the dots and
slowest with the spiral. The RTPK algorithm was fastest with horizontal strips
and slowest with vertical stripes. None of the algorithms were affected by the
environments, although generally the duration of the calculation performed by
sequential algorithms was significantly shorter for environment E1; in some cases
it took as much as twice as long.

In the context of this article, the most important outcome was positive and
negative variations in algorithm efficiency when run in parallel. The included
charts (Figs. 7(a) and 8) show the acceleration of image data for both environ-
ments using a given number of processors. The resulting acceleration for a specific
number of processors varies depending on the algorithm used, the environment,
and the content of the image. For most images, acceleration increased in line
with the number of processors used, up to 8–10 processors, above which the
acceleration increase began to fall. This behavior could be due to communica-
tion overheads associated with multiple threads, which prevent further increases
in acceleration, or a decrease in the effectiveness of combining multiple fragments
of larger images. Interestingly, in environment E1, for the same number of image
fragments, there was a significant slowdown in some test cases: acceleration in
the E2 environment for the dots image using the Suzuki algorithm under the par-
allelized process P2 using two processors (created in two parallel tasks) was 1.55,
and in E1 did not exceed unity (Fig. 7(a)). As can be seen from the following
diagrams, the proposed manner of parallelization (P2) of the Suzuki algorithm
is more efficient than the method described by Niknam et al. (P1). According
to this theory, only the dots image differs, where the algorithm parallelized by
way of P1 obtained up to four times acceleration, and version P2 obtained only
three times acceleration (Fig. 7(a)).

An interesting result was obtained by the parallelized version of the P2
algorithm of Soh et al. in the case of the spiral image, for which an acceler-
ation of over 586 times was achieved when 20 processor cores were used. This
efficiency significantly exceeded the expected maximum value of forty-four times
acceleration (Fig. 6). The image is split into smaller fragments and then indexes
are arranged on join points, which significantly simplifies calculations. This con-
stituted the main element of the acceleration in the case of the spiral. Also,
the calculated mean when using parallel algorithms varied depending on the
image, the algorithm environment and the number of processors used. Because
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(a) (b)

(c) (d)

Fig. 7. Comparison of acceleration depending on increasing the number of processors
in environment E1 and E2 for the dots (a), vertical stripes (b), horizontal stripes (c),
and diagonal (d) images, size of 4000× 4000 pixels.
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Fig. 8. Comparison of acceleration depending on increasing the number of processors
in environment E1 and E2 for the spiral image measuring 4000× 4000 pixels for Suzuki
and for others: 600× 600 pixels.

the estimate value ranged from negative to greater than unity, it is believed that
parallelism is highly sensitive to the type of input data and in some specific cases
the code for one processor may reach a different number of sub-function calls
than with two processors, which means there is no sense in applying the mean
to describe the obtained results (detailed figures in the attached tables).

7 Summary

In order to accomplish this work, three indexing algorithms were implemented:
the standard described by Tadeusiewicz and Korohoda, and those of Suzuki and
Soh. Then, to test the effectiveness of parallelization of labeling operations, the
Nikarn concept for the Suzuki algorithm was implemented using a different par-
tial parallelization approach for all three algorithms. The presented method of
partial parallelization significantly speeds up the work of the presented exam-
ples algorithms for most of the tested images. The increase in calculation speed
is observed only for a certain number of processors because too many threads
running at the same time reduces the acceleration effect. In most cases, the pro-
posed method is more efficient than the parallelization of the method presented
by Niknam [7]. The results testify to the fact that the final acceleration depends
not only on the algorithm used and the size of the image, but also on its content
or hardware platform.
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ment of Geoinformatics and Applied Computer Science as a part of statutory project.
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Abstract. In this paper, an algorithm for finding graphs with parame-
ters of Reference Graphs was presented. During the Reference Graphs
search, it was found that in most cases with a specific number of nodes
and equal degrees of nodes, there is more than one graph with identical
baseline parameters, the diameter and average path length, and the num-
ber of these graphs increases with the increase of the number of nodes
and their degree. To clarify where these differences are occurring, it was
decided to define the characteristics of the comparable structures that
could affect the transmission properties.

Keywords: Chordal rings · Graph theory · Reference graph · Opti-
mization of networks

1 Introduction

What is known as a ICT (information and communication technologies) system
is a group of cooperating IT devices and software providing processing, storing,
as well as sending and receiving data over the telecommunications network via
terminals designed for this purpose [19]. This system consists of a number of
intelligent nodes, whose task is to provide users with a specific range of services,
ensuring the right quality, speed, and reliability of information. In order to meet
these requirements in the design and analysis of ICT systems, it is important
to take into account the selection of connection topology between its network
components, which significantly influences the transmission efficiency [1,15–17].

Actual telecommunication networks mainly have irregular topologies, result-
ing from the need to “match” these structures to the changing needs of the oper-
ator and users. The result is that such a network does not provide optimal data
transfer conditions. Data transfer improvements can be achieved through the
use of standardized nodes with identical network equipment, which significantly
lowers the investment costs associated with the installation of the hardware,
operating expenses and servicing of the aforementioned systems. The additional
benefit is the symmetry of connections, routing simplicity, good scalability, sim-
ple network management and, by introducing additional bypass connections,
improved reliability.
c© Springer International Publishing AG 2018
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Network topologies can be described using graphs. Their vertices (nodes)
are commutative modules or specialized computers, and the edges are usually
two-way, independent transmission channels linking these vertices. In case of the
identical technical equipment of each node, such networks may be described by
regular graphs.

Fiber optic cables are most commonly used to transmit information in
extended ICT networks, and these networks generally have a ring structure.
The transmission characteristics of a standard ring structure are not satisfac-
tory, therefore in order to improve it, it is modified by introducing additional
inter-nodal connections called chords. The topologies obtained in such way are
called Chordal Rings [1–6,8,10,11,14] (Fig. 1).

Fig. 1. An example of a fourth degree chordal ring

Definition 1. The chordal ring is a special case of a Circulant Graph defined
by the pair (p,Q), where p denotes the number of nodes, and Q the set of chords,
Q ⊆ {1, 2, . . . , p/2}. Each of the chords qi ∈ Q connects a pair of nodes belonging
to the ring, where qi denotes the length of the chord equal to the number of
the ring edges between the nodes. The chord ring is described by the notation
G(p; q1, . . . , qi), where q1 = 1 < q2 . . . qi. The degree of nodes is generally equal
to d(V ) = 2i, except in case where the chord length is p/2; in this case p is even,
and the node degree is 2i − 1.

The content of many publications [7,9,10] shows that the diameter and aver-
age path length has a significant influence on the transmission properties of the
network modeled by graphs. The definitions of these parameters are given below.

Definition 2. The diameter of graph D(G) is the longest path among the min-
imum length paths connecting any two graph nodes:

D(G) = max
vivj

{dmin(vi, vj)} (1)

where vi, vj denote node numbers, dmin(vi, vj): minimum path length (number
of edges) connecting nodes vi, vj.

Definition 3. The average path length in the graph is given by the formula:

dav =
1

N(N − 1)

N−1∑

i=0

N−1∑

j=0

dmin(vi, vj) (2)
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where dmin is the minimum number of edges between nodes vi, vj, where i �= j,
and N is the number of nodes forming the graph.

Results of studies of this type of structures can be found in a number of
publications, and on their basis the concepts of optimal and ideal graphs have
been introduced [7,9,12,13,18].

Definition 4. A regular graph with pi nodes is called an ideal chordal ring of
degree d(V ). It is described by the formula:

ni = 1 +
D(G)−1∑

d=1

|nd| +
∣∣nD(G)

∣∣ (3)

where nd denotes the number of nodes belonging to the d-th layer (the layer
is a subset of nodes evenly spaced from any random source node by d edges),
nD(G) denotes the number of nodes that belong to the last layer, and D(G) is the
diameter of the analyzed graph. For every k and l < D(G) pk ∩ pl = ∅. If the
subset nD(G) reaches the maximum value achievable for the last layer, then such
a graph is called optimal. For the ideal chord ring, the average length of the davi
path is:

davi =

d(G)−1∑
d=1

d |nd| + D(G)
∣∣pd(G)

∣∣

ni − 1
(4)

In the optimal graph davo is equal to:

davo =

d(G)∑
d=1

dnd

no − 1
(5)

where d - layer number, nd - number of nodes in the d-th layer, no - number of
optimal graph nodes.

To objectively evaluate whether the structure of inter-nodal connections has
the best possible baseline parameters, the parameters of the Reference Graphs
were established [7,12].

Reference Graphs are the regular structures with a predetermined number
of nodes in which the diameter values and the average path lengths from any
source node reach the same, theoretically calculated lower limits.

In order to determine the minimum parameter values of these graphs, a
minimum spanning tree covering all n nodes of the regular graph (Fig. 2) was
used. The parameters of this tree selected from any source node: the radius and
average path length; correspond to values of the reference graph parameters: the
diameter and average path length.

Based on the theoretical analysis, the definition of the Reference Graph was
formed, taking into account the degree of its nodes.



118 S. Bujnowski et al.

Fig. 2. An example of a tree used for the construction of the Third Degree Reference
Graph

Definition 5. Reference Graph of degree d(V ) is a structure with the following
properties:

– The number of ndGR nodes in the d-th of the optimal Reference Graph is given
by the formula:

ndOGR = d(V ) · (d(V ) − 1)d−1 (6)

In the ideal graph this number applies to all layers d < D(G), while in layer
d = D(G) this number is:

ndiGR = ni − d(V ) · (d(V ) − 1)d−2 (7)

– Number of nodes nD(G)GR in the optimal Reference Graph in a function of
its diameter:

nD(G)GR
=

d(V ) · (d(V ) − 1)D(G) − 2
d(V ) − 2

(8)

– The diameter of the optimum Reference Graph in a function of the number
of nodes that make up this type of graph is expressed by the formula:

D(G) = logd(V )−1

nGR (d(V ) − 2) + 2
d(V )

(9)

whereas in the ideal graph the diameter is defined by:

D(G) =
⌈
logd(V )−1

nGR (d(V ) − 2) + 2
d(V )

⌉
(10)

– The average length of the davGR path in a function of the optimum Reference
Graph diameter is:

davo =
(d(V ) − 1)D(G) · ((d(V ) − 2) · D(G) · −1) + 1

(d(V ) − 2) · (d(V ) − 1)D(G) − 1
(11)

In the ideal graph, the average path length is described by the expression:

davi =
d(V )

(d(V )−1)D(G)−1·((d(V )−2)·(D(G)−1)·−1)+1
(d(V )−2)2

niGR−1 +
(niGR−n(D(G)−1)GR)·D(G)

niGR−1

(12)

where piGR is the number of ideal graph nodes.
– The graph is symmetric in the sense that the graph parameters remain the

same regardless of from which node they are calculated.
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2 The Reference Graph Search Algorithm

The author’s task was to develop a program for finding graphs with parameters
of Reference Graphs. An algorithm was designed specifically for this purpose.
The general working principle of the developed Optimal Reference Graphs search
algorithm is illustrated by an example of a third degree graph with 10 nodes.
Firstly, a prime tree (Fig. 2) is constructed from a selected node, identified as
the root. The radius of the tree meets the assumed diameter-related condition
resulting from the number of nodes forming the Reference Graph. In the example,
the radius is 2, which means that it is possible to reach from the source node
(0) to each of the other nodes by the path created by up to two edges.

In the next step, any node belonging to the first node layer is selected. A
layer is defined as a set of nodes distant from the source node by k edges. A
conditional test is performed to ensure that each node can be reached through a
minimum path whose length is consistent with this assumption. In the example,
the path lengths from node 1 to the other nodes do not meet this condition (the
paths to nodes 6, 8 and 7, 9 consist of 3 edges). Additional connections are made
(blue and green) - Fig. 3.

Fig. 3. First phase of the graph construction

The next node of the first layer (node 2 - Fig. 4) is selected, and a new analysis
of meeting the pre-set condition for the path length is performed.

Fig. 4. Further phases of the graph construction

In this case, there were no paths consisting of two edges leading to nodes 8
and 9. Therefore, additional connections were made between nodes 6 and 8 and
7 and 9, which resulted in meeting the pre-set condition. Next, we analyze the
lengths of the paths connecting the last node belonging to the first layer with
the other vertices of the graph (Fig. 5).
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Fig. 5. Next phase of the graph search

After checking all nodes distant from the start node by one edge, the algo-
rithm chooses nodes that belong to the next layer as the source nodes. If, in any
case, the path length condition is not met, a modification of the connection is
performed. Afterwards, a new analysis of meeting the conditions for the other
nodes is carried out, as shown in Fig. 6.

Fig. 6. Modification of the connections in order to meet the path length condition of
the source node no. 4

After examining the graph from all the source nodes and finding that the
distance condition is met in each case, the program terminates its operation by
returning the derived topology of the Reference Graph connections.

Finding the ideal Reference Graphs is a slightly more complicated process.
At first all possible simple trees are built from the node selected as the root of
these trees. These trees are created up to and including penultimate layer, and
the remaining nodes remain unconnected (Fig. 7).

Fig. 7. The first phase of the search for the ideal Reference Graph of a third degree,
consisting of 12 nodes (assuming that this graph cannot be an optimal graph)

All the possible connection combinations of nodes belonging to the last layer
with nodes of the penultimate layer (Fig. 8) are checked. Repetitions, i.e. con-
nections which have the same effect after the transformation of the structure,
are skipped.

The resulting primary trees are the starting point for the further part of
the application using the developed algorithm. The Reference Graph search
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Fig. 8. Connection combinations of nodes belonging to the last layer with nodes of the
penultimate layer

process starts with the first layer and, as before, the consecutive source nodes are
selected. The operation of the algorithm consists of introducing additional con-
nections between the nodes of the last and the penultimate layer, which ensures
that the parameters of subgraphs obtained with this method will be consistent
with the parameters of the Reference Graphs.

Figure 9 shows the graph search process for each of the proposed primary
tree configurations. The Figure shows only those subgraphs, when selecting a
given source node forced adding additional edges in order to meet the pre-set
path length condition.

Fig. 9. Steps of graph construction

Yellow color indicates the node which, at the given stage of the graph con-
struction, is the source node.
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After examining the graph from the point of view of all the source nodes and
finding that all the created subgraphs meet the pre-set condition, the program
terminates its operation by returning the obtained node structure (Fig. 10).

Fig. 10. The obtained Reference Graphs topologies

An additional task fulfilled by the application, but significant from the point
of view of the modeled network structure, is the transformation of the obtained
graphs into the form of chord rings. After converting and renumbering, graphs
shown in Fig. 11 were obtained.

Fig. 11. Images of Reference Graph composed of 12 nodes transformed into chord rings

During the Reference Graphs search, it was found that in most cases with
a specific number of nodes and equal degrees of nodes, there is more than one
graph with identical baseline parameters, the diameter and average path length,
and the number of these graphs increases with the increase of the number of
nodes and their degree.

For example, if the graph is composed of eight nodes, there are only two
Reference Graphs of the third degree; when the number of nodes is ten, only one
graph is found (Peterson’s graph, which is the optimal graph) if the number of
nodes is twelve, there are five of them, but with 14 nodes, 56 graphs were found.
In contrast, for graphs of the fourth degree consisting of 8 nodes, the number of
Reference Graphs is 12, with 10 nodes it is 684 and with 12 it is 1350.
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However, a significant number of the graphs obtained in this way is isomor-
phic. Therefore, prior to conducting further studies on the transmission prop-
erties of the network topologies, it was necessary to eliminate the isomorphic
structures from the obtained topologies, since they would assume the same trans-
mission parameters. For this purpose, the algorithm developed by Dharwadker
and Tevet was used. By using this method, it was found that among the struc-
tures shown in Fig. 10, the graphs A and C are isomorphic, whereas graph B
does not have this characteristic.

A simulation program was developed in order to perform a comparative eval-
uation of the transmission parameters of the networks modeled with Reference
Graphs. The probability of rejecting a connection was assumed as a parameter
determining the transmission properties of the graphs. For this purpose Monte-
Carlo method [20] was used with the following assumptions:

– Structures with the same number of nodes were compared under the condi-
tion that the bitrate of incoming and outgoing inter-nodal links is equal and
constant;

– In each test, the traffic generated at each source node was assumed, and the
selection of the source and target nodes to which the connections were routed,
was based on uniform distribution;

– The shortest possible connection path was selected. In case of several variants
to choose from, the least burdened path was selected.

The simulation of the analyzed networks was based on the following algo-
rithm:

1. Enter an array describing the topology of the network connecting the nodes;
2. Assume a number of subscribers generating traffic in each of the nodes;
3. Enter a confidence interval;
4. Randomly, according to the normalized Poisson distribution, select the num-

ber of calls generated by the subscribers connected to the node;
5. For each connection, select the number of the source node in a pseudoran-

dom way, based on uniform distribution;
6. For each connection, select the number of the target node in a pseudorandom

way, based on uniform distribution;
7. Perform the connection;
8. Add up the global number of generated connections -

∑
GP ;

9. Calculate the number of unrealized connections -
∑

PN ;
10. Repeat steps 5 ÷ 10 until the confidence level is reached;
11. Calculate the probability of rejecting the call pOW =

∑
PN∑
GP .

Exemplary results of simulation are showing on diagrams included below.
Simulations results for reference graph 3rd degree with twenty eight nodes are
showed in Fig. 12 for parameters D(G) = 4, dav = 2, 78.

Results for reference graph 4th degree with nine nodes are showed in Fig. 13
for parameters D(G) = 4, dav = 2, 78. D(G) = 2, dav = 1, 5.
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Fig. 12. Probability of rejecting as a function of traffic reference graph 3rd degree with
twenty eight nodes

Fig. 13. Probability of rejecting as a function of traffic reference graph 4th degree with
nine nodes
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As obtained simulation results show, in some cases despite the same basic
values, i.e. the diameters and average lengths of Reference Graphs, which con-
sist of the same number of nodes, their transmission parameters are differ. To
explain the cause of these differences, it was decided to find other parameters
that could affect the transmission properties of the networks modeled with Ref-
erence Graphs.

3 Summary and Conclusions

The paper presents issues related to the study of transmission properties of
networks described by Reference Graphs. The definition of these graphs and
the method of their construction were given. The simulation program algorithm
which allowed to investigate the transmission properties of the virtual networks
described with the aforementioned graphs was presented. As a measure of these
properties, the probability of rejection of the call was assumed. Based on the
results obtained, it was found that reference graphs of equal number and degree
of nodes differ in transmission properties. It was assumed that such a feature
may be the number of uses of the individual edges of the graph links belonging
to the shortest paths through which information is exchanged between the nodes
or the calculated average probability of making connections through minimum
length paths. The results of the analyzes will be presented in subsequent papers.
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Abstract. Distributed Denial of Service attacks remain one of the main
problems of computer networks and to date there is no method for pro-
tecting network user from the source of the attack. Such attack can block
network resources provided by the servers for many hours. In order to
prevent such cases, it is recommended to use firewalls and IDS/IPS mech-
anisms. Unfortunately, they are not solving the problem. An alternative
solution is the concept of Quality of Services methods, which are not flaw-
less. While they provide the possibility for the administrators to protect
their network resources during the attack, there are no guidelines con-
cerning the mechanism of their functioning. This paper analyzes a case
study of the proposed method of using QoS for network protection.

1 Introduction

It is an undeniable fact that IT systems are nowadays omnipresent and their
users need a fast access to information from every part of the network. The main
weakness of the networks is their susceptibility to blockage due to Distributed
Denial of Service attacks. These attacks have become a serious problem as they
cause network unavailability by blocking services via seizing the system resources
in computers in the network until they stop working. In most cases, a user who
has already started working in the system loses the connection and cannot even
log out of the system. Usually the systems log out their users after the connection
timeout is reached or when a broken connection is detected. DDoS attacks are
nowadays a serious obstacle for the IT systems’ efficient functioning and they
have to be eliminated. Unfortunately, common methods of fighting the DDoS
attack problems [1,3,5–8] are usually limited to using the Intrusion Detection
System and Intrusion Prevention System (IDS/IPS in short) solutions. Such
systems base on a description of well-known attacks or some kind of Artificial
Intelligence solution which is able to learn the actions in some specific scenarios
of the attack. Other solutions suggest using a firewall mounted on the network
edge which can only block the incoming traffic on specific ports or IP address
ranges. In the [4] the authors present the concept of using the Quality of Services
mechanisms implemented in routers. This is a very interesting solution and it
can provide the required tools for network administrators. Unfortunately, the
administrators have to face other problems, which will be presented in this paper.
c© Springer International Publishing AG 2018
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The structure of this paper is as follows. Section 2 shortly describes the issue
of the DDoS attacks and the proposed concept of using QoS method for fighting
the attacks. Section 3 provides a case study of the method implementation and
the problems which it causes. The final part includes a conclusion and discussion
over the method.

2 Concept of QoS Method

There are numerous papers which describe the DDoS attacks [5,7]. As it can be
noticed, these attacks can be performed on various system resources: TCP/IP
sockets [5,6] or DNS servers. Usually the main principle is to simulate so many
correct user connections that their number exceeds the actual system perfor-
mance and drives it to abnormal operation. Some papers [1,3,5–8] describe
methods for dealing with the DDoS attacks by means of their global detection
and the necessity of cooperation between provider’s network. Unfortunately, the
transmission of the attackers’ packets is performed through the provider’s net-
work, therefore if it cannot be blocked, it leads to data link saturation. Of course
this saturation results in a lack of connection to the server. The existing method
allows to limit the incoming traffic on a firewall and lets the servers deal with
the already established connection. QoS methods implemented on routers mea-
sure the incoming traffic and set the priority of transmission of the packets over
the network. Alternatively, QoS methods can be applied on one router, in order
to protect the network resources locally [3]. QoS method bases on counting the
packets, but it is unable to determine whether the packet is a part of a DDoS
attack on some server or not. The solution uses SNMP protocols for obtaining
additional traffic statistics [4]. The offered QoS Service for routers comprises the
following steps [4]:

– the routers are collecting the statistics of the transferred traffic (1),
– the data are divided into the counters of traffic to the specific destination (2),
– the routers are exchanging their statistics over SNMP (3),
– the server which is the aim of the DDoS attack sends a SNMP message to its

router which is under the attack (4),
– the routers are passing the information between each other about the IP

address of the aim of the attack (5),
– basing on the routers statistics they are looking for the sources of the attack

(6),
– when the sources of the attack are recognized, they become blocked (7).

These steps are presented on Fig. 1. Figure 2 shows a general scheme of the
method. The Fair Queue method is used during usual operation of the device
when the packets are transmitted to the receiver. If a DDoS attack is detected,
the packets are transmitted to a special data stream recognition module, which
compares them with the correct connection history database. The history data-
base is supplied by the information gathered from the server. After their cate-
gorization, the packets are either transmitted to the receiver or removed by the
intelligent dropping module, the work algorithm of which is presented in the
next subsection.
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Fig. 1. QoS method concept in practice

3 Implementation Results - A Case Study

As has been already demonstrated by the authors [4], this method does not
solve all problems connected with DDoS attack, but it enables the users to
close their active connection when the attack starts. As it was presented, the
widely used Web browsers: Internet Explorer (12%), Mozilla Firefox (27%) and
Google Chrome (55%) [2], are trying to connect to the server more than once.
Mozilla Firefox browser tries to establish a connection 18 times, while Google
Chrome and Internet Explorer stop after the 9th connection attempt. During the
implementation phase a special algorithm of dropping packets was introduced,
the role of which is to filter the traffic on server’s special open port and to limit
it accordingly to the determined policy. At the beginning of the filtration a list of
the IP addresses which communicate with the server correctly, i.e. which are not
part of the DDoS attack listIP is collected from the data flow history. During
the filtration each packet is checked regarding its presence on the list of the valid
IP addresses listIP . In the case of a positive verification, the packet is sent to
the network, otherwise a counter of the passed packets packet counter is being
checked if its value is greater than the allowable packet limit packet limit in
a time slot t1. If the limit of the packets is exceeded, the packet is dropped -
DROP. In the following time slot the number of current packets packet counter
is zeroed and the above mentioned filtration process is restarted. In such case
the dropping module has to regulate the opening connection limit in a special
intelligent way. It is made as follows:
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Fig. 2. Diagram of the method

– if in a given number of the subsequent time slots subsequent time limit the
limit of the packets is exceeded, the module recognizes a large attack on the
server, and in order to provide it some time to regain its efficiency, the limit
of packets packet limit allowed to passed in time slots is decreased,

– if in the following time slots the packet limit is not exceeded, the module
assumes that the attack on the server started to lose its intensity, so the
packet limit can be increased.

Changing the packet limit is very important for the network administrator
because this value allows the server to handle the incoming connections which
may be potentially correct or to release the resources used incorrectly by the
attacker. This process of decreasing the packet limit should depend on the server
type. As it could be noticed, different server types and services may require
different method and limits. Different servers handle their connections in a dif-
ferent way, so they may require more time or to the contrary, they may prepare
the data very quickly. Thus, the network administrators should be able to cus-
tomize their method of protection depending on the characteristics of the server,
the way the connections are handled and the way they should be processed by the
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Fig. 3. Packet limit on time slots regulated by QoS method [7]

filtering module. This can be achieved by the experimental determination, however
a preferable solution should be based on conscious decision of the administrator.
Such decisions may be based on the server’s resources, its operating system, the
amount ofmemory andprocessors type.During the implementation of themethod,
a DDoS attack on the server was performed. The Fig. 3 presents the packet limit
regulation during the timeslots. The maximum value was 30 while the minimum
value was 10. Over the time those values underwent some adjustments. What is
important is the fact that after the attack these values got back to their maximum.

4 Conclusions

In this article a concept of eliminating DDoS attacks [4] was discussed. While
the methods suggested in the literature focus on blocking the access to the
resources when the attack occurs, the QoS concept allows to work and keep the
connection to the server. The main problem for the network administrators is
the configuration process of the proposed method. The network administrators
have to provide the characteristics of the server and the instructions on how the
connection should be managed during the attack. This problem has not been
considered until now. In order to prepare the firewall in the most optimal way,
some additional study has to be performed. The problem discussed in this study
is that the administrators have to consider their servers resources and software
which is working on them and which decides how the user connection is man-
aged. That implies an additional duty for the network administrators, but even
though the configuration process can be handled automatically, basing on the
experimental determination, conscious human decision remains an incomparably
better solution.
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Abstract. Workflows from DNA sequencing applications have an exten-
sive number of jobs which are reliant and that require parallel execution
if high levels of performance are desired. In this work, a novel workflow
broker based on expert systems is presented to accelerate workflows for
DNA sequencing in cloud computing datacenters. The broker is based on
the adaptation of Fuzzy Rule-Based Systems (FRBSs), which are inspired
by Fuzzy Logic (FL) and rule-based systems, and as shown by simulation
results, it is able to accelerate the processing of genome sequencing more
efficiently than a wide range of scheduling strategies.

Keywords: Cloud computing networks · Workflows · Fuzzy Rule-Based
Systems · Fuzzy Logic

1 Introduction

Cloud computing networks are distributed computing platforms which are con-
sidered as the computational paradigm pioneering the field in the last years [4].
Aside from numerous modern, business applications being conveyed, this world-
view is likewise pulling in numerous established researchers to use the admin-
istrations of cloud for running substantial scale information and calculation
demanding applications [11]. Further, the processing of scientific workflows is
of particular relevance in some areas. A workflow can be characterized as an
arrangement of assignment and conditions between the jobs that are utilized as
fragments of different scientific applications. Specifically, the use of workflows
is extensively used in the field of biomedicine for DNA analysis in prestigious
institutions.

Epigenome Center is at present utilizing the Illumina Genetic Analyzer (GA)
framework to create high throughput DNA succession information (up to 8 bil-
lion nucleotides per week) to outline epigenetic condition of human cells on an
extensive scale [5]. The Center has actualized a robotized investigation pipeline
utilizing Pegasus Workflow Management System to bolster these sequencing
endeavors. Pegasus empowers researchers to develop work processes in unique
c© Springer International Publishing AG 2018
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terms without agonizing over the points of interest of the fundamental execu-
tion condition or the particulars of the low-level determinations required by
the middleware (Condor, Globus, or Amazon EC2). The Epigenomics workflow
is basically an information preparing pipeline that uses the Pegasus Workflow
Management System to mechanize the execution of the different genome sequenc-
ing operations. The DNA grouping information created by the Illumina-Solexa
Genetic Analyzer framework is part into a few pieces that can be worked on in
parallel. The information in each lump is changed over into a record organization
that can be utilized by the Maq framework. Whatever is left of the operations
include the sifting through of loud and defiling successions, mapping arrange-
ments into the right area in a reference genome, creating a worldwide guide and
afterward recognizing the grouping thickness at each position in the genome
This work process is being utilized by the Epigenome Center in the handling of
generation DNA methylation and histone change information.

The primary issue in running these work process applications is mapping the
undertakings of the workflow to a proper asset in the cloud condition. In this
work, a novel workflow broker for cloud computing datacenters based on expert
systems is presented to accelarate workflows for DNA sequencing and Small
untraslated RNA in the previous introduced project. With this aims, synthetic
workflow are used. Synthetic workflow generators utilize the data accumulated
from genuine executions of logical work processes in the genuine frameworks
and learning of procedures behind these work processes to produce practical,
manufactured work processes taking after those utilized by certifiable logical
applications. Further, the code used to produce the greater part of the engineered
work processes underneath, and numerous others, is accessible from the GitHub
store. Results prove that the proposed broker is able to improve other scheduling
strategies and significantly reduce the execution times of critical processes in
genome analysis.

This work is structured as follows. In Sect. 2, the characteristics of the Epige-
nomics DNA sequencing workflows are presented. Next, in Sect. 3, the proposal
is presented and in Sect. 4 the experimental results are discussed. Finally, in
Sect. 5 the main conclusions of the paper are drawn.

2 Background

As introduced before, Epigenome Center uses the Illumina Genetic Analyzer (GA)
framework to create high throughput DNA grouping information (up to 8 billion
nucleotides for each week) to delineate epigenetic condition of human cells on a
vast scale [5,6]. The Center has executed a robotized examination pipeline utiliz-
ing Pegasus-WMS to bolster these sequencing endeavors. A typical Epigenomic
workflow can be observed in Fig. 1 where computational jobs are shown as circles.
Detailed information of the jobs can be found in [12].

The workflow appeared above comprises of seven fundamental strides:
1. exchange grouping information to the bunch stockpiling framework, 2. split
grouping records into various parts to be prepared in parallel, 3. change over suc-
cession documents to the suitable record design, 4. sift through uproarious and
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Fig. 1. Epigenomics DNA sequency workflow example [5].

debasing groupings, 5. delineate to their genomic areas, 6. blend yield from indi-
vidual mapping ventures into a solitary worldwide guide, and 7. utilize arrange-
ment maps to compute the grouping thickness at each position in the genome.
The Epigenome Center is presently utilizing this work process to process its cre-
ation DNA methylation and histone change information. While the workflow as
of now actualizes the base necessities to successfully break down the information,
they are at present attempting to include quality control and checkpoint ven-
tures to make the pipeline more vigorous. Tables 1 and 2 present the execution
times of Epigenomics jobs and Sizes of Epigenomics data items, respectively.

Table 1. Execution times of Epigenomics jobs.

Job Count Mean(s) Variance

fast2bfq 146 0.39 0.02

fastqSplit 2 42 1.8e+02

filterContams 146 1.1 0.5

map 146 9.6e+03 1.7e+07

mapMerge 3 24 33

pileup 1 3.2e+03 0

sol2sanger 146 0.24 0.01
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Table 2. Sizes of Epigenomics data items.

File Type Count Mean(MB) Variance

chunked sfq 420 7.3 1.8e−01

filtered sfq 420 5 9.6e−02

fq format 420 3.7 5.2e−02

bfq format 420 9.5e−01 4.5e−03

out map 420 1 5.9e−03

merged map 6 68 18

merged map 1 400.44 0

indexed map 1 20 0

pileup 1 4.4 0

In general, the execution of Epigenomics workflows is extremely demanding
in terms of time and the use of distributed computing systems is necessary.
Further, the way in which this type of workflows are schedule to each node is
critical to accelerate the process.

3 Proposed Intelligent Broker

The processing of DNA sequencing workflows from Epigenomics requires the
consideration of distributed computing systems and cloud computing is a leading
platform for parallel execution of workflows. In Fig. 2, a general representation
of a cloud datacenter used for biomedical applications is presented, where the
computing nodes and broker can be differentiated.

The first general objective of this work is the application to Epigenomics DNA
sequencing in cloud computing of FL based expert systems and in particular, the
application of Mamdani FRBSs to design cloud brokers where authors have pre-
vious experience [7–10]. FRBSs are master control or broker based frameworks
where FL is utilized as a method for speaking to the framework information and
the association between factors [2]. These frameworks construct theirs choices in
light of “IF-THEN” guidelines or rules where antecedents and consequents speak
to fluffy proclamations for the factors including the framework state, and thusly,
they can manage complex issues where there exist unclearness and vulnerability
with a human-like thinking. Consequently, the thinking system is established on
the utilization of Knowledge Bases (KBs) that incorporate the fluffy run seman-
tics or fluffy sets, Data Bases (DBs) and etymological tenets or master learning,
RBs. Besides, the general structure of these frameworks is comprised of three fun-
damental frameworks: fuzzification, induction and defuzzification frameworks.

In this work, the design of fuzzy rule-based broker as expert scheduling sys-
tem for Epigenomics DNA sequencing that provide scheduling decisions founded
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Fig. 2. Cloud datacenter structure for bioinformatics applications.

of a fuzzy characterization of the uncertain information describing the state of
the cloud network used by Epigenomics and a rule-based reasoning applied to
this characterization is proposed. In Fig. 3 the structure of the intelligent broker
can be observed.

Basically, the point of the broker is to give an index of reasonableness to
each accessible site to be utilized as a part of the present arranging. Accord-
ingly, in each planning venture, the condition of each cloud hub must be gotten
considering an arrangement of cloud info components or factors and this state
in fresh configuration is to be changed into a semantic organization in the fuzzi-
fication framework for each site. Next, the information of the expert system
given as fuzzy rules must be connected to this fuzzy input to get a marker of
appropriateness for the considered site in a fuzzy format in the deduction or
inference framework. At last, this fuzzy index must be converted into a fresh
arrangement in the defuzzification framework. Once the intermediary gets all
the lists for every one of the destinations, the site with a higher esteem, i.e.,
higher appropriateness, must be chosen for the present calendar in the DNA
sequencing process.

First, in the design of the broker based on fuzzy rules, it is necessary to
determine the variables describing the state of the grid as well as to specify
the characteristics of Mamdani FRBSs, i.e., the knowledge representation and
strategy reasoning. Hence, a characterization of the state of the cloud must be
initially obtained. On the one hand, this characterization must be comprehensive
enough to have a thorough knowledge of the sites state and on the other hand,
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Fig. 3. General structure of the intelligent broker for DNA sequencing.

it must be as concise as possible in a way that the complexity of the KB system
expert broker is not increased. The simplicity of the KB is particularly relevant
considering that the computational effort of the learning processes that must be
conducted to improve its quality is proportional to its complexity. In addition,
the KB of the expert system must designed, i.e., the shape, the number and dis-
tribution of the fuzzy sets for each input and output variable and the structure of
the rules must be determined. Also, it is necessary to specify the characteristics
of the fundamental components of the Mamdani FRBSs-based broker, i.e., fuzzi-
fication, inference and defuzzification systems. Finally, the application of genetic
learning strategies in FRBSs to the evolution of the expert broker is proposed
in such a way that the scheduler can acquire and improve its knowledge in the
form of fuzzy rules [8,9].

4 Simulation Results

Considering the large-scale infrastructure required to test the broker in real
systems, the proposal has been evaluated through simulations based on
WorkflowSim-DVFS [1,3]. WorkflowSim-DVFS is open-source software which
is available at [3]. Specifically, the performance of the broker has been ana-
lyzed considering real conditions using an available trace of Epigenomics and
the results have been compared in terms of execution time [5,6]. After the train-
ing of the intelligent broker with a genetic strategy, validation results show that
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Fig. 4. Epigenomics DNA sequency time execution results with diverse scheduling
techniques.

the fuzzy meta-scheduler improves the performance of a wide range of scheduling
strategies: Max Min, Min Min, MCT, DATA, STATIC, FCFS and INVALID [3].
Figure 4 presents the processing evolution of jobs in terms of time for diverse
well-known scheduling strategies in cloud computing and the intelligent broker
for trace Epigenomics46 [5].

As shown, validation results prove that the proposed fuzzy scheduler or
intelligent broker not only outperforms the rest of strategies in terms of final
makespan in approximately 32%, but also the partial results for makespan are
equal or lower than the rest of strategies. Hence, it has been observed that the
expert broker does not only improve other classical strategies in terms of the con-
sidered optimization objective/s used for its optimization (makespan) but also,
the fuzzy approach can lead to efficient results in partial makespan by offering
a good harnessing of the resources in the cloud system.

5 Conclusions

This work has proposed an intelligent broker based on the adaptation of
Mamdani FRBSs for DNA sequencing. The essential components that define the
reasoning strategy of the broker in order to obtain the output of the broker have
been explained and validated simulation results in terms of makespan have been
presented for an Epigenomics real trace. As discussed, the intelligent broker does
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not only outperform a wide set of scheduling strategies in cloud computing in
terms of makespan but also, the evolution of the execution of partial makespan
is lower, what shows the efficiency of the proposal to schedule DNA sequencing
workflows.
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Abstract. This paper gives an overview of Learning Management Sys-
tem (LMS) features based on observations on a blended learning course
under the Erasmus+ project COLIBRI. We explain the main features
of LMSes under two main categories: accessibility content-related and
underline the capabilities of four LMSes, Moodle, Blackboard Learn,
Canvas, and Stud.IP with respect to these. We explain how these fea-
tures were utilized to increase the efficiency, tractability, and quality of
experience of the course. We found that an LMS with advanced features
such as progress tracking, modular course support, interactive content
support, and content access restriction is of paramount importance for
blended learning courses.

1 Introduction

Among the various aspects of teaching a course, organization of the course mate-
rials is a component with paramount importance. A well-organized course is not
only tractable and easy to manage, but also transparent for all the stakehold-
ers involved (i.e., lecturers, students, and the administration). With the preva-
lent usage of ICT systems in education, new ways of presenting content to the
students such as video lectures, interactive videos, discussion boards, etc. has
become an integral part of many higher education courses. In order to man-
age this, more and more higher education institutions has started to Learning
Management Systems (LMS) for the administration and organization of courses,
including Moodle, Blackboard Learn, and Canvas.

As of 2017, there are more than 180 LMSes available on the market with
different capabilities and functionalities [10]. In general, an LMS offers tools for
course administration, assignment management, progression tracking, grading,
and student collaboration. Most of the LMSes are web-based software appli-
cations with strong mobile platform support to allow higher accessibility and
better suitability for e-learning programs. Although some LMSes are designed
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specifically for e-learning courses and programs or Massive Open Online Courses
(MOOCs), the most prominent LMSes are designed for both classical courses and
e-learning programs and contains functionalities for both.

The main contribution of this paper is an experience-based analysis of using
LMSes in a blended learning course (a course with both virtual and physical
learning components) to help institutions in choosing a suitable LMS and select-
ing relevant features for their courses. Our experience is based on the course
“Future Internet Opportunities” offered by seven universities, one governmental
organization, and two enterprises that work together in the Erasmus+ project
COLIBRI [3]. The course is taken by students from all the universities, and
consists of two virtual and two physical phases as described:

– First virtual phase: In this phase, students follow a number of modules offered
over an LMS. We offer 10 different modules, where each can be taken at
introductory, basic, or advanced levels. All students follow all modules at
introductory level, and then choose those to be taken at basic and advanced
levels. The topics include more technical topics such as wireless networks and
future Internet architecture, more usability focused topics such as Information
systems and Services and applications, and more business oriented topics such
as Enterprise architecture and Entrepreneurship. The modules are mainly
based on online learning materials (i.e., video lectures), but some also make
use of peer learning activities.

– First physical phase: After the first virtual phase, the students convene in a
physical location for a five-day-long midway seminar. The first days of this
seminar focus on finishing the modules, along with training in group work,
whereas the last days focus more on the problem based project work in groups.

– Second virtual phase: In the third phase, the students work in groups online
on the projects assigned to them. They mainly utilize various virtual collabo-
ration tools as well as the content offered in the first phase though the course
LMS.

– Second physical phase: Finally, the students meet again in another location for
a final five-day-long physical final seminar. In this phase, all students, super-
visors and company representatives meet each other to finalize the projects
and conduct the exams.

2 Learning Management Systems

For many years, LMSes are mainly hosted by the institution offering the courses
in question. In the last couple of years, more prominent LMSes are being offered
by the vendors as Software as a Service (SaaS) in which the LMS and all of
the data is located in a cloud server managed by the vendor. Unlike classical
LMS services, the vendor is responsible for managing and maintaining the LMS
as well as keeping the data secure and accessible. The main advantage of the
SaaS approach is greatly reducing the maintenance load of the software by the
institution which is especially desirable for smaller institutions with limited IT
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support capabilities. However, using a SaaS-based LMS incurs a potential secu-
rity and privacy vulnerability since the institution has limited control over all of
its course contents.

Among the high number of LMSes available on the market only a handful of
them are widely used by institutions. According to LMS usage research in 2016,
three systems in particular share the majority of the LMS market in the US,
Canada region: Blackboard Learn [1], Moodle [8], and Canvas [2] with 33%, 20%,
and 20% of all institutions respectively [5]. On the other hand, in the European
region, Moodle dominates with a very high usage amount with 65% followed
by Blackboard Learn by 12%. Although Canvas currently only has a very low
percentage of usage in Europe, 33% of all newly installed LMSes in Europe is
Canvas [5]. In both regions, in addition to these three LMSes, a variety of locally-
developed LMSes show a high amount of usage in their home countries such as
It’s Learning in Norway [7], Stud.IP in Germany [11], Olat in Switzerland [9],
and D2L in Canada [4].

We focus on four LMSes in this paper. First, Moodle is an open source
LMS that has been initially released in 2002. It is been distributed under GNU
General Public license and has been maintained by the Moodle community.
Being an open source system with high customizability, it has been adapted by
many institutions as the main LMS used in both classical learning, e-learning,
and blended learning programs. Second, Blackboard Learn is a proprietary LMS
developed and managed by Blackboard Inc. since 1997. Initially released as a
locally hosted LMS, but in the last couple of years, Blackboard Learn has also
been offered as a SaaS. Similar to Moodle, it offers high customizability and
it is the most widely used LMS in the US, Canada region. Third, Canvas is a
relatively new LMS, initially released in 2008 by Instructure. It is offered both as
an open-source LMS free of charge if locally hosted or as a paid SaaS. Although
a new system, it has attained a high amount of popularity over the last couple of
years. Finally, we chose to add StudIP in our comparisons since it is a prominent
European-originated LMS which is being used widely in Germany (Table 1).

Table 1. LMS licensing

LMS name License (Local Hosted) License (SaaS)

Moodle Free (Open-Source) N/A

Blackboard learn Paid service Paid service

Canvas Free (Open-Source) Paid service

Stud.IP Free (Open-Source) N/A

We investigate LMS features in two broad categories: accessibility and con-
tent. Accessibility features focus on how LMS data can be accessed and how
the LMS communicates with systems outside the LMS, whereas content features
deal with tools that help in presenting course content to the students. Although
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a variety of LMSes are used among the partners of COLIBRI, we have utilized
Moodle in the joint course because of its versatility, customizability, and being
very conventional for European instructors and students.

3 Accessibility Features

LMSes are mainly accessed via a web site by all the users of the system. When
locally hosted, each institution has its own web site, whereas when SaaS-based
there is a single web site for the whole system. In order to increase accessibility,
most contemporary LMSes also offer access through mobile applications. Each
user, e.g. an instructor or a student, accesses the system via a user account
associated with an e-mail address that is in many cases given and managed
by the institution. Many LMSes offer an Internal Messaging (IM) system for
communication between instructors and students but usually limit the messag-
ing capability of each user based on the institution policy (e.g., an instructor
can only sends messages to students taking his course, students cannot send
messages to each other). An important part of the IM system is automatic for-
warding to external e-mail addresses, a useful feature especially for e-learning
and blended learning courses where coordination among instructors and students
are conducted mainly via the LMS (Table 2).

Table 2. Accessibility features by LMS

LMS name Internal
messaging

Mobile app Automatic IM
forwarding

Content
exportable

Public
access

Moodle Yes Android, iOS Yes Yes Yes

Blackboard learn Yes Android, iOS Yes Yes Yes

Canvas Yes Android, iOS Yes Yes Yes

Stud.IP Yes Android, iOS Yes Yes Yes

Course materials in many LMSes can be exported or imported as a whole.
A course in an LMS is generally specific to a particular semester since course
materials tend to change between semesters. Preparing all the materials from
scratch in every single semester introduces an additional time-consuming task
for the instructor. Using such export/import tools an instructor can re-deploy a
course in an upcoming semester. Also, such a feature is useful in cases where a
course is to be repeated in another institute.

In some scenarios, LMSes need to communicate with external services. A good
example of such an external service is the plagiarism-prevention system called
Turnitin. In a text submission assignment, the LMS passes a student’s submission
to Turnitin which checks if the content is a copy of a text available on the Inter-
net as a percentage value. There are many such external-system-communication-
tools available for LMSes. These tools are usually handled by the Learning Tools
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Interoperability (LTI) standard which works with most prominent LMSes in the
market.

Lastly, some institutions want their content to be available and accessible to
the general public, especially when following an open-university policy. A critical
issue regarding public access to the LMS content is to be able to differentiate
between the general course content and the personalized results (e.g., a student’s
grades and assignment). Therefore, it is desirable for LMSes to distinguish the
parts to be given public access and the parts kept private.

4 Content-Related Features

The course content is composed of various items in an LMS. In the beginning, a
basic module for laying out the course is described using a syllabus page which
can be considered as the starting point of the course content. According to the
syllabus the course content is divided into lecture-related materials (i.e., weekly
lecture presentations or video lectures) and graded activities (i.e., quizzes, exams,
homework assignments) (Table 3).

In both e-learning and blended learning courses, the main lecture-related
material of a course is generally composed of video lectures. This can be done by
both directly uploading videos to the LMS or uploading the video to commonly-
used video platforms (e.g., Youtube) and putting a link to these videos in the
course content. Recently via the usage of an HTML5 technology called H5P [6],
some LMSes like Moodle allow interactive content such as videos with interactive
components (e.g., videos with built-in quizzes) to be added to the course content.
Such interactive content aims to increase the attention of the students to the
course content by periodically asking the students to interact with the content
instead of just passively watching.

Graded activities are another critical part of an LMS. Most LMSes offer a
variety of graded assignments including true/false, multiple choice, matching, fill
in the blanks, essay answer, arithmetical, file-submission questions. Usually the
tools allow the instructors to add automated grading rules in some assignments,
mostly for yes/no or multiple choice questions. Instructors can also add some
specific comments if a particular wrong answer is given for a given question.
Although, it takes time for the instructor to come up with a lot of specific
comments on different incorrect answers we observe that it greatly increases the
responsiveness of the system which in turn increases the course quality greatly.
In addition to grading-by instructors, LMSes generally also allow peer-reviewing
in assignments.

In addition to the main content-based resources, most LMSes also offer some
kind of forum, discussion board support to support peer-learning. This kind
of features allows students to communicate among themselves when they are
stuck at a certain part and ask the help of their classmates. Forums and dis-
cussion boards are much more useful in an e-learning or blended-learning course
in which the students have no-to-limited communication capabilities with their
classmates.
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Table 3. Content-related features by LMS

LMS name Activity access
restriction

Allows course
modules

Progress
tracking

Outcome
management

Moodle Date, Activity
completion, Grade,
Student group,
Password

Yes Yes No

Blackboard learn Date, Activity
completion, Grade,
Student group,
Password

Yes Yes Yes

Canvas Date, Student group,
IP Address, Password

Yes Yes Yes

Stud.IP Date, Student group,
IP Address, Password

No No No

These content-related features can be considered as the main features of an
LMS. Therefore, all four LMSes mentioned in this paper support these features
(i.e., video lectures, quizzes, peer reviews, assignment uploads, forums). The only
notable exception is the interactive content via H5P. Currently, only Moodle
supports these kind of interactive components.

In some courses, the content of a given course can be asked to be divided
into smaller modules. Such modular course building increases the tractability
of the course as a whole and allows more granularity for course outcomes and
progress tracking. However, such modular-courses might be difficult to follow
by the students since they can start from any part of the course and can get
overwhelmed by the content’s depth. To remedy these issues, some LMSes offer
access restrictions over content which allows hiding some parts of the content
until a certain prerequisites are met. LMSes offer a variety of access restriction
prerequisites such as dates, other activity completions, and getting at least a set
amount of grades from previous graded activities.

Utilizing Progression tracking, the students can keep track of their progress
in each module and the instructors can track each student’s progress. Since each
student will work on the modules he/she is taking in a completely asynchro-
nous fashion than his/her classmates, such a progress tracking on an individual
student basis allows a high amount of tractability on the student’s progress.

Lastly, some LMSes allow an advanced module-based feature called module-
based outcome management. In this feature, the instructor sets the contribution
of each module to the overall outcomes of the course. At the end of the course,
based on the student’s grades on each module, the LMS can provide a report on
each students attained level in each outcome separately. This report will provide
a much more granular outcome compared to a single letter grade from a course.
Among the four LMSes we are investigating in this paper, only Canvas has such
a feature.
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5 Experiences on LMS Features in Blended Learning

In our course offered by the COLIBRI project, we come to realize that the user
interface of the LMS plays a very important part. LMSes have different design
approaches in their user interface and users (both students and instructors) are
used to the user interfaces of the LMS at their home university. This familiar-
ization becomes somewhat of a problem when adapting to LMSes with different
user interface design choices. If the user interface of different LMSes follow a
similar design choice, this familiarization could be transformed into a benefit
instead of an issue to be resolved.

We have utilized several of the features explained in the previous sections
to a great benefit. One such feature was the automatic IM forwarding since the
students and instructors were coming from seven different institutions having
different LMSes and e-mail systems. It is our experience that it is very cumber-
some for both students and instructors to be using multiple systems for different
courses. An automatic IM forwarding system allowed our students and instruc-
tors to utilize the dedicated LMS of the course without the need for checking
every LMS they are enrolled to individually.

One of the main content types we have utilized in the COLIBRI course
has been video lectures. Based on our experience, video lectures are at highest
efficiency if they are kept around 5–10 min each. In longer video lectures, it
becomes harder to keep the interest of the students. In the third iteration of
our course, we also experimented with interactive videos using H5P in which
small questions (e.g., a multiple choice or a true/false question) can be inserted
inside lectures by automatically pausing the video, showing the question, and
only reverting back to the video when the student answers the question. We
observe that such additional interactivity considerably increases the attention of
the students to the lecture.

In addition to the video lectures, another type of content we have uti-
lized heavily was quizzes. Generally we assigned a quiz assignment after every
1–2 video lectures to evaluate the progress of the students. Moodle allows
both automated quiz grading and manual grading in assignments. For simpler
questions (e.g., multiple choice questions), we chose to implement automated
answer checking and commenting. Such automated grading and commenting
greatly increases the responsiveness of the system to the student’s activities
which in turn increases the attention of the students. In other questions (e.g.,
written assignments) we used manual grading since written answers can vary
greatly from student to student. We observe that since automated grading gives
responses to the students instantly, it is very well received by the students
whereas manual grading is not that well received. Consequently, we can suggest
that shorter assignments aimed to increase the attention level of the students
are best developed so that they allow automated grading while mini-project-like
longer assignments should be kept as manual graded assignments.

One of the unique aspects of the course offered in the COLIBRI project is
the fact that the course is composed of many modules but a single student is
only responsible from a set of modules among all the available ones. So, in order
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to facilitate such a customizable course over an LMS, we heavily utilized the
module support of Moodle. All the content related to a single module is packed
together and clearly separated from the rest of the content to eliminate any
potential confusion of the students. In each module, the contents are laid out in
a clear sequence like video lecture 1 first, then quiz 1, then video lecture 2, etc.
One potential issue about such a sequenced modules is to make sure that the
students are following the sequence as intended by the instructors. To enforce
a mandatory flow inside each module, we utilized some date-based restrictions
as well as grade-based restrictions in our course. Such restrictions eliminate the
possibility of students not abiding the module flow which might be detrimental
to the education value of the course.

6 Conclusion

Based on our observations of our blended learning course under the COL-
IBRI project, LMSes are indispensable components of blended learning courses.
Advanced features such as progress tracking, course modularization, and inter-
active content increases the quality of blended learning courses considerably.
Besides blended learning courses, the observations we have made in the paper
also applies to normal course with online content such as courses using the flipped
classroom paradigm. We believe that our observations are useful to both insti-
tutions that aim to develop similar blended learning courses as well as for the
LMS developers in order to decide which new features to develop.
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Abstract. With the traditional approach, it is assumed that the transi-
tion to normalized estimates of the correlation functions of noisy signals
makes it possible to simplify calculations, move to a dimensionless value,
and thus compare processes with different values of the variances. As this
paper shows, the obtained results still contain significant noise-induced
errors even when the classical conditions are fulfilled. The technology
for corrected calculation of normalized correlation functions of noisy sig-
nals is proposed in the paper, which allows us to significantly reduce
noise-induced errors, even if the classical conditions do not hold.

1 Introduction

In modern information systems, correlation analysis is used to solve problems
of diagnostics, identification, forecasting, optimization, control, etc. In order to
solve such problems, information systems have to ensure precise calculation of
the estimates of statistical characteristics of technological parameters and find
their own and cross-correlation matrices.

It is assumed in literature that with the traditional approach, the classical
conditions are fulfilled for the real signal g(t) consisting of the useful signal X(t)
and the random noise ε(t). It means that the process under investigation is a
standard ergodic process, the random noise has zero mathematical expectation

mε = o, the uncorrelated values of the samples 1
N

N∑

i=1

◦
ε (iΔt)

◦
ε ((i + μ) Δt) = o

when μ �= o, the useful signal X(t) and the noise ε(t) obey the normal distrib-
ution law with no correlation between them [3,11]. However, as shown in [1,2],
when these conditions hold, the estimates of the autocorrelation functions of
noise signals have no errors at all time shifts μ, except for zero time shift μ = o,
when the estimate consists of the sum of the estimates of the autocorrelation
function of the useful signal and the noise variance. Meanwhile, the estimates
of the cross-correlation functions do not contain noise-induced errors at all time
shifts μ. According to the existing literature [3,11], in order to eliminate the
effects of the noise on the estimate of the autocorrelation function at zero time
shift μ = o, it is appropriate to proceed to the normalized estimates of correlation
functions. It is known that standardization or normalization reduces the values
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of all transformed variables to the single range of values by expressing them
through the relationship of these values to some value that reflects certain prop-
erties of a concrete attribute [4]. At the same time, the normalization process
indeed allows us to independently compare cross-correlations of absolute values
of data [6]. In addition, the normalization of the indicators is often required,
and this is convenient in order to proceed to dimensionless variables [9]. Also
in most cases, random functions are approximated by a normalized correlation
function [10]. It is customary to immediately proceed to normalized correla-
tion functions. Normalized correlation functions are assumed to be convenient,
because their values do not exceed unity [8]. It is also known that to estimate
the degree of dependence of the cross sections of a random function it is more
convenient to use the normalization of the correlation function [7]. Also, it is
generally accepted that the normalized correlation function is used to be able to
compare processes with different values of variances [5].

However, it is natural that in the case when the classical conditions [1–3,11]
are not satisfied, the magnitude of the error from the effect of the noise on the
estimates of the normalized correlation functions will be even more significant,
and this will lead to inadequate solutions to the above problems. In this regard,
there is a need for the development of the information technology focused on
the calculation of “corrected” normalized correlation functions. This article is
devoted to solving this problem.

2 Problem Statement

It is shown in literature that the normalized autocorrelation function is calcu-
lated from the formula [3,11]:

r ◦
X

◦
X

(μ) = R ◦
X

◦
X

(μ)
/

D (x) (1)

where X(t) is the useful signal, D(x) is its variance, R ◦
X

◦
X

(μ) is the correlation
function.

R ◦
X

◦
X

(μ) =
1
N

N∑

i=1

◦
X (iΔt)

◦
X ((i + μ) Δt)

where μ = o, μ = Δt, μ = 2Δt, μ = 3Δt, . . . . The normalized autocorrelation
function of the noisy signal consisting of the random useful signal X(t) and the
noise ε(t)

g(t) = X(t) + ε(t) (2)

is calculated from the formula:

r◦
g

◦
g
(μ) = R◦

g
◦
g
(μ)

/
D (g) (3)

Similarly, the formula for calculating the estimates of the normalized cross-
correlated functions r ◦

x1
◦

x2
(μ) of the useful signals X1(t) and X2(t) looks as

follows:
r ◦
X1

◦
X2

(μ) = R ◦
X1

◦
X2

(μ)
/√

D (x1) · D (x2) (4)
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The normalized cross-correlation function of the noisy signals g1(t) and g2(t)
consisting of the random useful signals X1(t) and X2(t) and the noises ε1(t) and
ε2(t), respectively,

g1(t) = X1(t) + ε1(t), (5)

g2(t) = X2(t) + ε2(t), (6)

is calculated from the formula:

r ◦
g1

◦
g2

(μ) = R ◦
g1

◦
g2

(μ)
/√

D (g1) · D (g2) (7)

The following equalities hold true between the estimates of the normalized auto-
correlation function r◦

g
◦
g
(μ) of the noisy signal g(t) and the estimates of the

normalized autocorrelation function r ◦
X

◦
X

(μ) of the useful signal X(t), as well
as between the estimates of the normalized cross-correlation function r ◦

g1
◦
g2

(μ)
of the noisy signals g1(t) and g2(t) and the estimates of the normalized cross-
correlation function r ◦

X1
◦

X2
(μ) of the useful signals X1(t) and X2(t) [1, p. 172]

and [2, p. 112]:
r◦
g

◦
g
(μ) ≈ r ◦

X
◦
X

(μ) , (8)

r ◦
g1

◦
g2

(μ) ≈ r ◦
X1

◦
X2

(μ) . (9)

However, comparing experimentally expression (1) with expression (3), and
expression (4) with expression (7), we can see that the estimates of the normal-
ized auto- and cross-correlation functions of the useful signals differ significantly
from the estimates of normalized auto and cross-correlation functions of the
noisy signals, i.e. [1,2,4,6]

r◦
g

◦
g
(μ) �= r ◦

X
◦
X

(μ) (10)

r ◦
g1

◦
g2

(μ) �= r ◦
X1

◦
X2

(μ) (11)

This paper seeks to develop a technology that allows us to obtain corrected
estimates of the normalized correlation functions of noisy signals that ensure
the following equalities:

rR
◦
g

◦
g
(μ) ≈ r ◦

X
◦
X

(μ) (12)

rR
◦
g1

◦
g2

(μ) ≈ r ◦
X1

◦
X2

(μ) (13)

The algorithm for calculating the noise variance was made using the following
formula (14). In [1,2], it is shown that the noise variance of the noisy signal
g(iΔt) can be calculated from the expression:

D (g) = R◦
g

◦
g
(μ = 0) = 1

N

N∑

i=1

◦
g (iΔt)2 = 1

N

N∑

i=1

( ◦
X (iΔt) +

◦
ε (iΔt)

)2

Dε = 1
N

N∑

i=1

[ ◦
g
2

(iΔt) +
◦
g (iΔt)

◦
g ((i + 2) Δt)

−2
◦
g (iΔt)

◦
g ((i + 1) Δt)

] (14)
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3 Technology for Calculating the Corrected Estimates
of Normalized Correlation Functions

In the following paragraphs, we will discuss a new technology for calculating
the corrected estimates of normalized correlation functions, using the calcula-
tion of the estimates of the noise variances Dε. For this purpose, the following
technology is proposed for calculating the corrected estimates of the normalized
autocorrelation and cross-correlation functions of noisy signals. We calculate the
following:

1. estimates of the auto-correlation function of the centered noisy signal

◦
g (t) : R◦

g
◦
g
(μ) =

1
N

N∑

i=1

◦
g (iΔt)

◦
g ((i + μ) Δt),

◦
g (t) = g (t) − mg; (15)

2. estimates of the normalized auto-correlation function of the noisy signal

◦
g (t) : r◦

g
◦
g
(μ) = R◦

g
◦
g
(μ)

/
D (g)

=
(

1
N

N∑

i=1

◦
g (iΔt)

◦
g ((i + μ) Δt)

)/
1
N

N∑

i=1

◦
g (iΔt)

◦
g (iΔt)

(16)

3. the estimates of the variance Dε of the noise ε(iΔt):

Dε =
1

N

N∑

i=1

[
◦
g
2

(iΔt) +
◦
g (iΔt)

◦
g ((i + 2) Δt) − 2

◦
g (iΔt)

◦
g ((i + 1) Δt)

]
(17)

4. corrected estimates of the normalized auto-correlation function when μ �= o:

rR
◦
g

◦
g
(μ) = R◦

g
◦
g
(μ)

/
(D (g) − Dε) (18)

where

D (g) =
1
N

N∑

i=1

◦
g
2

(iΔt) (19)

or

rR
◦
g

◦
g
(μ) =

(
1
N

N∑

i=1

◦
g (iΔt)

◦
g ((i + μ) Δt)

)/

1
N

N∑

i=1

[
2

◦
g (iΔt)

◦
g ((i + 1) Δt) − ◦

g (iΔt)
◦
g ((i + 2) Δt)

] (20)

5. corrected estimates of the normalized auto-correlation function

rR
◦
g

◦
g
(μ) =

⎧
⎪⎪⎨

⎪⎪⎩

1 when μ = 0
1
N

N∑

i=1

[
◦
g(iΔt)

◦
g((i+μ)Δt)

]

1
N

N∑

i=1

[

2
◦
g(iΔt)

◦
g((i+1)Δt)−◦

g(iΔt)
◦
g((i+2)Δt)

] when μ �= 0 (21)

at any value of the time shift.
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The technology for calculating the robust estimates of the normalized cross-
correlation functions of the noisy signals is as follows:

1. estimates of the cross-correlation function of the noisy signals
◦
g
1
(t) and

◦
g2 (t) : R◦

g1
◦
g2

(μ) = 1
N

N∑

i=1

◦
g1 (iΔt)

◦
g2 ((i + μ) Δt),

◦
g1 (t) = g1 (t) − mg1 ,

◦
g2 (t) = g2 (t) − mg2

(22)

2. estimates of the normalized cross-correlation function of the noisy signals:

r◦
g1

◦
g2

(μ) =
R◦

g1
◦
g2

(μ)√
D(g1)·D(g2)

=
1
N

N∑

i=1

◦
g1(iΔt)

◦
g2((i+μ)Δt)

√(
1
N

N∑

i=1

◦
g1(iΔt)

◦
g1(iΔt)

)

·
(

1
N

N∑

i=1

◦
g2(iΔt)

◦
g2(iΔt)

)
(23)

3. the estimates of the variance Dε1 of the noise ε1(iΔt):

Dε1 = 1
N

N∑

i=1

[◦
g1 (iΔt)

◦
g1 (iΔt) +

◦
g1 (iΔt)

◦
g1 ((i + 2) Δt)

−2
◦
g1 (iΔt)

◦
g1 ((i + 1) Δt)

] (24)

4. the estimates of the variance Dε2 of the noise ε2(iΔt):

Dε2 = 1
N

N∑

i=1

[◦
g2 (iΔt)

◦
g2 (iΔt) +

◦
g2 (iΔt)

◦
g2 ((i + 2) Δt)

−2
◦
g2 (iΔt)

◦
g2 ((i + 1) Δt)

] (25)

5. corrected estimates of the normalized cross-correlation function will be as
follows at any value of μ:

rR
◦
g1

◦
g2

(μ) = R◦
g1

◦
g2

(μ)
/√

(D (g1) − Dε1)
√

(D (g2) − Dε2) (26)

where

D (g1) = 1
N

N∑

i=1

◦
g1 (iΔt)

◦
g1 (iΔt) ,

D (g2) = 1
N

N∑

i=1

◦
g2 (iΔt)

◦
g2 (iΔt) ,

(27)

or

rR
◦
g1

◦
g2

(μ) =
1
N

N∑

i=1

◦
g1(iΔt)

◦
g2((i+μ)Δt)

√

1
N

N∑

i=1
2

◦
g1(iΔt)

◦
g1((i+1)Δt)−◦

g1(iΔt)
◦
g1((i+2)Δt)

· 1√

1
N

N∑

i=1
2

◦
g2(iΔt)

◦
g2((i+1)Δt)−◦

g2(iΔt)
◦
g2((i+2)Δt)

(28)
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4 Technology of Computational Experiments

To validate the new technology for correct calculation of normalized correlation
functions, a large number of computational experiments have been carried out
using the latest version of MATLAB Signal Processing Toolbox - R2017a.

When performing computational experiments, useful signals X(t), noises ε(t)
and noisy signals g (iΔt) = X (iΔt) + ε (iΔt) with given characteristics were
generated for estimating the autocorrelation functions. For each generated useful
signal X(t), the condition of constancy of the mathematical expectation was
verified, i.e., the satisfaction of the equality

mx (T1) ≈ mx (T2) ≈ . . . ≈ mx (Tn) ≈ mx

or the inequality

mx (T1) �= mx (T2) �= . . . �= mx (Tn) �= mx

Then, the estimates of the normalized autocorrelation functions r ◦
X

◦
X

(μ) the
useful signals calculated from formula (1), the autocorrelation functions r◦

g
◦
g
(μ)

of the noisy signals were calculated from formula (16), the variance Dε of the
noise ε(t) from formula (14), and finally, the corrected estimates of the normal-
ized autocorrelation function rR

◦
g

◦
g
(μ) obtained from formula (21) were computed,

and the estimates of the normalized correlation functions were compared. To this
end, the following were calculated: values of the relative errors of the estimates
of the normalized autocorrelation functions r◦

g
◦
g
(μ) and the corrected estimates

of rR
◦
g

◦
g
(μ) of the noisy signals from the expressions:

Δr ◦
X

◦
X

(μ) =

∣
∣
∣r◦

g
◦
g
(μ)−r ◦

X
◦
X
(μ)
∣
∣
∣

∣
∣
∣r ◦

X
◦
X
(μ)
∣
∣
∣

∗ 100

ΔrR
◦
X

◦
X

(μ) =

∣
∣
∣
∣r

R
◦
g

◦
g
(μ)−r ◦

X
◦
X
(μ)

∣
∣
∣
∣

∣
∣
∣r ◦

X
◦
X
(μ)
∣
∣
∣

∗100%.

(29)

When performing computational experiments, useful signals X1(t), X2(t), noises
ε1(t), ε2(t) and noisy signals g1(iΔt) = X1(t) + ε1(t), g2(iΔt) = X2(t) + ε2(t)
were generated for estimating the cross-correlation functions. For each gener-
ated useful signal X1(t), X2(t), the condition of constancy of the mathematical
expectation was verified, i.e., the satisfaction of the equalities

mx1 (T1) ≈ mx1 (T2) ≈ . . . ≈ mx (Tn) ≈ mx1 ,

mx2 (T1) ≈ mx2 (T2) ≈ . . . ≈ mx2 (Tn) ≈ mx2 ,

or the inequalities

mx1 (T1) �= mx1 (T2) �= . . . �= mx (Tn) �= mx1 ,

mx2 (T1) �= mx2 (T2) �= . . . �= mx2 (Tn) �= mx2 ,
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Then, the estimates of the normalized cross-correlation functions r ◦
X1

◦
X2

(μ),
r◦
g1

◦
g2

(μ) of the useful signals X1(t), X2(t) and the noisy signals g1(t), g2(t)
were calculated from expressions (4) and (23); the values of the variances Dε1 ,
Dε2 of the noises ε1(t), ε2(t) from formulas (24) and (25); the robust estimates
of the normalized cross-correlation function rR

◦
g1

◦
g2

(μ) from formula (26) and a

comparative analysis was performed. To this end, the following were calculated:

1. values of the relative errors of the estimates of the normalized cross-correlation
functions r◦

g1
◦
g2

(μ) of the noisy signals from the expression:

Δr ◦
X1

◦
X2

(μ) =
∣
∣
∣r◦

g1
◦
g2

(μ) − r ◦
X1

◦
X2

(μ)
∣
∣
∣
/∣

∣
∣r ◦

X1
◦
X2

(μ)
∣
∣
∣ ∗ 100% (30)

2. values of the relative errors of the robust estimates of the normalized cross-
correlation functions rR

◦
g1

◦
g2

(μ) from the expression:

Δr2◦
X1

◦
X2

(μ) =
∣
∣
∣r2◦

g1
◦
g2

(μ) − r ◦
X1

◦
X2

(μ)
∣
∣
∣
/∣

∣
∣r ◦

X1
◦
X2

(μ)
∣
∣
∣ ∗ 100%

5 Results of the Computational Experiments

Results of the computational experiments for the estimates of normalized auto-
correlation functions.

5.1 The First Type of Experiments

Useful signal X(t) is generated as a sum of harmonic oscillations and the classical
conditions are fulfilled for it. Noise obeys different distribution laws with the
mathematical expectation mε ≈ o.

Experiment N1.
Useful signal X(iΔt) = 40 sin(iΔt) + 100. Noise ε(t) obeys the normal dis-
tribution law with the variance D(ε) ≈ 90. Thus, a useful signal and a noise
are generated that satisfy the classical conditions.

Experiment N2.
Useful signal X(iΔt) = 40 sin(iΔt)+25 cos(0.5 · iΔt)+120. Noise ε(t) obeys
the binomial distribution law with the variance D(ε) ≈ 130.

Experiment N3.
Useful signal X(iΔt) = 40 sin(iΔt) + 25 cos(0.5 · iΔt) + sin(10 · iΔt) + 100.
Noise ε(t) obeys the exponential distribution law with D(ε) ≈ 229.

Experiment N4.
Useful signal X(iΔt) = 40 sin(iΔt) + 25 cos(0.5 · iΔt) + 3 sin(2 · iΔt) + 115.
Noise ε(t) obeys beta-distribution with D(ε) ≈ 136.

Experiment N5.
Useful signal X(iΔt) = 40 sin(iΔt) + 25 cos(0.5 · iΔt) + 3 sin(2 · iΔt) + 115.
Noise ε(t) obeys gamma-distribution with D(ε) ≈ 52.
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5.2 The Second Type of Experiments

Useful signal X(t) is generated as a sum of harmonic oscillations and the con-
dition of constant mathematical expectation is violated for it and inequalities
hold. The distribution law of the noise ε(t) is other than normal, mathematical
expectation mε ≈ o. Thus, the classical conditions are violated for the useful
signal and the noise.

Experiment N6.
Useful signal X(iΔt) = 50 sin(iΔt) + 5 cos(0.5 · iΔt) + 2 sin(iΔt) + · · · +
5 cos(13 · iΔt) + 15. Noise ε(t) obeys the lognormal distribution with
D(ε) ≈ 665.

Results of the computations for Experiment N1 and Experiment N6 are given
in Table 1. Similar results have been obtained for Experiments N2, N3, N4, N5.

Results of the computational experiments for the estimates of normalized
cross-correlation functions.

Table 1. Results of computational experiments

5.3 The First Type of Experiments

Useful signals X1(t), X2(t) are generated as sums of harmonic oscillations and
the classical conditions are fulfilled for them. Noises ε1(t), ε2(t) obey different
distribution laws with mathematical expectations mε1 ≈ o, mε2 ≈ o.
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Experiment N7.
Useful signals X1(iΔt) = 40 sin(iΔt)+100, X2(iΔt) = 40 sin(1.15·iΔt)+200.
Noises ε1(t), ε2(t) obey the normal distribution law with variances D(ε1) ≈
89.76, D(ε2 ≈ 430). Thus, useful signals and noises are generated that satisfy
the classical conditions.

Experiment N8.
Useful signals X1(iΔt) = 40 sin(iΔt) + 100, X2(iΔt) = 40 sin(1 · iΔt) +
· · · + 20 cos(0.5 · iΔt) + 120. Noise ε1(t) obeys the binomial distribution law
with D(ε1) ≈= 130.5, noise ε2(t) obeys the normal distribution law with
D(ε2) ≈= 359.

Experiment N9.
Useful signals X1(iΔt) = 40 sin(1 ·iΔt)+25 cos(0.5 ·iΔt)+sin(10 ·iΔt)+100,
X2(iΔt) = 40 sin(iΔt) + 100. Noise ε1(t) obeys the exponential distribu-
tion law with D(ε1) ≈ 228.6, noise obeys the normal distribution law with
D(ε1) ≈ 359.

Experiment N10.
Useful signals X1(iΔt) = 40 sin(1·iΔt)+25 cos(0.5·iΔt)+· · ·+3 sin(2·iΔt)+
115, X2(iΔt) = 40 sin(iΔt) + sin(10 · iΔt) + 100. Noise ε1(t) obeys gamma-
distribution with D(ε1) ≈ 52.6, noise ε2(t) obeys the binomial distribution
with D(ε2) ≈ 123.

Table 2. Results of computational experiments



158 U.E. Sattarova

5.4 The Second Type of Experiments

Useful signals X1(t), X2(t) are generated as sums of harmonic oscillations and
the condition of constant mathematical expectation is violated for them. Distri-
bution laws of the noises ε1(t), ε2(t) are other than normal.

Experiment N11.
Useful signals X1(iΔt) = 50 sin(1 · iΔt) + 5 cos(0.5 · iΔt) + 2 sin(iΔt) +
5 cos(13 · iΔt) + 15, X2(iΔt) = 40 sin(1 · iΔt) + 25 cos(0.5 · iΔt) + 3 sin(2 ·
iΔt) + 115 The condition of constant mathematical expectation is violated
for the useful signal X1(t). Noise ε1(t) obeys the exponential distribution
with D(ε1) ≈ 228.64, noise ε2(t) - gamma-distribution with D(ε2) ≈ 52, 6.

Results of the computations for Experiment N7 and Experiment N11 are given
in Table 2. Similar results have been obtained for Experiments N8, N9, N10.

6 Conclusion

The following conclusions have been made on the basis of the results of the
comparative analysis.

1. The estimates of the noise variances Dε, Dε1 , Dε2 of the noisy signals g(t),
g1(t), g2(t), calculated from expressions (14) practically match the given esti-
mates of the variances D(ε), D(ε1), D(ε2) of the noises ε(t), ε1(t), ε2(t)
(column 1 of Tables 1 and 2):

Dε ≈ D(ε),Dε1 ≈ D(ε1),Dε2 ≈ D(ε2) (31)

2. The estimates of the normalized correlation functions r◦
g

◦
g
(μ), r◦

g1
◦
g2

(μ) of
the noisy signals differ significantly from those of the normalized correlation
function r ◦

X
◦
X

(μ), r ◦
X1

◦
X2

(μ) of the useful signals X(t), X1(t), X2(t), (columns
2, 3 of Tables 1 and 2).

3. The relative errors Δr ◦
X1

◦
X2

(μ), Δr ◦
X

◦
X

(μ) of the estimates of the normalized
correlation functions r◦

g
◦
g
(μ), r◦

g1
◦
g2

(μ) of the noisy signals vary in different
experiments from 8% to 30% and higher (column 5 of Tables 1 and 2).

4. The relative errors Δr ◦
X1

◦
X2

(μ), Δr ◦
X

◦
X

(μ) the corrected estimates of the nor-

malized correlation functions ΔrR
◦
X

◦
X

(μ), ΔrR
◦
X1

◦
X2

(μ), are practically equal to

zero or decrease from 26–30% to 5–6% even when the classical conditions are
violated (column 6 of Tables 1 and 2).
Thus, the use of the developed robust technology makes it possible to obtain
corrected estimates of normalized auto- and cross-correlation functions. More-
over, the proposed technology ensures the robustness of estimates even in such
a complex case, when the classical conditions are satisfied neither for useful
signals nor for noise.
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Abstract. Recently, an increasing number of people is interested in
healthy lifestyle and gets involved in a variety of sports activities such
as jogging, nordic walking, cycling, hiking or swimming. In order to bet-
ter plan and track everyday training, people use a wide variety of smart
mobile systems on their smartphones, smartbands and smartwatches.
However, many of training mobile systems have their functional limita-
tions and in many cases do not allow the user to perform in-depth data
analysis in order to optimise the training. Therefore, in this paper, we
propose adaptive decision aid tool that supports running sports prac-
titioners in their daily training activities. This tool aims at suggesting
the user the strategies for next training session (e.g. the maximum num-
ber of training days that can be skipped, duration of the training, the
distance that should be covered) in order to meet the goals (in the exper-
iments we have considered winning the one-year running competition).
From the scientific standpoint, the tool adapts reinforcement learning in
order to propose the runner suggestions that will allow for improving
performance.

Keywords: User support · Reinforcement learning · Markov decision
process · Running sports · Decision aid

1 Introduction

The appropriate training and exercises intensity are the key to achieve goal and
to improve the performance. However, lack of basic knowledge about training
methodology can lead to serious injuries, discouragement and lack of gain. There-
fore, lots of people are using training mobile systems to track their progress,
fulfil training goals, and monitor achievements. Nonetheless, many mobile train-
ing systems have limited functionality (especially in contrast to the amount of
collected data) and do not allow for in-depth data analysis that will support the
sport’s practitioners in decision making. In many cases, these tools have hard-
coded training scenarios, measured data is sometimes incomplete, and many
assumptions or suggestions are too generic. Moreover, recently gaining in polar-
ity so called competition-based social running in an opinion of many experts is

c© Springer International Publishing AG 2018
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not a good approach to training, because it makes people train faster and harder
than they should.

Understanding the collected data is an important aspect when it comes to
optimisation of training activities in order to achieve better results in shorter
time. In many cases, visualising the rough data (e.g. amount of burnt calories or
covered distance) is not enough for inexperienced runners to assess the progress.

 

Fig. 1. High level overview of the proposed RunApp mobile training system. The
mobile application communicates with server (upper left corner) in order to synchronise
data (e.g. user questionnaires, feedback and recorded data), delegate core computations
and retrieve suggestions regarding training

Therefore, in this paper, we propose the adaptive decision aid tool that sup-
ports running sports practitioners in their daily training activities. This tool
is based on reinforcement learning that looks for optimal training policy which
will allow its user to achieve satisfactory results in constrained environment (e.g.
concerning weather condition, user mood, preferences, etc.).

2 Related Work

Nowadays, the wearable computing and smart devices have become popular tools
commonly used by runners to monitor everyday training progress. In principle,
the smartphones equipped with flexible operating systems and a wide variety of
sensors have eliminated the obstacles to create mobile training systems. There-
fore, there are plenty of different solutions varying in concept and complexity.
For instance, there are systems such as Endomondo [1] supporting different types
of sport activities (e.g. jogging, biking, hiking, etc.) enabling users to record key
training characteristics (e.g. speed, burnt calories, time, track, etc.), share train-
ing details via social media, have insight into training details of other people, etc.
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However, this topic is also the area of interest for many researchers. The variety
of statistical and machine learning techniques have been used in order to support
people practising sports and to improve their achievements and performance. In
[6] authors have proposed a decision-making system for a multi-step training sce-
nario. The system is based on dynamic programming optimisation and Markov
Decision Process formulation. Another system for runners has been proposed in
[4]. The goal of the system is to facilitate social running in a city park by plan-
ning the route, supporting local running communities, and promoting a healthy
lifestyle. In the literature, there are also examples of adapting machine learning
and data mining techniques also for other sports than jogging. For instance, in
[5] authors have proposed MONEYBaRL system which uses reinforcement learn-
ing to exploit baseball pitchers decision making. In principle, the proposed algo-
rithm allows for finding optimal pitcher-specific and general (against a collection
of pitchers) batting strategies. The more holistic approach has been presented
in [2], where authors proposed recommender system for running professionals
and amateurs providing a wide range of personalised information concerning
both workouts and diets. This approach is based on a combination of expert
knowledge (maintained as an ontology) with a recommender system.

All the above-mentioned works show that different sports activities can be
supported with modern wearable devices and advanced data mining techniques.
However, when it comes to running sports, it seems that the problem of opti-
mising different runners behaviours has not been well addressed yet. Therefore,
in our approach, we focus on machine learning techniques that would allow the
runner to (i) evaluate the training progress in different time spans as well as to
(ii) propose an optimal strategy for achieving the training goal.

3 Proposed System

As it is shown in Fig. 1, the proposed system consists of several elements that
enable the user to track the training progress. The runner is equipped with the
mobile device with pre-installed software that facilitates bi-directional commu-
nication with the server, reads current position of the user with GPS sensor,
measures an amount of steps by means of an accelerometer and provides the
user with guidelines. In particular, the software allows the runner to select the
appropriate type of training and have insights into current progress and recom-
mendation. All relevant measurements, as well as user feedback (after training
session we ask the user to fill in a short questionnaire about the training aspects),
are uploaded to the server.

The server-side acts as a cloud storage but it also is delegated to run more
complex analysis on the collected data. One element of the analysis is the eval-
uation of the training session. Here we apply machine learning and data mining
algorithms to learn the classifier which will tell the user that he or she is progress-
ing or not. Usually, the evaluation is not straightforward (e.g. few bad workouts
does not imply that whole training program is bad) as the runner’s achievements
are influenced by external factors (e.g. weather, mood, diet). Therefore, we ask
the user to fill in a questionnaire after the training.
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The second element of the analysis concerns the training strategies. There
are lots of experts opinions how well-organised jogging training plan should look
like. However, the amount of information is usually overwhelming for the inex-
perienced runners. Therefore, here we adopt one of the reinforcement learning
technique to analyse the data collected from different users in order to identify
optimal approaches for achieving different training goals.

4 Training Evaluation and Decision Support Algorithm

The aspiration to achieve better running results should proceed in a reasonable
way, through gradual extension of distances covered and workout duration, tak-
ing organism regeneration into consideration. In result, the runner’s condition
could be improved and the risk of injury reduced. Due to the fact that users do
not have to make progress in every training, the collected data were considered
on a weekly basis.

A runners progress was estimated based on the increase in distance and time
as well as on the number of runs which were registered in the following weeks.
The implementation of machine learning algorithms in the application allows
detecting lack of running progress and searching reasons of that on an ongoing
basis. It improves the way of preparing personalised tips which help users to
develop a physical condition.

4.1 Optimisation of Jogging Strategy

In order to capture the everyday behaviour of runners, we model different train-
ing strategies as Markov Decision Process (MDP). More precisely, let {X(t)} be
a Markov process with finite state space S = {E1, ..., En} of n elements (states),
where each state represents set of measurements. The number of measurements
depends on the scenario. In principle, these contain such information as covered
distance, elapsed time, burnt calories, etc. In our case, we assume that tran-
sitional probabilities between states are necessarily stationary. In other words,
pEi→Ej

= P (X(t) = Ej |X(t−1) = Ei) is different for different t. Considering
an example where runner starts a one-year competition and in time t0 covers

Fig. 2. Proposed algorithm overview
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distance d0. Under that circumstances, we may not expect that the runner will
cover the same distance during each training session, as we must consider that
at some point the performance will improve (as the runner will become more
advanced) or deteriorate (e.g. due to tiredness) (Fig. 2).

An example of graph presenting possible states and transitions has been pre-
sented in Fig. 3. In fact, it is modified Markov transition diagram, since (for read-
ability reasons) the transitions probabilities have been represented with varying
thickness of graph edges (the thicker the edge is the more probable the transition).

The classical MDP is defined as 5-tuple (S,A, P,R, γ), where S indicates
mentioned above finite state space, A indicates finite action space, P transition
probabilities, R a pay-off function (an intermediate reward), and γ the discount
factor (importance between future rewards and present rewards).

We define optimal policy π as a chain of actions {a0, ..., an} (that particular
runner can take), which will maximise the expected value function V at every
state of a Markov process. In other words π(s) will tell us what is the optimal
action in a state s. The value function is described by equation:

V π(s) = R(s, π(s)) + γ
∑

s′∈S

P (s′|s, π(s))V π(s′) (1)

In that sense, the optimal value function V ∗ of a state is the reward for that
state, plus the discounted expected reward for following the optimal policy from
this state:

V ∗(s) = max
a∈A

{R(s, a) + γ
∑

s′∈S

P (s′|s, a)V ∗(s′)} (2)

In the same way, we can calculate the optimal policy in state π∗(s), using
the following formula

π∗(s) = argmax
a∈A

{R(s, a) + γ
∑

s′∈S

P (s′|s, a)V ∗(s′)} (3)

In our case, in order to estimate the P we have used publicly available histor-
ical data obtained from Endomondo web portal. The details about the collected
measurements have been presented in Sect. 5.

5 Experiments and Results

In this section, we have described two experiments. One is related to an eval-
uation of training performance by means of machine learning algorithms. For
that purpose, we have used the collected measurements of different characteris-
tics measured during the training and accompanied with user feedback in form
of filled-in questionnaires. The second experiments concern evaluation of the
algorithm for training strategy optimisation.

Currently, our system is under development and the number of active users
is still limited to run reasonable data analysis in order to find optimal training
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Fig. 3. Example of users states transitions over time windows (for readability reasons
some edges have been removed)
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strategy. Therefore, to prove the correctness of our assumptions, we used publicly
available data of 10 competitors (participating in common jogging challenge)
that have been recording their training progress during the period of one year.

Table 1. Final characteristics measured for different runners

5.1 Training Performance Evaluation

In the experiment, the effectiveness of running progress estimation was tested
through machine learning algorithms which are implemented in well-known
WEKA software [3]. A ten-fold cross validation was used to assess the qual-
ity of the generated prediction models. The results obtained have shown that
Bayes Net and SMO are the best classifiers for the research of running progress
on the basis of a training set. For the first of them, the accuracy of 94,1% was
obtained and for the second – 91,2%. The Bayes Net algorithm forecasts sport-
ing results improvement better than SMO (accuracy is 96% for Bayes Net and
88% for SMO). However, SMO is the only one (among tested classifiers) which
detects a lack of progress faultlessly. In that case, Bayes Net ensures 88,9% of
accuracy. In the Fig. 5 the ROC (receiver operating characteristic) curves are
shown for chosen algorithms. They inform how correctly classifiers separate pos-
itive and negative class observations. Following the scale of the evaluation of
classification accuracy based on the fields under a ROC curve, we can claim that
Bayes Net and SMO divide instances with high effectiveness. From among the
tested algorithms, Random Forest is characterised by high accuracy (91,2%) of
progress prediction. However, it does not manage forecasting lack of progress
as well (77,8%). In the application algorithms, KStar and Filtered Classifier
should not be implemented. It is justified by low, indicating high forecasting



Running Sports Decision Aid Tool 167

randomness, the accuracy of classification of observations which do not prove
sports development. Also the low standard of Kappa statistic (determining the
extent to which a suggested model matches reality) for Filtered Classifier (0,29)
and a small field under the ROC curve for KStar indicate a large probability of
randomness.
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Fig. 5. ROC curve comparing different classifiers performance

5.2 Training Strategy Optimisation

For this evaluation scenario, we have used publicly available data obtained from
Endomondo system. We have identified 9 similarly advanced runners participat-
ing in the same running contest/challenge, which was one year long. We have
divided the data into two parts each 6 months long. First, the dataset was used
to train our system while the second part was used for evaluation purposes.

The training dataset was aggregated in 12 evaluation evaluations periods
(each 2 weeks the progress was measured). In each evaluation period, we have
calculated the number of skipped trainings, distance covered, average distance
in the evaluation period, average speed, a number of burnt calories, and amount
of calories burnt per one meter.



168 R. Kozik et al.

The statistics calculated for each evaluation period (and each user) have
been clustered with k-means algorithm, where k = 6. This allowed us to roughly
estimate k different user training states.

Using the methodology described in Sect. 4.1, we have estimated the training
policy and evaluated with the evaluation dataset (remaining 6 months of the
competition).

In Fig. 4 there are presented cumulative achievements of 9 different users
practising jogging during the period of 6 months. Also in the Table 1 final achieve-
ments of selected users are shown.

In Fig. 4 and in the Table 1, there are also characteristics showing achieve-
ments for the hypothetical runners (pol 1, pol 2, and pol 3). They follow different
(suggested by the system) training policies.

The runner pol 1 follows the policy, which proposes the most probable
training path – the one with highest transition probability for the estimated
transition-states diagram. As expected, the results for this policy is average (in
the sense of the covered distance). On the training data, the pol 1 runner took
the fifth place and the seventh place on the evaluation dataset.

The runner pol 2 follows the policy, which proposes the most effective training
path (the one which will allow the runner to cover the longest distance). As it is
shown in the Table 1 the policy works also on the evaluation dataset. However,
the amount of estimated burnt calories is quite high.

On the other hand, the runner pol 3 follows the policy, which balances the
effectiveness with a number of burnt calories. It can be noticed that this policy
will also work for the evaluation dataset. Nonetheless, a number of burnt calories
is significantly lower.

6 Conclusions

In this paper, we have proposed innovative system supporting people practis-
ing running sports. There two main contributions of our research, namely: (i)
supervised learning approach for training performance evaluation and (ii) rein-
forcement learning technique for finding optimal running strategies. In the pro-
posed approach we have used two datasets to prove correctness and evaluate
the performance of the system. The obtained results are promising and show
that the proposed approach can be effectively used to evaluate runners training
performance and to support them with suggestions for optimising the running
strategies.
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Abstract. This paper introduces framework for designing and evaluat-
ing the video adaptation controllers - i.e. the enablers for the growing
market of user generated traffic. The main targets are the use-cases con-
nected with emerging market of the autonomous cars or drones that
require remote assistance of the operator upon on-board controller fail-
ure. To validate the proposed architecture authors have designed test
cases that validate usability of the proposed solution for the uplink sur-
veillance and monitoring traffic adaptation. We propose a systematic
approach to combine real network traces, network modelling and emula-
tion, video transcoder as a service and the use of no-reference QoE met-
rics in order to assure effective means for video controllers design and
tuning. Authors have described architecture as well as results of compre-
hensive sensitivity tests of QoE in uplink for mobile WiMAX networks.
The results show that the proposed framework provides valuable poten-
tial for development and evaluation answering the demand of emerging
scenarios for mobile surveillance.

Keywords: 4G · Video · Uplink · Autonomous car · QoE

1 Introduction

Video streams are dominating today’s Internet traffic share especially in the
down-link direction. They are one of the main contributors to the growing data
volumes exchanged over today’s networks (mobile video traffic accounted for
60% of total mobile data traffic in 2016 and is estimated exceed 69% of mobile
data by 2018 [4]). In the advent of 5G the anticipated growth of video traffic will
largely be motivated by the technology push from the vertical markets, that are
tempted to generate great amounts of data (e.g. 4–40 Gb/hour/car) in order to
deliver monitoring of vital operational parameters as well as value added services
and eventually enhanced actuation capabilities [1]. Especially as the the “real-
time information monitoring helps companies deploy new video-based security
systems, [ . . . ] bandwidth-intensive M2M connections are becoming more preva-
lent. Globally, M2M connections will grow from 780 million in 2016 to 3.3 billion
c© Springer International Publishing AG 2018
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by 2021, a 34-percent CAGR - a fourfold growth”. The standardization of 5G is
gaining its momentum as autonomous car industry is. Although the 5G promises
to bring “zero delay” and “gigabit throughput” to the wireless channel we are
still well ahead of the deployed and operational 5G networks. Thus in order
to adjust existing radio systems (e.g. 4G) and adapt it towards already growing
needs of various verticals we need to focus on existing capabilities to improve 4G
networks and/or the multimedia systems to especially support the user generated
content. This paper addresses the challenges connected with delivering enablers
for the growing market and demands of the video traffic in uplink direction.
The most interesting version of so called “user generated content” deals with
time-sensitive domains of remote control of autonomous cars, UAVs, UGS’, etc.
There is growing need for remote mobile surveillance solutions (area reconnais-
sance, crisis management operations, area crowd mapping, threat detection and
mitigation for trucks on parking lots) and the emerging and disruptive market
of autonomous cars strives to capitalize on that feature as well [5] as soon as
around 2020. Remote operation of cars and especially trucks is the big promise
for the logistic sector [10]. Our goal in this paper is to (i) propose a systematic
approach to video controller development and evaluation for the 4G networks,
but with potential to be also utilized for future use-cases, (ii) perform baseline
validation of a QoE of relevant video feeds, by replaying variability of mobile
channel (at low speeds) based on traces collected from real Wi-MAX networks
across Poland and (iii) focus on selected set of QoE metrics (freezing, blockiness,
blockloss) and evaluate quality for multiple settings.

2 Related Work

In order to deal with remote monitoring of the moving objects (e.g. car, drone)
environment and provide capabilities for its control by a remote operator one
need to consider few crucial substrates: (i) particular scenario requirements in
order to assure smooth operation of the car (e.g. being able to follow the view
of the street and the guiding lines, detection of obstacles), (ii) network cover-
age variability (e.g. holes in the coverage) and (iii) channel dynamics while a
car is moving (e.g. slow/fast-fading mitigation). On the other hand it is impor-
tant to understand that the typical surveillance systems are usually identified
as “target recognition videos”. It means that the crucial performance indication
is whether an operator can properly detect (recognize) an object or a situation
which a camera captures. In the market there are solutions that can be used
for real-time monitoring of mobile assets (e.g. police cars, busses). For example
the multipath video streaming solution are offered by companies like [7] or [11]
dealing with security monitoring. Still those solutions do not seem to assume any
means of context-awareness in their architecture. Moreover there is no informa-
tion that they would be using QoE metrics which are tailored to the surveillance
applications. Most of the existing video QoE metrics are derived from VoD like
technologies [2] and thus mainly related to entertainment multimedia. Recently
the ITU-T is keeping track of this need in amendments to its P.912 specifica-
tion for “video recognition tasks”. The methods used so far in improving QoE
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of video streaming focus mostly on the pixel-level QoE evaluation and can be
divided into: Full-Reference, Reduced-Reference, No-Reference categories. These
categories differ in the availability of source videos during metric calculation.
Major focus (for multimedia scenarios) is put into enhancing and improving
image quality frame by frame by evaluating specific, video-oriented metrics such
as blurriness or jerkiness. However such approach does not take into considera-
tion contextual requirements of the operators nor variations caused by variable
network conditions [15]. From the current paper’s point of view, most important
QoE metrics are: Blockiness, Blockloss and Freezing. They are important as they
directly relate to the critical aspects of video fluency when experiencing wireless
network misbehaviour. In order to build and tune video controllers it is neces-
sary to deliver relevant emulation of the target network scenarios, so that the
controllers can be tuned based on realistic settings of the target environment.
Several standalone network emulation tools available on the market e.g. [3,9].
For the purpose of this research we have performed dedicated examination of
IXIA ANUI [6] which simulates radio conditions and impairments including sig-
nal delays, jitter or packet drops in WAN networks. Unfortunately test we have
performed proved it does not support dynamically changing bit rate values (on
the order of hundreds of changes per second), which is none of the main disadvan-
tage of the solution given this papers aims. Considering this limitation authors
have decided to use proprietary solution based on the NETEM framework [8].
From the perspective of the video adaptation for wireless systems authors in [24]
address approaches to improve the delivery of data such as video over disadvan-
taged networks. This work focuses on utilizing reliable multicast protocol’s hooks
i.e. in the NORM protocol to provide a network information service with access
to path bandwidth, delay, and lost packets. Resulting network characteristics
are derived to drive the video transcoder at the server which chooses from set
of profiles that include settings for: video resolution, frame-rate, and encoding
bit-rate to allow the server attempt to fit the video stream into the available
bandwidth. The work of [23] relies on context-aware services to adapt system
behaviors based on the retrieved context data (context is represented in a way of
ontology). Besides choosing appropriate video content based on user profile the
dynamic media adaption is performed to improve the video quality perceived by
the end user in response to changes in: varying wireless channel quality, available
energy of the end equipment, network congestion and application Quality of Ser-
vices (QoS). The results show that utilizing context may help improving video
quality (PSNR) by 2–3 dB. Whereas [25] focuses on the optimal control of traffic
variability in the downlink direction of LTE radio access by the use of smooth-
ing buffer. Authors provide algorithms and analytical solution to find optimal
state switching strategy. Control of the smoothing buffer should be linked to
the channel state variability. The proposed algorithm allows for reduction of the
variation rate for the video stream (ca. 20%–40%). In [16] authors introduce the
methodology that aims to provide a frame-work that addresses, in a combined
way, the energy consumption and the end-user perception of the video traffic.
This methodology was validated on two distinct technologies i.e. WLAN and
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WIMAX. Authors use the SSIM metric to assess image quality according to the
full reference approach. Videos of four data rates (2M bps, 4M bps, 6 Mbps and
8 Mbps) used in tests were compressed with the MPEG-4 codec using the ffmpeg
application. On the opposite [20] suggests that in order to adapt videos sent from
UAVs “instead of reacting to packet loss [he] uses an increase in queueing delay
at the router [or CPE] to detect phases of throughput degradation”. Kacianka
in [19] takes this research further and proves that there is correlation between
high delays (higher than 1 s) in receiving ACK for a RTP packet sent from an
UAV using WiFi and bad video quality. Still none of the authors focus on the
QoE adaptation concerning the needs of the remote monitoring and operation of
car or drone. Complementary approaches based on utilization of a cross-layering
design can be seen in number of proposals found in recent literature: admis-
sion control schemes studied together with adaptive modulation and coding on
the performance of elastic traffic [17], fair and efficient QoS guaranteed resource
allocation for a mixture of real-time and non-real-time service flows is achieved
with a joint packet scheduling and slot allocation scheme interaction in both
MAC and PHY layers [14,22], cross-layering optimization mechanism for multi-
media traffic has been proposed in [26,27] while a cross-layering scheduler that
employs AMC scheme at the PHY layer, according to the SNR on wireless fading
channels, has been described in [21]. Majority of works employs AMC scheme
at the PHY layer over wireless fading channels. Therefore to adjust to the user
expectations, the codecs need to be adjusted according to the information from
the PHY/MAC layers. For this reason authors propose solution that will enable
delivery of architecture suitable for working in laboratory environment but suc-
cessfully validated for number of representative cases collected during traces.

3 Congestion Control Framework Design

The overall, high-level description of the proposed WiMAX network emulation
framework is presented in the figure (Fig. 1). The system allows the user to
execute customizable emulation scenarios related to video streaming in WiMAX
network. Such scenarios comprise many variables including network properties
and conditions as well as various users’ activities. The proposed software includes
rtPS scheduler implementation compliant with requirements of the WiMAX class
of service. To run it, it is required to specify and customize the overall network
properties, which include the following: overall bandwidth available within a
network in the uplink direction based on Downlink/Uplink ratio and number of
symbols, TDD frame duration, over-head behavior for rtPS terminals, scheduler’s
efficiency (variable deciding how efficiently scheduler allocates bits in symbols)
and network delay distribution scheme (for efficient delay emulation). The above
emulator architecture enables definition of real-time (rtPS) flows, together with
its key parameters (MBR, MBA, prio) whether CBR or VBR/adaptive traffic.
Based on the configured rtPS parameters the built-in scheduler is able to perform
scheduling compliant with the WiMAX rtPS scheduler. The PC1 plays a role of
video source with transcoder in order to mimic the camera mounted inside a car
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Fig. 1. Network emulation framework for WiMAX

or on a drone (whether front, rear or sideways). On the side of PC1 it is possible
to utilize (i) real camera attached via network interface, (ii) prere-corded video
from files or (iii) MGEN traffic generator. The PC2 mimics a traffic receiver
“inside the control room” - where e.g. Uber employees are triggered to provide
remote guidance to a member of the fleet of autonomous cars upon request from
the particular car’s controller [13]. Technically during any tests and evaluations
with the proposed architecture the PC2 requests video stream from the “car
node” (PC1) via RTSP request to initiate the transmission. For this purpose, a
video client like e.g. ffplay with dedicated shell scripts that initiate video delivery
from PC1 are used at the side of PC2.

The “Network Disturber” block is realized by a Linux router which plays a
role of:

– Base station - with scheduling of traffic in the uplink, modulation adjust-
ment (AMC), as well as introducing signaling overhead (rtPS signalling, BE
signalling).

– Uplink radio channel - by introducing modulation driven rate adaptations
caused by mobility (slow-fading, multi-path), NLOS, packet drops and delays.

This solution uses real values of modulation, rate and delay collected from
the trace file. The Bandwidth Emulator is an external application that based on
traces from drive tests performed by the authors in multiple (selected as repre-
sentative) locations produces two configuration scripts that have to be deployed
on the Network disturber. The first output script (TC script) contains a set of
commands for the traffic control framework installed on the Linux router. It cre-
ates hierarchy of traffic control nodes such as qdisc, class and filters, and attaches
such structure to the outgoing network interface of the Network Disturber. The
NETEM qdisc is used for defining delay and loss for the user’s flow. Additionally,
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for isolating any other traffic from the simulated transmission the script defines
qdisc and filter for all remaining traffic flowing through the interface and passes
further it without any disturbing. It allows defining all crucial parameters such
as OFDM symbols count, frame duration and over-head. For target scenarios dif-
ferent users relate to different cameras. To prepare a test one needs to specify the
overall number of cameras in a scenario, provide their operation status updates
within given timespans, and their respective class parameters including: prior-
ity, minimum bandwidth reserved and maximum bandwidth available. For each
camera, the user also defines the radio quality behavior by assigning CSV trace
from a particular drive/field test in real WiMAX network. Each transmitter that
is sending video footage to the receiver (i.e. each data flow) is experiencing net-
work conditions according to the CSV file assigned for this specific transmitter
in the process of pre-paring tests. In order to provide representative samples of
channel variability authors have performed drive tests (or walking tests) in dif-
ferent networks. The following network behavior sample (Table 1) was collected
while driving the car in Choszczno in Poland along four streets in circle (at a
speed of 20 km/h).

Table 1. Sample network traces from drive tests (driving a car)

The traffic rate sent from the transmitter was 1 Mb/s and it was sent to
the node representing security operator premises (PC2). The case above rep-
resents situation where there were both degradation causes present in paral-
lel: intense NLOS and mobility. That is why the throughput level is largely
degraded throughout the plot. Results of above mentioned tests are reported in
more details in the paper [18]. Our remaining work aimed to define sample video
controller with the following features: traffic shaping - introduced by properly
adjusting transcoder rate based on information from WiMAX modem at the
transmitter (e.g. car), overhead injection - the implemented scheduler subtracts
fixed number of symbols every frame for a given user to mimic various conges-
tion control algorithms. The implemented scheduler delivers treatment compliant
with the rtPS WiMAX class with its crucial parameters (maximum sustained
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traffic rate and minimum reserved traffic rate) - as it needs to be considered
when dealing with congestion control mechanisms. The next chapter presents
results of the framework validation with video from external camera as well as
from files.

4 Measurements

The emulation testbed architecture has been developed and in turn we have
designed and then performed a set of tests in order to validate the framework
and then focus on a systematic evaluation of the QoE of various video feeds.
Drive tests were performed in various locations however it is worth highlighting
the observed gap between fidelity of modelling coverage of the measured base
station utilizing dedicated software [12] and utilizing the in-house developed
signal analyser (RaspberryPi based) with GPS coordinates readings (see Fig. 2).
It is worth noticing that the circular areas of equal signal coverage (the right
column) mismatch the instantaneous modulation readings from the same area.

Fig. 2. Drive test (Choszczno mobile) - modulations

The coverage analysis based on the Splat! model gives only a rough estimate
of the coverage as compared to the detailed modulation traces.

4.1 Validating Network Disturber

At the stage of framework development and configuration authors have been
connecting the proposed Network Disturber and the transmitting and receiving
endpoints using wireless (WiFi) but eventually switched to wired network (Eth-
ernet) due to identified unstable behavior of the wireless card driver in connec-
tion with Netem, manifested in anomalous delays. After removing this problem
we have been especially interested in validating the fidelity of effectively replay-
ing the radio conditions based on baseline traces. The tests have confirmed that
both instantaneous bandwidth and modulations are properly recovered. However
already at this stage we have found that the delays resulting from sequentially
modifying channel (i.e. available rate) can exhibit large variations. On one hand
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the delays simply indicate that the channel capabilities of a user (car, UAV) have
decreased on the other this is the clear reason for adaptations to be applied. In
order to minimize those extra delays from the Netem queues it is essential that
the source traffic is properly adapted to accommodate to the instant values of the
artificial channel. The excessive delays appear when arrival rate on the ingress of
the emulator queues exceeds the emulated service rate emulated on the egress of
the Network Disturber. In order to mitigate such mismatch we have created an
option in the Bandwidth emulator that configures traffic generation script timing
in exact synchronization with the channel changes of the emulator. The result-
ing data flow (UDP packets) mimics the video source with “ideal feed-back”.
However if this latter option is used just for controlling QoS of the data stream
under particular channel variability emulation (i.e. when it is enabled no video
is sent so one cannot evaluate video QoE). The next figure (Fig. 3) shows the
two plots which represent the effective instantaneous rate of “adaptive flow” at
the transmitter (orange plot) and the rate after the packets have been received
at the receiver (PC2). It is clearly seen that there is a mismatch between the
timing of various “spikes” at both plots. This is caused by “desynchronization”
between the flow that starts to grow whenever emulated bandwidth experiences
“rate drops”. Such drops cause packets in the delay queues of Netem at the
Network Disturber to face the head of line blocking due to slower channel.

Fig. 3. Emulated rate at the receiver (channel - Choszczno mobile)

Following plots demonstrate the delay of the “adaptive traffic” represented
by the orange plot on the Fig. 3. The first of them represents exactly the case
presented above. The Fig. 5 has been plotted after shifting the “orange peaks”
to the right, to cover respective “blue peaks”.

We can see that delay in the Fig. 5 seems to follow the shape of delay from
Fig. 4 but the “spikes” seen in the latter in the intervals of “80–98 s” and “120–
170 s” have been reasonably decreased. It shows the influence of properly adapt-
ing the sending rate at the sender (e.g. car, UAV). Only if rate adaptation is
tuned to the emulated channel the Netem-based emulation can deliver more
realistic delays. However it can be seen that even though the macro adaptation
is applied some smaller variations (mismatches) still cause delay spikes in the
Fig. 5.

This is caused by the temporary behaviour of emulator where “packets
delayed by X seconds” are being processed in parallel with “packets delayed
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Fig. 4. Delay at the receiver - desynced case (trace: Choszczno mobile)

Fig. 5. Delay at the receiver - after synchronization was made between source and
emulated channel (trace: Choszczno mobile)

by Y seconds”, as the delay manipulations are introduced sequentially by the
TC scripts in the Network Emulator (see Fig. 1).

4.2 QoE Measurements

After validating the emulation framework with artificial traffic we decided
to evaluate video from real camera connected to the PC1 (so there was no
transcoder at the transmitting node). The receiver used the VLC for playing the
video. The video was 1 Mb/s H.264 encoded scene captured from behind the win-
dow (small patio with one tree, no people, building seen from the window). First
we have tested the influence of increased delay on the quality metrics (values in
parentheses should be observed in a video without any distortion): Blockiness
(0.9–1.01), Blockloss (0–5) and Freezing (0). At the first stage delay ramps-up
through values 50–100–200–500 ms and back to 50 ms after the maximum of
500 ms was reached. The full cycle takes 6 min with a single delay step of 60 s.
Such cycle is repeated four times - but each time the “delay steps” are shortened
by half. The results show no visible influence of introducing such delay for the
QoE metrics. Further we have tested the influence of emulating delays across the
stable periods (i.e. when channel is stable) as normal distribution (configuration
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parameter in Netem) but this time the camera traffic was 2 Mb/s. Our ratio-
nale was that owing to such approach we should decrease the number of delay
adjustments within the test. We performed these tests with UDP and TCP as
transport protocols for comparison, each repeated with no emulation (denoted
by “C”) and with delay emulated utilizing the normal distribution (denoted by
“D”) for particular average value and variation according to the settings: no
emulation > 50 ms/30 > 50 ms/50 > 50 ms/80. Each setting took one minute.
The results showed that emulation utilizing normal distribution of the delay
introduced freezing for both transport protocols, even if the standard deviation
was negligible (1–5–10 ms). But tests with delay distribution switched off shown
no difference between QoE for UDP or TCP transport - see Table 2.

Table 2. QoE metrics for varying delays and transport protocols (video from camera
2Mb/s)

Blockiness Blockloss Freeze

TCP-C 0,88 2,48 0,00

TCP-D 0,88 2,64 0,04

UDP-C 0,88 2,47 0,00

UDP-D 0,88 2,55 0,04

Table 3. Influence of introducing delay in different modes (normal distribution, direct
value)

Delay option Blockiness Blockloss Freeze

Normal distr 0,83 1,41 0,10

Direct value 0,83 1,22 0,00

We have zoomed-in on the problem of the “delay from distribution” and it
was evident that activating this feature for channel trace which has reasonably
long periods of stable delay introduced problems in video playout. We have inves-
tigated that the reason was the introduction of the RTP packet reordering. So the
quality degradation was even worse for theoretically better traces (Table 3). We
have also checked influence of setting various camera rates: 1 Mb/s and 2 Mb/s.
The results show that blockloss and blockiness are improved as we increase video
rate, which is intuitively logical (Table 4). Eventually we have tested the influ-
ence of multiple architectural settings at the source node: Test 1 (Src>QoE),
Test 2 (Src>VLC>QoE), Test 3 (Src>FFmpeg>Transcoder>VLC>QoE). All
the tests used the video captured by camera pointed outside the building on a
quiet street. The baseline test (Test 1) is the video simply evaluated without
playing on a player, the next test (Test 2) showed the influence of player and the
last test (Test 3) shows influence of ffmpeg conveying video to the transcoder,
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Table 4. Evaluating influence of the video rate

Rate Blockiness Blockloss Freeze

1M 0,74 2,10 0,00

2M 0,82 1,31 0,00

Table 5. Validation of the reason for freezing (1Mb/s video)

QoE metric Test 1 Test 2 Test 3

1 MB

Blockiness 0,88 0,86 0,80*

Blockloss 4,89 4,8 6,87*

Freezing 0 0 0,04*

Spatial activity 87 87 81,48

Letterbox 0 0 0

Pillarbox 0 0 0

Blur 2,66 2,66 2,74

Temporal activity 2,19 2,19 2,32

Blackout 0 0 0

Exposure 113,29 113,29 113,42

Contrast 71,61 71,61 72,47

Interlace 0,039 0,039 0,034

Noise 0,27 0,27 0,29

Slice 4,44 4,44 5,57

Flickering −0, 78 −0, 78 −0, 79

that transcodes and sends video to the VLC. Eventually the video in Test 3 is
stored into a file and then evaluated for the QoE metrics (Table 5).

The results show that when transcoder is used freezing is more likely to
happen and the blockloss and blockiness are worsened. This is caused by the
fact of not enough processing power of the laptop used for the tests (the Intell
i5 laptop). We have performed additional tests with higher rate videos (2 Mb/s,
4 Mb/s) and it became clear that at 4 Mb/s the freezing happened for each of
all the tests performed.

5 Summary

In this paper we have shown architecture and application of trace based OFDM
network emulator for WiMAX networks. The emulator has been thoroughly
validated considering real and artificial traffic (camera, emulator), real channel
behaviour (from traces), multiple transport protocols, with adaptive traffic (ide-
alistic feedback) etc. The framework can be utilized to ease the costs and effort
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required to perform real tests. Thanks to the proposed architecture we also gain
repeatability of results when testing new versions of video control algorithms.
Such algorithms can be placed on the transmitter node (PC1) and connected
with the Bandwidth emulation block directly so that it replays channel behav-
iour in real-time. This way controller installed on PC1 can be tuned as it would
react also in real-time to the perceived channel (modulation) changes. As future
work we plan to deal with video controllers that learn from experience (i.e. his-
tory based) or can adjust to the location (also based on some previously observed
network parameters in a location).
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Abstract. Moodle is a widely used Learning Management System, with
a market share of 20% in the US/Canada and 65% in Europe. However,
it is our experience that the system is too often used just as a website
or repository for classical teaching material such as literature references,
slides and problems for students to solve after the lectures, and that
the fully potential of the platform is not exploited. In this paper we
demonstrate some of the functionalities that university teachers can make
use of to increase the learning experience of the students. For each of
the features we demonstrate, we both show how it can be used, and give
some didactic considerations. We have tested all of the presented features
ourself in a blended learning course carried out as part of an Erasmus+
Strategic Partnership.

1 Introduction

Moodle [4] is a widely used Learning Management System, with a market share of
20% in the US/Canada and 65% in Europe [2]. It offers a wide range of tools for
organizing university courses. However, it is our experience that many university
teachers only use the platform as a repository for the course material, without
being aware of the powerful options that Moodle delivers. While the tools offered
by Moodle should not dictate how courses are presented and conducted, at least
teachers and instructors should be aware of them and consider them as additional
tools they can use where it fits.

The tools described in this paper have been used and tested during a blended
learning course given by seven different universities, described in further details
in [7]. While they only represent a small fraction of the capabilities in Moodle,
it is our experience that they are generally very useful: Easy to use for teachers,
well received by students, and supporting active learning strategies. Teachers
experimenting with flipped classrooms [6] and blended learning strategies will
probably find them particularly helpful.

The paper is based on the authors own experience with the different Moo-
dle features, obtained from a number of courses given in different institutions
including a course on Future Internet Opportunities given across seven European
universities, a course on Communication Networks given at Aalborg University,
c© Springer International Publishing AG 2018
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and a course on Network Security given at Riga Technical University. With the
paper, we aim for giving university teachers a quick and short introduction to
some of the tools in Moodle that we have tested ourself successfully. Some of the
tools would be implemented in most institutions already, whereas others require
installation of plugins that will often be done by Moodle administrators. The
paper is focused on the technical aspects of setting up resources and activities
in Moodle rather than the didactical aspects of how the different tools are used,
even if we also will discuss some didactical considerations.

The paper is organised as follows: In Sect. 2 we introduce a number of overall
features related to the course organisation, in Sect. 3 we describe features related
to interactive content (automated), and in Sect. 4 we present features related to
interaction between students and teachers. Section 5 concludes the paper.

2 Course Organisation

2.1 Bootstrap Elements

Our experience is that the traditional Moodle layout can be quite messy and
confusing for the students. Bootstrap elements allow for e.g. creating dropdown
menus as the one illustrated in Fig. 1. Also, the use of different themes can
help to improve the look and feel. When Bootstrap elements are enabled, it can
simply be added to a course like any other resource. One consideration when
changing the layout is to remember that the students are usually following a
number of courses, and if all courses are organized in different ways it can be
confusing even if the intention was to simplify. This is even more so the case
when multiple teachers share a course.

Fig. 1. Example of how a Bootstrap element can be used to make drop-down menus.
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2.2 Completion Tracking

Another way to make it easier for students to keep track of the different activities
in a course is to use completion tracking. We found it especially helpful to use
when implementing some of the interactive activities described later in the paper,
because it allows students to track their own progress. Moreover, it also allows
teachers to get a good overview of the progress of the students in a class - both
individual activities and performances as well as statistics for the whole class.

Figure 2 shows how it looks for a student, where the boxes to the right will
be ticked whenever an activity has been registered as completed.

Fig. 2. Example of how completion tracking looks like for the student.

To enable completion tracking in a course, it has to be first enabled in the
general course settings, and then added for each resource or activity where it
is relevant. In most cases it is necessary to specify the conditions for when a
resource or activity is included: It can be done either manually or automatically,
based on e.g. the download of a resource, if a video has been seen, or if a quiz
has been completed with sufficient grades. However, these options also illustrate
the limitations of the tool, for example having downloaded a file or clicked on a
video does not really determine whether the student has done the work required.
We find that it is important to explain to the students how the completion
tracking works, and what the intention is (e.g. to help the students in keeping
an overview). This should also make it clear that a completed activity does
not necessarily imply that the student has learned everything he should. This
is also a reason why we would not recommend to use the tool for “checking”
students behavior - the quizzes could probably be used this way, but in our
implementation the focus was to provide the students with feedback, and we
also did not implement any measures to prevent cheating.

2.3 Access Management

If completion tracking is used, it opens up for another useful tool, namely access
management: For each resource or activity in a course access can be restricted
in terms of e.g. completion of previous activities. For example, it can be used to
ensure that one or more activities in a previous part of the course are completed
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before the next part of the course becomes accessible to a student. The student
view is illustrated in Fig. 3.

In our experience it is important to consider carefully how strict the access
is implemented: For example, Some students might want to download course
material in advance for offline use, or simply browse through the materials to
get an overview of the course and topic - sometimes even before signing up for
the course. Also, if access depends on manually graded activities, the student
might need to wait unnecessarily long time before gaining access.

Fig. 3. Example of how access restrictions look like for the student.

2.4 Data and Statistics

Moodle offers some possibilities for teachers to access logs of student activity. In
general we did not find it very useful for checking individual students behavior,
since the logs available do not tell that much: For example, knowing that a
student has accessed a document does not imply that he actually read it. On
the other hand, “activity reports” can be useful for providing an overview of
how much different course activities/materials have been used by the students
(even if it is not too exact). All in all we found it more useful to use completion
tracking as described above, and follow the activities in this way. When videos
are made available through Youtube [5], the statistics provided here can also be
useful (e.g. number of views and average view duration). However, here it is not
possible to follow the activities of each student, and other viewers can influence
the statistics.

3 Interactive Content

3.1 Videos and Quizzes

Videos are easy to embed in Moodle, either uploaded directly to Moodle or
accessed through other websites such as Youtube. Both approaches have their
pros and cons: Keeping everything in Moodle will often be the easiest solution
with respect to content management and copyrights - on the other hand, Youtube
makes the content accessible to the general public, and also allows for playing
smoothly on a large range of devices.
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The videos can be combined with a more interactive element, namely quizzes.
In our experience, short videos of 5–10 min followed by quizzes with questions
that cover the learning objectives of the videos are very useful, and also keep the
student active. This approach with rather short videos also makes it easier to
re-make videos with updated content later on, without the need for re-recordings
of everything.

A common misconception is that quizzes can contain only multiple choice
questions: In fact there are a wide range of question types, including some which
requires manual grading. To set up a quiz, the questions are usually stored in
a question bank, and questions can then be added to a quiz when it is set up
(or at a later stage). It is also possible to define different questions categories,
and then randomly select questions whenever a quiz is taken. There are many
options for setting up the quizzes with respect to time limits, allowed number
of attempts, timing, grading, passing criteria, etc. For the teacher, it is always
possible to see the results achieved by each student.

Even with the many different question possibilities, we find it important to
mention that not all learning objectives fits with the quiz format, and that the
quiz format is not suitable for all learning activities, so quizzes should be used
with consideration. It is also important to consider how the quizzes are used,
for example if they are used as a way of providing feedback to students on their
learning, or if they are used for test/examination purposes.

3.2 H5P Interactive Quizzes

H5P [3] is a plugin to Moodle that allows for a wide range of interactive activities.
One such activity is interactive quizzes, which are embedded as a layer on top a
video (which can be either shown directly in Moodle or through e.g. Youtube).
For example, this makes it possible for students to view a video, and at a defined
time the video is paused and a quiz pops up on top of the video. This makes it
a much more integrated experience than when videos and quizzes are added as
separate activities. On the other hand, the type of questions are more limited,
and it is not possible to keep track of students results the same way as for the
quizzes in Moodle.

If the H5P plugin is installed to Moodle, the elements are just added like
any other activity in Moodle (or they can be created on the H5P website and
imported, if this is preferred).

Figure 4 illustrates the integration of a simple quiz on top of a video on
Youtube, using the H5P plugin.
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Fig. 4. Example of integrated video and quiz using the H5P plugin.

4 Interaction Between Students and Teachers

4.1 Forums

The Forums in Moodle are known by most teachers and course responsible, and
will not receive much attention in this paper. However, we think it is impor-
tant that teachers are aware of how they are used and integrated in the courses.
Specifically, it is important to consider if the forums are used for one-way com-
munication or for discussions - in the latter case it is important to ensure that
the students have the rights to post questions. It is also important to be aware
of the possibility to have several forums in a course, with different purposes.

In our experience it has been hard to get much activity in the forums, unless
specific tasks or assignments are given.

4.2 Assignments

Assignments allow students to submit assignments, and teachers to assess and
grade these. They are easy to set up, as they are added like any other activity
in Moodle. There are several advantages of using the Moodle functionality for
this instead of e.g. receiving submissions by email: It provides a single space for
all submissions, the grading is recorded and stored, and it supports completion
tracking and access management as described above.

Assignments can be added like any other activity, and as for other activities it
is important to be aware of the timing settings (i.e. deadlines and cut-off times).

4.3 Workshops

Workshops is also a way of submitting assignments, but they allow for peer
assessments, i.e. students reviewing the work of other students. In the end, the
teacher can also assess each submission as well as the comments received by
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Fig. 5. Example of teacher view of a workshop.

the other students. Automatic grading can be done based on peer assessments,
teacher assessments (of assignments and assessments), or a combination hereof.

We consider this a powerful tool, but the flexibility also complicates the use
of it, and it is important to make sure that everything is set up correctly. Figure 5
illustrates the teachers view on a workshop that is set up. In particular, we found
the following aspects important to be aware of:

A workshop is organized with four phases: A setup phase, a submission phase,
an assessment phase, and a grading/evaluations phase. It is important to ensure
either that the phases are shifting automatically by defining the timers accord-
ingly, or that this is done automatically. In our experience, this is easy to forget.
In particular, it is important to know that the students cannot see each others
assessments until the final phase.

Also, it should be very clear what the students are expected to do, and how
they are expected to assess each others work. Moodle provides the functionality
of defining a set of criteria, so that each student should evaluate their peers work
according to these with both grades and comments.

Another important thing to be aware of is how assignments are distributed
among students. Moodle offers different ways to do this, either manually or
automatically. For example, it is possible to set it up so that assignments are
distributed randomly by the submission deadline, and the phase automatically
switches to assessment phase. It is up to the teacher to define how many peers
will review each assignment, and it is possible to exclude students who did not
submit their own from being assigned the work of other students.

We found the workshop to be a powerful tool, and a fine way of implementing
peer learning. However, a repeating challenge was students with late submissions,
and how this should be handled: We attempted to distribute late submissions
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to other students with late submissions, but partly because late submissions are
not submitted at the same time it ended up with ad-hoc manual distributions.

5 Conclusion

It is our experience that many university teachers, even in institutions using
Moodle, are not aware of the tools and functionalities offered that can ease
their work and increase the learning experience of the students. In this short
paper, we have introduced some of the most useful features and tools, and we
have explained how they can be set up and used, and discussed points to be
particularly aware of. We hope that this work can contribute to an easier take
up of these tools, and inspire to explore the options in Moodle further.

While this paper has focused on the technical aspects of tools and features,
we would like to stress that the activities implemented should of course make
sense didactically, and not just be implemented for the sake of technology. We
would encourage teachers interested also to study relevant paper on e.g. flipped
classrooms and blended learning, but that is outside the scope of this paper.

Finally, the authors would like to thank the European Commission for sup-
porting the work through the Erasmus+ Strategic Partnership Colibri [1].

References

1. Colibri project. http://erasmus-colibri.eu/. Accessed 2017
2. Edutechnica: LMS data - spring 2017 data. http://edutechnica.com/2017/03/12/

lms-data-spring-2017-updates/. Accessed 2017
3. H5P. https://h5p.org/. Accessed 2017
4. Moodle. http://www.moodle.com/. Accessed 2017
5. Youtube. http://www.youtube.com/. Accessed 2017
6. Alvarez, B.: Flipping the classroom: homework in class, lessons at home. Educ. Dig.

77(8), 18 (2012)
7. Pedersen, J.M., Lazaro, J.A., Mank, L., Eichhorn, V.: Blended learning and problem

based learning in a multinational and multidisciplinary setting. In: IRSPBL 2017,
Bogota, Columbia (2017, accepted)

http://erasmus-colibri.eu/
http://edutechnica.com/2017/03/12/lms-data-spring-2017-updates/
http://edutechnica.com/2017/03/12/lms-data-spring-2017-updates/
https://h5p.org/
http://www.moodle.com/
http://www.youtube.com/


Comparison of Visual Descriptors for 3D
Reconstruction of Non-rigid Planar Surfaces

Micha�l Bednarek(B)

Institute of Control and Information Engineering,
Poznan University of Technology, Poznań, Poland
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Abstract. In the deformable surface reconstruction, one relies on local
descriptors to be able to perform matching between a reference frame
and a deformed frame and afterwards perform optimisation to obtain the
reconstruction. The quality of surface modelling highly depends on the
matching process. Therefore, I am testing the performance of different
detector-descriptor pairs in order to provide hints, which of these is best
suitable for 3D reconstruction of non-rigid planar surfaces.

Keywords: Computer vision · Image processing · 3D reconstruction ·
Matching · Non-rigid surface

1 Introduction

The main goal for the computer vision is to find objects in the image and possibly
reconstruct and track them. In the context of rigid objects, a lot has been done
so far. However, the field of non-rigid objects to a large extent is left unexplored.
In most of the cases, the tools from rigid object tracking are implemented to
the non-rigid case. This is true for example when we talk about the process of
feature detection and description. In my work, I am focusing my attention on an
evaluation of different types of detectors and descriptors known in the literature
applied to the task of 3D reconstruction of Non-Rigid Planar Surfaces.

The main problem in this scenario is local out-of-plane rotations of the object
that are causing an improper description of such regions and therefore missing
correct matching. The assessment of the descriptors in terms of their robustness
against out-of-plane rotations is needed.

Therefore, in my work, I am concentrating on 6 different detectors and
descriptors and provide a quantitative comparison of their performance in the
task of non-rigid shape reconstruction. For the fair comparison, the results are
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obtained on a publicly available dataset and performed using algorithms imple-
mentation provided in the OpenCV library.

Firstly, I will describe the state of the art. Then, I will briefly present each
of used detectors and descriptors. Following that, the results will be provided.
Finally, some concluding remarks with future work plans will be given.

2 Related Work

One of the most prominent groups working on the problem of deformable shapes
reconstruction is a group led by Ron Kimmel [2]. Their field of study is an iden-
tification of faces regardless of surface deformations caused by facial expressions.
The Very important problem of deformable objects reconstruction was described
in [4], where the variational methods were used. This work was extended by the
same group in [20]. Yet another approach using the RGB-D camera was presented
in [21]. The approach based on Laplacian mesh was described in [10]. Other
work is focused on the evaluation of different methods of deformable objects
search [13]. Latest work in computer vision which is focused on volume deforma-
tion is described in [5]. Another research field where the modelling of non-rigid
objects is crucial is the reconstruction of tissues inside human body [15].

A lot of interest is also seen in the robotics community, as robots are able
to manipulate deformable objects. Mainly it is done using point clouds [16].
One of the aspects of this field of study is clothes manipulation, authors are
able to categorise them [19] and to obtain their pose [8]. Another project which
named CloPeMa is focused on textiles. The authors are addressing the problem
of clothes folding [3]. In this line of research, a paper on a strategic point of view
selection [6] could be found.

3 Method

In this section I will present the approach that I selected. The algorithm that I
am using for deformable surface reconstruction, relies on finding correspondences
in reference frame and input frame given base 3D model of the object. If I have
textured objects I can rely on local feature detector-descriptor.

The code used in the evaluation is the one provided by the authors of the
paper [10]. In this work modelling of non-rigid surfaces is based on the extension
of the Laplacian formalism, which is used for converting the 3D shape recon-
struction from monocular image of a deformable surface given correspondences
with a reference image into a better-posed problem. The benefit of this approach
is quick and reliable method of elimination of outliers achieved by solving least
squares problem. In this step one obtain initial 3D shape reconstruction, which
2D projections are accurate. The reconstruction is then refined using constrained
optimisation problem.

In my work I have changed the front-end part which is dealing with the
detection, description and matching process. I left unchanged the optimisation
framework provided by the authors. Therefore, the only source of changes in the
deformation results are based on the selection of the detector-descriptor pair.



Comparison of Visual Descriptors for 3D Reconstruction 193

In my work I have focused my attention on 6 different pairs of detectors and
descriptors. The choice of these particular methods was driven by the fact that ref-
erence implementation were available in OpenCV. Below I am presenting a short
review, which outlines main features of the selected detector-descriptor pairs.

SIFT is one of the most popular algorithms for finding and computing image
features [9]. SIFT consists of 4 main steps. First of all, to achieve scale invariance,
scale space extremes are localised using a difference-of-Gaussian function (over
all scales and image locations). After that, low-contrast candidates and edges
are rejected and the orientation, based on local image gradients directions, is
assigned to each selected keypoint. At the end, descriptors for each point of inter-
ests are created – local image gradients computed from the neighbourhood of key-
point at the selected scale are transformed into a vector of floating point values.

SURF was designed to be a speeded-up version of SIFT [1]. The main differ-
ence is to approximate Laplacian of Gaussian with Box Filter. Wavelet responses
are used for orientation assignment and final feature description. In theory, SURF
supposed to be faster than SIFT in the task of finding keypoints as well as com-
puting descriptors. Unfortunately, OpenCV implementation does not support
this statement.

KAZE authors of KAZE detector and descriptor [11] noticed that building
scale space by Gaussian blurring takes into account neither noise nor natural
boundaries of objects in the scene. This leads to decrease of the accuracy in
localisation and uniqueness of found keypoints. To eliminate mentioned diffi-
culties, authors kindly proposed to build nonlinear scale space using Additive
Operator Splitting technique [18] and variable conductance diffusion. Their idea
makes object recognition system locally adaptive to the input image.

AKAZE was a step forward relative to significantly time-consuming KAZE
algorithm [12]. Acceleration was possible by using Fast Explicit Diffusion to
build nonlinear scale space. In addition, to describe detected keypoints the
authors used Modified-Local Difference Binary descriptor (unlike descriptor
KAZE, which operates on floating point numbers), which additionally speeded
up the performance of the system and saved memory.

BRISK is a combination of FAST-based, scale-space detection method and
description carried out through analysis of local intensity gradients [7].

ORB was algorithm designed to be alternative to SIFT and SURF in terms
of computational cost and – what is more important – patents. ORB is free for
its use [14]. For detection, it is using FAST algorithm with Harris corner measure
in scale space. To achieve orientation invariance authors proposed to save some
special measure known as intensity centroid. For description, ORB system uses
slightly modified BRISK version, which deals with orientation.

In my work not only I use standardised methods, but additionally, all the
results are performed on the same benchmark dataset provided in the same
work [10] and recorded previously in [17].

4 Results

In this section, I will provide a comparison of quality of 3D reconstruction
in terms of mean squared error (expressed in millimetres) using a variety of
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detector-descriptor pairs. Based on these results, I will further relate the perfor-
mance against the time required to perform the whole process. Establishing this
relationship is crucial for the online solutions where we can sacrifice precision a
little bit to obtain real time operation of the system.

4.1 Root Mean Square 3D Reconstruction Error

In my work, I have focused on the common benchmark datasets provided in
work [17]. It contains two textured sequences: paper and t-shirt. The example
images from the former are shown in Fig. 4a, b and for the latter are shown
in Fig. 4c, d. I performed extensive tests for both sets of images. In Fig. 1a
one can observe the performance of different detectors when using SIFT as a
descriptor. In this test, I wanted to check the detection phase only. As it could
be observed the best performance is achieved for KAZE descriptor. However,
SIFT and AKAZE are close to this result.

In the case of T-shirt dataset, the results are slightly different from the one
provided in the paper dataset. This may be due to the fact that paper is better
textured and used detector has a simplified task in finding keypoints, hence the
3D reconstruction has better performance. In result for T-shirt dataset, there is
a decreased number of correspondences and it has a negative influence on final
3D reconstruction result. In Fig. 2b, when detector-descriptor pairs of the same
family are used, the best result was obtained for SURF. In Fig. 2a also there are
changes in overall reconstruction error. Here the best performance was obtained
for SIFT. In the less textured dataset, SIFT detector appears to find the biggest

Fig. 1. The square root of mean square 3D reconstruction error in [mm] for paper
dataset using (a) variety of detectors with SIFT descriptor and (b) descriptor and
detector pairs of the same family for the paper dataset.
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Fig. 2. The square root of mean square 3D reconstruction error [mm] for T-shirt dataset
using (a) variety of detectors with SIFT descriptor and (b) descriptor and detector pairs
of the same family for the shirt dataset.

number of correspondences between reference and input frame and – as a result –
increases the quality of 3D reconstruction.

4.2 Time Performance

If we compare how much time is needed to obtain the results Fig. 3, the use of
AKAZE is advisable, if we want to obtain a fast method and not to compromise
the precision of the reconstruction.

Fig. 3. Mean squared error depending on the time of detection and description in the
same method performed on the paper dataset (a) and shirt dataset (b).
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Fig. 4. The results of shape reconstruction using variety of detector-descriptor pairs:
(a) BRISK-SIFT, (b) KAZE-SIFT, (c) BRISK-SIFT, (d) SIFT-SIFT, (e) AKAZE-
AKAZE, (f) SIFT-SIFT, (g) KAZE-KAZE, (h) ORB-ORB
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ORB is the fastest algorithm among all compared methods, but the quality
of its final result is the worst. Also, as it can be seen – in better-textured paper
dataset – SIFT has the slowest performance, but in T-Shirt dataset, it is signif-
icantly faster. It may be due to the fact, that this algorithm is able to find a
large number of keypoints and when the number increases – time performance
is decreasing, due to the costly matching process with floating point descrip-
tors. It appears to be very well implemented in OpenCV, so when the number
of keypoints is not that large – its performance is comparable even to binary
descriptors as it can be observerd in Fig. 3b.

5 Conclusions

In this paper, I have compared the performance of 6 different detector-descriptor
pairs in the task of 3D reconstruction of non-rigid planar surfaces. It turns out
that binary descriptors are not losing that much performance when compared to
the real-valued descriptors, but due to the faster computation of distances Ham-
ming Distance, and L-2 norm respectively, binary descriptors are substantially
faster. In the future work, I am planning to implement my own optimisation
process for modelling 3D non-rigid surfaces. This paper is the first step towards
achieving this goal.

Acknowledgments. This work was supported by grant No. LIDER/3/0183/L-
7/15/NCBR/2016 funded by The National Centre for Research and Development
(Poland).
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