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Abstract. Content sharing in social networks is now one of the most
common activities of internet users. In sharing content, users often have
to make access control or privacy decisions that impact other stakehold-
ers or co-owners. These decisions involve negotiation, either implicitly or
explicitly. Over time, as users engage in these interactions, their own pri-
vacy attitudes evolve, influenced by and consequently influencing their
peers. In this paper, we present a variation of the one-shot Ultimatum
Game, wherein we model individual users interacting with their peers
to make privacy decisions about shared content. We analyze the effects
of sharing dynamics on individuals’ privacy preferences over repeated
interactions of the game. We theoretically demonstrate conditions under
which users’ access decisions eventually converge, and characterize this
limit as a function of inherent individual preferences at the start of the
game and willingness to concede these preferences over time. We provide
simulations highlighting specific insights on global and local influence,
short-term interactions and the effects of homophily on consensus.

1 Introduction

We aim to investigate the impact of multi-party decision sharing in a social net-
work. In highly connected networks, content sharing is frequent and users make
decisions about the amount and type of content they choose to share, as well
as their preferred privacy preferences. Previous work has largely investigated
how to reconcile users’ (possibly conflicting) privacy preferences with respect to
commonly owned (or jointly managed) content [16,34]. For instance, the typical
example used in the literature is that of a photo in which multiple users are
depicted, they have conflicting privacy preferences as to with whom the photo
would be shared in a social network, and they use a (technology-aided) recon-
ciliation method to resolve the conflicts. Despite the amount of work in this
area, the impact of these interactions over time - both on users and on the con-
tent shared - regardless of the reconciliation method, is largely unexplored. In
particular, we are yet to understand how individuals’ sharing decisions change
over time, who are the most influential users, how they benefit from it, and the
privacy gains and losses from a collective perspective.
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This “research gap” is possibly due to two (related) reasons. First, to our
knowledge, proposed content sharing models to date have not been translated
into practical features or applications: social networks provide minimal support
for multi-party decision making tools. Hence, an exploration in the wild of the
effects of multi-party sharing is fundamentally hard. Second, to date, work that
focuses on multi-party sharing has adopted a micro-scale view of the interac-
tions among users (i.e., one-on-one and one-shot interactions), in an attempt to
minimize discomfort and other security properties from a one-interaction at a
time standpoint.

In this paper, we aim to answer a broader and, we believe, more important set
of questions about the potential longitudinal effects of repeated negotiations over
jointly managed content among users in a social network. We assume, consistent
with reality [3,20,39], that users wish to reach agreement and share content
jointly. Over time, this will lead users to feel pressure to move away from their
individual preferred settings and toward the preferences of their peers. In doing
so, some users will experience sharing loss, while others will experience privacy
loss. In this setting, our specific questions are:

– How does multi-party involvement in access control decisions affect the indi-
vidual behaviors of social network users?

– What are the collective privacy gains and losses associated with multi-user
sharing?

– Bearing in mind that users adopt individual strategies to respond to access
decisions for shared content, which users are more likely to drive group deci-
sions? Likewise, which users are most likely to benefit from repeated interac-
tions?

We model user interactions through a repeated game. Specifically, evidence
indicates that one-shot decisions for multi-party access control may be well-
described using the language of the Ultimatum Game, specifically a natural ten-
sion between selfish preferences (i.e., maximizing a personal utility function) and
a less-tangible desire to cooperate [3,20,34,39]. That is, empirical studies about
multi-party access control showed that users are naturally selfish and seek to
impose their preferences as much as they can even when they know other stake-
holders may not be happy about it [34], but at the same time users do collaborate
[39] as they do not want to cause any deliberate harm to other stakeholders and
would normally consider their preferences and potential objections in a more
cooperative way [3,20].

Accordingly, we present a variation of the one-shot Ultimatum Game, wherein
individuals interact with peers to make a decision on a piece of shared content.
The outcome of this game is either success or failure, wherein success implies
that a satisfactory decision for all parties is made and failure instead implies
that the parties could not reach an agreement. This approach was inspired by
recent work of fairness in the Ultimatum Game [42].

Our proposed game is grounded on empirical data about individuals’ behav-
iour in one-shot, multi-party access control decisions [34,35,39] mentioned above
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to structure repeated pairwise negotiations on jointly managed content in a social
network. We theoretically demonstrate that over time, the system converges
towards a “fair” state, wherein each individual’s preferences are accounted for.
In this state, users’ preferred privacy values approach a constant value that is
dependent on how stubborn individual users are, until all values are within a
window of compromise (which in turn depends on the structure of the network).
We also carry out a series of numerical experiments on simulated data, and pro-
vide insights on a number of interesting cases, e.g., when a number of perfectly
stubborn users (i.e. users unwilling to compromise or adapt to other users’ pref-
erences) are at play, when highly connected users exist in the network, and when
networks are homogeneous.

The paper is organized as follows. In the next section, we highlight our
assumptions and the problem statement. In Sect. 3, we present our theoreti-
cal model. We discuss theoretical results in Sect. 4 and provide experimental
insights in Sect. 5. We overview related work in Sect. 6. Finally, we conclude the
paper with a discussion of limitations and future work in Sect. 7.

2 Problem Statement

We consider an online social network wherein linked users, i.e., two users con-
nected by an “edge” in the social network graph, may jointly manage content.
While one user is typically first to share a given piece of content, henceforth the
“poster”, other users, henceforth the “stakeholders”, may also be affected by the
content (e.g. a photo in which she is depicted). Users, both posters and stake-
holders, likely differ in both structural and inherent qualities. Structurally, they
have variable numbers of friends, i.e., degree (deg(n)), and variable (closeness,
betweenness) centrality. Inherently, users may differ in propensity for sharing
[22] and stubbornness [2,40].

As a piece of jointly managed content is considered, the stakeholder has the
opportunity to accept or decline the privacy settings selected by the poster —
a decision that is made based on a joint effect of inherent sharing preference,
stubbornness, the personal relationship between the two users and the nature of
the content itself. Access settings, then, are co-determined by posters and stake-
holders using a one-round negotiation, which we model as a one-shot Ultimatum
Game.

An important assumption underlying this game is that the proposer and
responder would like to reach agreement. First, the underlying social network
structure implies that the proposer and responder are friends, acquaintances or
members of a social cohort. Reaching agreement represents social harmony that
is preferable, and empirical evidence tells us that both posters and stakeholders
listen to and consider each others’ preferences and objections [39]. In some cases,
agreement may be required for content to successfully be posted. In other cases,
the proposer may have authority to post content at his desired privacy level
without consent of other stakeholders, but she hesitates to do so understanding
that her cohort may take the same liberty with future content, or because they
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put themselves in the position of stakeholders and understand they may not be
happy with the content shared [34]. In order to reach agreement, both proposer
and stakeholders understand they must concede (part of) their preferences and
move toward some compromise privacy setting [3,20,39]. However, the amount
each party shifts (or concedes) may not be the same, and its likely influenced
by their individual propensity for sharing [22] and stubbornness [2,40] as stated
above.

We study the impact of this variant of one-shot ultimatum games over time,
and specifically, the extent to which these one-shot interactions, wherein users
must compromise (as much as they feel comfortable) in order for content to
be shared, is conducive of a “fair” system. Here, by fair system, we refer to
a system wherein each user is given an equal opportunity to participate in an
interaction, based on his/her current degree in the network graph. Furthermore,
each user is free to respond based on his own preferences and inclinations, and
each user’s response for each game equally influences system dynamics. Given
these equitable rules of the game, answers to the three research questions posed
above may shed light on the ways in which outcomes are and are not as equitable.

Following, we discuss the model and its outcomes with focus on the case of
one poster and one stakeholder, for simplicity of presentation. Note however that
this is not a loss of generality, as k asynchronous players are essentially a specific
ordering of 2-player interactions.

3 The Model

We play a variant of the one-shot ultimatum game [42], repeatedly, amongst pairs
of individuals situated within a social network graph. The rules of the game,
which are formally specified below, reflect the real-world scenario of multi-party
sharing, namely determining access settings for content associated with multi-
ple stakeholders [15,25,33]. These rules formally capture empirical evidence of
concession behaviour in multi-party sharing [33], like being generally accommo-
dating to the preferences of others to reach agreement [3,20,39].

Consider a social network graph G = {V,E} where V is the set of users,
represented as nodes in the graph. The set E of pairwise links between nodes
represents relationships, or more generally, users with some connection who may
both be party to the same content. Links may be weighted according to a weigh
function Wij , where weights between users i and j indicate strength of relation,
or strength of social influence.

Each user i has an inherent, personal comfort Ci with sharing and an inherent
stubbornness Ti that do not change over the lifespan of the game. Both are
represented as value in [0, 1]. In the case of comfort, 0 indicates private and 1
public1; likewise for stubbornness, 0 is least stubborn and 1 most stubborn. Each
1 Note that we abstract ourselves from the actual privacy settings or access con-

trol paradigm used by the online social network provider. For each social media
infrastructure or privacy policy language used, a mapping could be defined that
turns available settings into values in [0, 1] and vice versa.
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user is also perpetually endowed with two dynamic values – a “proposal” value
Pi(t), and a “response” value Ri(t). These values represent the user’s preferred
settings when acting as the content owner (“poster”) or when party to content
posted by someone else, respectively, which is aligned with empirical evidence
that shows that the perceptions and behaviours of users are significantly different
when they are playing the role of poster or stakeholder [34]. Changes in these
values over time are governed by the set of rules of the game, detailed as follows.

Fig. 1. Example of successful
interaction and update rule

We initialize the proposal value and the response
values for each user as his comfort value, i.e.,
Pi(0) = Ri(0) = Ci. The intuition here is that,
without the influence of peers (i.e., without play-
ing the game) a user is inclined to both offer and
accept the sharing level for a piece of content
that most closely matches his comfort level.

The game is played for some fixed number
of iterations. At each iteration, a “proposer”
is chosen at random. Intuitively, this is the
owner/poster of a piece of content in which other
users have a stake. A “responder” is selected at
random from among his contacts, namely those
users adjacent on the social network graph. The
proposer offers his proposal value to the respon-
der, i.e. the privacy level or disclosure setting for
the co-owned content to be shared. The respon-
der in turn accepts or declines this offer. Intuitively, the decision to accept or
decline represents the responder’s approval or disapproval of the proposed pri-
vacy setting. This decision is made based on the responder’s willingness to com-
promise, which in turn relies primarily on two factors: (1) the strength of influ-
ence of the proposer on the responder, i.e., their relationship strength (possibly
asymmetric) [10,11], and (2) the sensitivity of the content in question — if a
user feels that an item is very sensitive for her, she will be less willing to approve
sharing [30,38]. Conditions for acceptance and success of an interaction are given
in the next definition and examples of successful and unsuccessful interactions
are depicted in Figs. 1 and 2.

Definition 1 (Successful Interaction Conditions). Let the strength of
influence of user i on user j be represented by a value in IN ∈ [0, 1], with
0 indicating most weak and 1 most strong. Likewise, let the sensitivity of the
content be denoted S ∈ [0, 1], with 0 most sensitive and 1 least sensitive. An
interaction is successful, i.e., the responder j accepts the proposer’s (i) proposal
if

|Pi(t) − Rj(t)| < IN(i, j) × S

and a failure otherwise.
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After each interaction, the involved players’ proposal and response values are
updated [42], as follows:

– If the interaction is successful, the proposer and responder do nothing. Specif-
ically, Pi and Rj remain the same moving forward in time.

– If the interaction is unsuccessful, the proposer and responder move their pro-
posal and response values, respectively, by some amount modulated by the
stubbornness of each individual user toward the midpoint of the two as a way
of conceding, so that future interactions are more likely to be successful.

Pi(t + 1) = Pi(t) × Ti +
Pi(t) + Rj(t)

2
× (1 − Ti) (1)

and

Rj(t + 1) = Rj(t) × Tj +
Pi(t) + Rj(t)

2
× (1 − Tj). (2)

The rules above capture notions of social influence and empirical evidence of
multi-party access control decisions. In particular, informed by Fredkin’s social
influence theory [13], stating that strong ties are more likely to affect users’
opinions and result in persuasion or social influence, in both Eqs. (1) and (2) users
will move toward their peers values. This is consistent with empirical evidence

Fig. 2. Example of failed interaction

about multi-party access control
decisions that showed that both pro-
poser and stakeholders are willing
to collaborate and make concessions
toward some compromise privacy
setting [3,20,35,39]. The amount
each party shifts (or concedes) may
not be the same, as each party may
be influenced by peers only to a cer-
tain point [36] driven by their stub-
bornness [2,40] and degree of selfish-
ness [34].

Of note, the proposer i does not
change his response value and the
responder j does not change his proposal value moving forward, i.e., Ri(t+1) =
Ri(t) and Pj(t + 1) = Pj(t). Likewise, all players in the game who were not
involved in the interaction undergo no change in either proposal or response.

4 Theoretical Findings

In this section, we present our theoretical findings for the proposed Ultimatum
Game. We demonstrate that, unless trivially impossible, the system converges
towards a consensus state, wherein each individual’s preferences are accounted
for. In this state, both proposal and response values approach a constant c that
is dependent on the stubbornness values associated with individual users, until
all values are within a window of compromise which depends on the structure
of the network.
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4.1 Energy Conservation on Repeated Iterations

We first derive the following technical lemma on energy conservation, which will
help determine conditions and value of convergence.

Lemma 1. In an ultimatum game, let Pi and Ri be proposer’s and offeror’s
value for user i, with Pi and Ri defined according to Eqs. (1) and (2), respectively.
When Ti �= 1∀ i, the quantity

∑
i
Pi(t)+Ri(t)

1−Ti
is conserved.

Proof. Consider a single Ultimatum game, with proposer i and responderj.
If the proposal is accepted, neither Pi nor Rj change, and no other proposal

or response values are affected, so every value remains the same, and thus the
weighted sum is unaffected.

If the proposal is rejected, then the new proposal value becomes P ′
i = TiPi +

(1 − Ti)
Pi+Rj

2 and the new response value becomes R′
j = TjRj + (1 − Tj)

Pi+Rj

2 .
Since no other values are changed, then:

∑

i

P ′
i + R′

i

1 − Ti
−
∑

i

Pi + Ri

1 − Ti
=

P ′
i − Pi

1 − Ti
+

R′
j −Rj

1 − Tj
=

Pi + Rj

2
−Pi +

Pi + Rj

2
−Rj = 0

This means that regardless of which proposals are given or whether or not
they is accepted, the quantity

∑
i
Pi(t)+Ri(t)

1−Ti
remains constant. �

We will show in the next subsection that the Pi(t) and Ri(t) converge to
a given constant c. Using the relation obtained in Lemma1, we posit that the
constant c must be the unique constant for which this sum is conserved. Therefore

c =

∑
i
Pi(0)+Ri(0)

1−Ti∑
i

2
1−Ti

(3)

Next, we define the following vector d(t). We compute |Pi(t)−c| and |Ri(t)−
c| for each i, and sort each difference in non-increasing order. We show that
d(t) constructed in this way decreases in lexicographical order over time, and
therefore Pi(t) and Ri(t) both approach c. The following Lemma holds.

Lemma 2. At each time step t, the inequality d(t + 1) ≤lex d(t) is verified. In
particular, at time t + 1, d(t + 1) <lex d(t) when the conditions of acceptance
per Definition 1, are not met, and Pi is rejected by j.

Proof. Consider a single ultimatum game taking place at time t, with proposer
i and responder j. If the proposal Pi is accepted (i.e. acceptance condition per
Definition 1 hold true), no changes are made to Pi and Rj . Since this proposal
does not affect any other proposal or responder values, d(t + 1) = d(t).

If the proposal is rejected, then let a = max{|Pi(t) − c|, |Rj(t) − c|} and
b = min{|Pi(t) − c|, |Rj(t) − c|}. Note that rejection means that a > b.
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Since we sort these differences (including a and b) in non-increasing order,
let k be the index of the last occurrence of a in d(t). We note that:

|Pi(t + 1) − c| =
∣
∣
∣
∣TiPi + (1 − Ti)

Pi + Rj

2
− c

∣
∣
∣
∣

≤ Ti|Pi − c| + (1 − Ti)
∣
∣
∣
∣
Pi + Rj

2
− c

∣
∣
∣
∣

≤ 1 + Ti

2
|Pi − c| +

1 − Ti

2
|Rj − c|

Assuming Ti < 1, |Pi(t + 1) − c| < a. Similarly, |Rj(t + 1) − c| < a. Since
no other values in d(t) change, this means that dk(t + 1) = max{|Pi(t + 1) −
c|, |Rj(t + 1) − c|,dk+1(t)}. All of these possibilities are strictly smaller than
dk(t) = a. Since none of indices preceding k are affected, the inequality d(t +
1) <lex d(t) holds. �

P1

P2

P3

P4

P5

R1

R2

R3

R4

R5

Pi Ri

Fig. 3. Example of auxiliary graph

The lemma essentially
shows that so long as there
is a positive probability that
a proposal will fail to be
accepted, d(t) will converge
towards 0, meaning that Pi

and Ri will all converge to c.
Next, we formally iden-

tify conditions under which
failure has to be possible. In
this case, unlike Lemmas 1
and 2, the results are influ-
enced by the structure of G,
the sensitivity of content S
and influence between play-
ers INij .

4.2 Convergence
Results

We first create an auxiliary
graph wherein we split apart the Pi and the Ri values for every user i. In this
auxiliary graph, each Pi and Ri is associated with its own vertex. Because every
game iteration involves one Pi and one Rj value (and never a Pi with a Ri or
even another Pj value), this graph will be bipartite. An example of this type of
graph is reported in Fig. 3.

Definition 2 (Auxiliary Graph). Let (G,V) be a connected graph, wherein
each i ∈ G is associated with values (Pi, Ri). H is the auxiliary graph obtained
by taking 2 copies of the vertices of G. Label the vertices by i1 and i2 respectively.
Then, let i1 ∼H j2, i2 ∼H j1 ⇐⇒ i ∼G j. We will associate i1 with Pi and i2

with Ri.
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In the general case (i.e. G is connected and not bipartite), there is an odd
cycle i1i2 . . . iki1 in G. This means that i11 is connected to i21 in H by the path
i11i

2
2 . . . i

1
ki

2
1. Because G is connected, this means that H is also connected.

We will use the notation diamIN (G) to denote the usual diameter of G with
edge weights given by IN . The same is true for H, where the weight of an edge
(i1, j2) is the same as the weight in G of (i, j).

Lemma 3. When G is not bipartite, while any of |Pi − Rj |, |Pi − Pj |, or |Ri −
Rj | > inf{s : s ∈ S}·diamIN (H), there is a positive probability that d(t+1) <lex

d(t).

Proof. Assume that d(t+1) = d(t) with probability 1. By Lemma2, this means
that every possible ultimatum game (each edge that can be chosen with positive
probability) results in acceptance. This means that for any i and j adjacent,
|Pi − Rj | < s · IN(i, j) for any s ∈ S, so |Pi − Rj | ≤ inf{s : s ∈ S} · w(i1,j2).

Since there is a path between vertices i1 and j2 in H (H constructed accord-
ing to Definition 2), then |Pi − Rj | ≤ inf{s : s ∈ S} · dIN (i1, j2), and thus
|Pi − Rj |, |Pi − Pj |, |Ri − Rj | ≤ inf{s : s ∈ S} · diamIN (H) for any i and j. �

Per the above lemma, given enough iterations of the game, every value of
Pi and Ri for all vertices in V will converge in a window of size inf{s : s ∈
S} · diamIN (H). Note that since c is a weighted average of these values (see
Eq. 3), c is in the window.

Special considerations must be made for the (rare) case of G being bipartite.
If G is bipartite, then let the partition of the vertices be V1 and V2. Note that if
i ∼ j then i1 ∼ j2, so {v1 : v ∈ V1} and {v2 : v ∈ V2} are connected in H, and
in fact form a subgraph H ′ of H that is isomorphic to G. Similarly {v2 : v ∈ V1}
and {v1 : v ∈ V2} also form a subgraph H ′′ of H that is isomorphic to G.

To analyze this case, we use the technique from Lemma 3 on each part of the
disconnected H:

Lemma 4. When G is bipartite, while any of |Pi−Rj |, |Pi −Pj |, or |Ri−Rj | >
2·inf{s : s ∈ S}·diamIN (G), there is a positive probability that d(t+1) <lex d(t).

Proof. Per Lemma 3, let the partition of the vertices be into sets V1 and V2.
Considering only the {Pi : i ∈ V1} and {Ri : i ∈ V2}, we can use Lemmas 1 and
2 to define c′ and d′ to only consider those values. We can also define c′′ and d′′

to be defined using only {Ri : i ∈ V1} and {Pi : i ∈ V2}.
Because we consider only one of each Pi and Ri, algebraic manipulation shows

that c = c′+c′′
2 . However, since Ri(0) = Pi(0) for every i, we note that c′ = c′′,

and thus both are equal to c. This means that vector d is simply a reordering of
the entries of d′ and d′′.

Using the same techniques used to prove Lemma 3, it is easy to show that if
d′(t + 1) = d′(t) with probability 1, then all Pi(t) and Ri(t) in H ′ fall within a
window of diameter inf{s : s ∈ S} · diamIN (H ′) that contains c.

In an identical manner, all Pi(t) and Ri(t) in H ′′ fall within another window
of diameter inf{s : s ∈ S} · diamIN (H ′′) that also contains c. However, since
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both H ′ and H ′′ are isomorphic to G including edge weights, the union of these
windows is a window of diameter less than 2 · inf{s : s ∈ S} · diamIN (G). �

By relying on the two lemmas above, we now derive the following theorem
for general values of Ti:

Theorem 1. For any graph G, one of the following will occur:

1. If Ti �= 1∀ i ∈ V , all Pi and Ri will eventually converge to a window of size
2 · inf{s : s ∈ S} · diamIN (G) or inf{s : s ∈ S} · diamIN (H) as appropriate
around c.

2. If ∃ f such that Pi(0) = Ri(0) = f ∀ i : Ti = 1, all Pi and Ri will eventually
converge to a window of size 2 · inf{s : s ∈ S} · diamIN (G) or inf{s : s ∈
S} · diamIN (H) as appropriate around f .

3. Otherwise, consensus is impossible.

Proof. The proof considers each case. For case 1: If Ti �= 1∀ i ∈ V , then by
Lemmas 3 and 4, there is a positive probability of decrease if this window is
larger than 2 · inf{s : s ∈ S} · diamIN (G) or inf{s : s ∈ S} · diamIN (H). This
means that eventually the size of the window will decrease.

With respect to case 2: If ∃ f such that Pi(0) = Ri(0) = f ∀ i : Ti = 1

Let f ′ =
∑

i:Ti �=1
Pi +Ri
1−Ti∑

i:Ti �=1
2

1 − Ti

be the weighted average value over all the less stubborn

players.
In the same manner as in Lemma 1, f ′ is conserved for any outcome of any

ultimatum game between two vertices from the set {i : Ti �= 1}. Note that the
same is true for any outcome of of any ultimatum game between two vertices
from the set {i : Ti = 1}, as well as a game with a vertex from each set where
the ultimatum is accepted.

If we have a game with a vertex from each set where the ultimatum is not
accepted, then without loss of generality, let Ti �= 1. This means that Pi(t + 1)
(or Ri(t + 1)) is a weighted average of Pi(t) (or Ri(t)) and f , so f ′(t + 1) is a
weighted average of f and f ′(t). This means that f ′ approaches f .

Using the same techniques as Lemmas 2, 3, and 4 with f instead of c, all Pi

and Ri will eventually converge to a window of size 2 · inf{s : s ∈ S} ·diamIN (G)
or inf{s : s ∈ S} · diamIN (H) around f .

Finally, for case 3: if ∃ Pi(0) = Ri(0) �= Pj(0) = Rj(0) for Ti = Tj = 1, then
for any t, Pi(t) = Ri(t) �= Pj(t) = Rj(t), so trivially no consensus is possible. �

In summary, if content sensitivity can be arbitrarily small, unless there is
trivially no way to establish consensus, then all players will converge to a con-
sensus based on their stubbornness values. The rate of convergence will actually
depend on the topology of the network, and on how homogeneous users’ comfort
values and stubbornness levels are. We provide some insights on these dimensions
in the next section.
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5 Empirical Results

Our convergence results guide understanding of behavioral trajectories in a social
network. However, some interesting and more practical issues are unaccounted
for in our analysis, especially with respect to the effects of scale. That is, large
social networks may have multiple stubborn users, users who interact very often,
or those who interact very infrequently. Informed by our theoretical findings, we
can further our understanding of these effects through controlled experiments,
varying specific parameters of the game that we anticipate may play a significant
role in real-world networks.

Through simulation, we explore the effects of specific personal and structural
characteristics (e.g., stubbornness, degree) at the node level as they relate to
short- and long-term evolution of privacy preferences for jointly managed content
throughout the system. We study:

1. The role of the stubborn users, and their evolution in the network (e.g.
how does an extremely opinionated user affect others? Does his/her behavior
change over time?);

2. The role of high-degree users, and their relative rates of successful or failed
interactions (i.e. are popular users more likely to experience successful inter-
actions?); and

3. The short- vs. long-term nature of observed effects (i.e. is convergence to a
fair value possible in the short term? if so, under which conditions)?

5.1 Local Influencers: Stubbornness and Connectivity

Two types of users are likely to affect the dynamics of our system. These
are highly stubborn users (i.e. Ti � 1), and highly popular users deg(i) >
avg(deg(n)). Users with high stubbornness (who are slower to concede their
preferences) are influential in their neighborhood. Recall that, per Theorem 1 in
the extreme case of a fully-connected graph with exactly one perfectly stubborn
user (Ti = 1), given the conditions of our model described, all users’ proposal
and response values will converge to his comfort level.

In the case that a network has multiple stubborn users, each becomes a local
influencer, with the speed and diameter of influence dependent on local con-
nectivity patterns and proximity to “competing” stubborn users. In this way,
stubborn users typically serve as centers of “communities”, closely aligned with
community structure detected by classic community structure detection algo-
rithms.

We study this case through a simulation through the benchmark Karate
Club network (N = 34) [41]. The Karate Club network is used as a first network
topology as it is well understood and its small size allows for explicit tracking
and visualization at the individual node level. In addition, the close-knit peer
group represents a micro-scale view of a larger social system.

Over this network structure, we start from baseline assumptions that: (1)
Users’ inherent privacy preferences; (2) Users’ stubbornness scores Ti; (3) Influ-
ence scores over pairwise links IN(i, j); and (4) Content sensitivity scores are
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all uniformly distributed in [0, 1]. We let zero represent least inclined to share,
least stubborn, least influenced and least public (most sensitive), respectively.

Consider the following representative example (Fig. 4). User comfort levels,
i.e., initial proposal and response values for all users are taken from a uniform
random distribution in [0, 1], with the exception that user 1 is seeded with a com-
fort of 0.1 (strict sharing) and user 34 with a comfort of 0.9 (public sharing). In
addition, users 1 and 34 are seeded as perfectly stubborn, i.e., T1 = T34 = 1. The
left hand image visualizes initial comforts, equivalently initial proposal values,
for all individuals in the network. Nodes are colored on a temperature scale,
with blue representing 0 and red representing 1. The game is run to convergence
(10K iterations of play), and the resultant final proposal values are reflected on
the right; note that proposal and response values are equivalent in the limit.
Consistent with our theoretical findings, we see convergence around stubborn
users. In this case wherein multiple perfectly stubborn users are present within
a single connected component of the graph, convergence is localized around each
and specific diffusion of influence depends on the local connectivity patterns.

As such, high centrality (degree, betweenness, closeness) users may play an
interesting and notable role in system-wide behaviors. Specifically, we suggest
that users embedded in their local communities may have more rapid influence; in
time-limited real-world scenarios of evolving social graphs, more rapid influence
likely means wider influence as well. In addition, high-degree users “play” more
often (are involved in more shared content and subsequent negotiations); in
the framework we have described, highly connected users may be selected as
responder any time a friend is selected as proposer. In sum, location, degree,
number and extent of stubborn users are interrelated determinants of system-
wide preferences, i.e., proposal and response values, at convergence.

Fig. 4. Initial (left) and converged (right) proposal values on the karate club network.
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5.2 Evolution of the Ultimatum Game at the Slow Time Scale

We have theoretically (Sect. 4) and experimentally described the behavior of the
ultimatum game at the long time horizon. These analyses allowed for a formal
understanding of limit behavior, but were not necessarily realistic in real-world,
time-constrained scenarios. Here, we consider the implications of our findings at
the shorter-term horizon, or for more sparse interactions.

Estimates indicate [5] that Facebook users share on average 0.35 photos per
day, or 1 photo every 3 days (350 million photos per day, divided by 1 billion
active users per day). In our small network of 34 users, we estimate 12 instances
of sharing/interactions per day. Provided a static network structure, over the
course of one month the game is played for 360 iterations. Figure 5 illustrates
the influence of one stubborn user (user 3) after 500 iterations of play. We seeded
user 3 with a sharing comfort of 0.9 and all other users with comfort 0.1. User
3 was seeded as perfectly stubborn, T3 = 1, while other users’ stubbornness
values were taking from a uniform distribution on [0, 1]. We have proven that in
this contrived but important extreme case, all users will eventually converge to
proposal and response values at 0.9. However at the shorter horizon, notice the
local influence of user 3, where variants in neighbors’ final values are attributable
to connectivity patters, number of interactions and inherent stubbornness.

Stubborn users, then, seem to be playing a winning strategy. In the long
term, they pull other users toward their own preferences and exhibit greater
influence regionally over time. However, we note one consequence for stubborn
users, namely a greater expectation of failed interactions. As their peers move
more quickly toward compromise and bring their own preferences in line with
their neighbors, stubborn users are slower to narrow this gap. Accordingly, as

Fig. 5. Proposal values after 500 iterations of the ultimatum game. Observe node 3
and its local influence in its neighborhood.
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pairs of less stubborn users reach preferences within the window of consensus
and begin to increase their rate of successful interactions, all else (connectivity,
preferences) being equal, stubborn users continue to fail further into the game.
In addition to less stubborn users, it can also be said that users whose comfort
level is nearer to the mean (in our case, the mean is fixed at 0.5) experience
more successful interactions with their peers. That is, the expected value of the
difference between their own proposal/response value and that of their neighbor
is lesser than the expected value of that difference for a user with a preference
nearer to either end of interval.

5.3 The Importance of Homophily

Our last observation brings us to an important consideration. The examples
we have provided thus far have involved fixing personal preferences and stub-
bornness near extreme values in order to demonstrate effects. However, consider
expected scenarios where connected users have generally similar preferences and
are in general moderately stubborn. The social science literature on homophily
provides evidence that real world social systems are well-modeled using ‘birds of
a feather’ assumptions [23,27].

Consider the same network of Fig. 5, wherein initial preferences and stub-
borness are distributed in a uniform (and random) fashion from the interval
[0.3, 0.7]. Figure 6 represents the preferences of all 34 users over 5000 rounds of
play. Notice, in this framework, all players’ values tend to converge to a common
small range of values, with less than 0.2 separating the preferences of any two
users in the network.

This tendency toward agreement in more homogeneous communities holds
implications for prototypical real-world social networks wherein densely linked
groups of users tend to be more ‘similar’ by some measure. It is an open question
whether documented instances of homophily in social systems extends to privacy

Fig. 6. Proposal values plotted for 34 players over 5000 iterations of the ultimatum
game for multi-party content.
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preferences as well, but our model would suggest that it may. Furthermore,
anomalous cases for which this tendency is not observed may be indicative of
areas for deeper investigation.

6 Related Work

Our work lies at the crossroad of game theory for modeling social interactions
and multi-user access control.

There is a long history using the ultimatum game to model pairwise interac-
tions amongst individuals seeking to rectify opposing forces of cooperation and
selfishness [8,37]. In particular, in the Ultimatum Game, one player proposes
a division of a sum of money between herself and a second player, who either
accepts or rejects. Based on rational self-interest, responders should accept any
nonzero offer and proposers should offer the smallest possible amount. Tradi-
tional, deterministic models of evolutionary game theory agree: in the one-shot
anonymous Ultimatum Game, natural selection favors low offers and demands.
However, experiments in real populations reveal a preference for fairness. When
carried out between members of a shared social group (e.g., a village, a tribe, a
nation, humanity) people offer “fair” splits close to 50-50, and offers of less than
30% are often rejected [14,28]. There are several theories as to why this differ-
ence between theoretically optimal and practical behaviors may exist, including
reputation and memory effects [6], natural selection [26], empathy and perspec-
tive taking [24]. In [42], we study this phenomenon using a similar model to that
presented in this paper, but in a general setting unrelated to privacy and access
control. Accordingly, the formulation explored in [42] involves a more general rule
set, leaning on notions of greed and charity, rather than consensus-formation.

With respect to privacy and related decision making processes, researchers
from many communities have noted the trade-off between privacy and utility
(e.g., [4,7,21,29,31,32]). The majority of this prior work tends to view the pri-
vacy/utility trade-off as mutually exclusive: an increase in privacy (resp. util-
ity) results in an immediate decrease in utility (resp. privacy). We note that
the interplay of multiple entities in any access control/privacy decision where
privacy and utility are unevenly distributed among the players and context-
dependency results in a complex relationship between these concepts [1,19]. A
growing body of recent work has focused on multi-party access control mecha-
nisms, some of which have used game-theoretical concepts. Chen et al. model
users’ disclosure of personal attributes as a weighted evolutionary game and dis-
cuss the relationship between network topology and revelation in environments
with varying level of risk [9]. Hu et al. tackle the problem of multi-party access
control in [17], proposing a logic-based approach for identification and resolution
of privacy conflicts. In [18] these authors extend this work, this time proposing
adopting a game-theoretic framework, specifically a multi-party control game
to model the behavior of users in collaborative data sharing in OSNs. Another
game-theoretic model is given in [35], in which automated agents negotiate on
behalf of users access control settings in a multi-user scenario. Other very recent
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approaches to multi-party access control mechanism use a mediator [33] or a rec-
ommendation system [12] to suggest the optimal decision in one-shot multiparty
access control scenarios. The primary difference between our work and previous
ones on multi-party access control (whether game-theoretic or not) is our unique
focus on the effects of one-time interactions to a given network, and the related
consequences for users in the network over a number of interactions.

7 Conclusions and Future Work

In this paper, we presented a macro-model to describe how individuals’ sharing
decisions change over time, who are the most influential users and how they
benefit from it, along with privacy gains and losses from a collective perspective.
Through a carefully designed ultimatum game, informed by the body of work on
multi-party access control, we were able to capture the most important dynamics
underlying privacy decision making in online social networks. Our results show
users’ overall tendency to converge toward a self-adjusted environment, wherein
successes and failures commensurate with users’ stubbornness and underlying
network dynamics.

This work is the first step toward a more systematic analysis of how people’s
privacy attitudes evolve over time, and change their personal information shar-
ing patterns as a result. As such, we anticipate several extensions and possible
avenues for research.

Further theoretical work may look into the system’s convergence properties
for nonvanishing content sensitivity and study time to convergence (within some
bounds) in network topologies that reflect real-world social structure. Related to
this, convergence in a practical sense will reflect agreement on a discrete privacy
setting and accounting for this will impact these findings.

With respect to discretization of privacy settings, our model is thus far agnos-
tic to the actual privacy settings or access control paradigm used by the online
social network provider. We plan to define a mapping that converts available set-
tings into values in [0, 1] and vice versa. For instance, default Facebook settings
go from private, to friends, to friends of friends, to public. Also, users may choose
particular users or groups. In that case, the comfort value would be the distance
between a user’s desired privacy policy and the one she may finally accept, in
a similar way to [35], in which the euclidean distance is used to compare the
distance between two privacy policies to quantify the actual concession being
made during an access control negotiation

Further empirical, simulated studies may look at larger network graphs and
regimes of influence. That is, we have shown that stubborn users have dispro-
portionate influence in their local neighborhood, but their global influence is
dependent on their place in the network topology. We envision that these consid-
erations may support a full taxonomy of users categorized in multiple dimensions
including centrality, stubbornness and inherent privacy preferences. Ultimately,
categorizing users in this way and developing a common language with which to
discuss different user privacy behaviors will be very useful to further understand
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the interplay between local one-shot decisions and overall sharing dynamics at
the social network in multi-party access control.

Finally, as more detailed data becomes available on instances of multi-
party access control negotiations in the wild, especially longitudinal data about
repeated negotiations over time, either through collected data from popular net-
working sites or through smaller and more targeted user studies, this data may
be used to verify and parameterize the proposed model. We believe that the ulti-
matum game framework is a reasonable starting point, given its fundamental role
in modeling social cooperation broadly and existing evidence on one-shot multi-
party access control decisions. The update rules we have chosen are motivated by
the psychology literature on in-group/out-group behaviors, peer pressure, and
one-shot multi-party access control decisions. However, these rules and para-
meters thereof should be further researched in the specific context of repeated
decisions on multi-party access control settings.
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