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Preface

The 2017 China Conference on Information Retrieval (CCIR 2017), co-organized by
the Chinese Information Processing Society of China (CIPS) and the Chinese Com-
puter Federation (CCF), was the 23rd instalment of the conference series. The con-
ference was hosted by the East China University of Science and Technology in
Shanghai, China on July 13–14, 2017.

The annual CCIR conference constitutes the major forum for researchers and
practitioners from both China and other Asian countries/regions to share their ideas,
present new research results, and demonstrate new systems and techniques in the broad
field of information retrieval (IR). Unlike previous events, CCIR 2017 enjoyed con-
tributions spanning the theory and application of information retrieval, both in English
and Chinese.

This year we received 80 submissions from both China and other Asian countries,
among which 41 were English papers and 39 were Chinese ones. Submissions were all
carefully reviewed by at least three domain experts and the PC chairs made the final
decision. The final English program of CCIR 2017 featured 21 papers.

CCIR 2017 included abundant academic activities. Besides keynote speeches
delivered by world-renowned scientists from China and abroad, as well as a traditional
paper presentation session and a poster session, we also hosted an evaluation workshop
on paragraph ranking for question-answering.

CCIR 2017 featured four keynote speeches: “Neural Models for Modeling and
Predicting Information Interaction Behavior” by Maarten De Rijke (University of
Amsterdam), “Fighting Misinformation in Social Media through New IR Techniques”
by Qiaozhu Mei (University of Michigan), “The Future of Information Streaming and
the Opportunities for AI” by Weiying Ma (Toutiao), and “Scalable Learning with
Generative Models and Applications” by Jun Zhu (Tsinghua University).

The conference and program chairs of CCIR 2017 extend their sincere gratitude to
all authors and contributors to this year’s conference. We are also grateful to the
Program Committee for their great reviewing effort, which guaranteed that CCIR 2017
could feature a quality program of original and innovative research in information
retrieval. Special thanks go to our sponsors for their generosity: TRS, Sogou, Toutiao,
Huawei, Baidu, and Alibaba Group. We also thank Springer for supporting the best
paper award of CCIR 2017.

Jirong Wen
Jian-Yun Nie

Yiqun Liu
Tong Ruan

Tieyun Qian
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Neural or Statistical: An Empirical Study
on Language Models for Chinese Input

Recommendation on Mobile

Hainan Zhang(B), Yanyan Lan, Jiafeng Guo, Jun Xu, and Xueqi Cheng

CAS Key Lab of Network Data Science and Technology,
Institute of Computing Technology, Chinese Academy of Sciences,

Beijing 100190, China
zhanghainan1990@163.com

Abstract. Chinese input recommendation plays an important role in
alleviating human cost in typing Chinese words, especially in the sce-
nario of mobile applications. The fundamental problem is to predict the
conditional probability of the next word given the sequence of previous
words. Therefore, statistical language models, i.e. n-grams based mod-
els, have been extensively used on this task in real application. However,
the characteristics of extremely different typing behaviors usually lead
to serious sparsity problem, even n-gram with smoothing will fail. A rea-
sonable approach to tackle this problem is to use the recently proposed
neural models, such as probabilistic neural language model, recurrent
neural network and word2vec. They can leverage more semantically sim-
ilar words for estimating the probability. However, there is no conclusion
on which approach of the two will work better in real application. In
this paper, we conduct an extensive empirical study to show the differ-
ences between statistical and neural language models. The experimental
results show that the two different approach have individual advantages,
and a hybrid approach will bring a significant improvement.

Keywords: Neural network · Deep learning · Language model ·
Machine learning · Sequential prediction

1 Introduction

Chinese input recommendation is a useful technology in reducing users’ human
cost in typing Chinese words, especially when users are using some mobile appli-
cations, since the typing costs are heavier than those on the computer. Typically,
the recommender system will recommend some possible next words based on a
user’ typing history, and the user can directly select the word which he or she
would like to input rather than directly typing it. This task can usually be formu-
lated as follows: given a user’s typing history, i.e. a word sequence w1, · · · , wt−1,
the fundamental problem is to estimate the conditional probability of the next
word wt given the word sequence w1, · · · , wt−1, i.e. P (wt|w1, · · · , wt−1).
c© Springer International Publishing AG 2017
J. Wen et al. (Eds.): CCIR 2017, LNCS 10390, pp. 3–16, 2017.
https://doi.org/10.1007/978-3-319-68699-8_1



4 H. Zhang et al.

Traditional n-gram based statistical language models can be a natural choice
to this task. Benefiting from the simplicity and stability, n-gram based statistical
language models have been widely used in the real application of Chinese input
recommendation. However, it cannot fully solve this problem since the task of
Chinese input recommendation has some intrinsic characteristics. (1) The rep-
resentation of Chinese input can be quite diverse, even though users refer to the
same meaning. (2) Users’ typing behaviors are quite different. Some users input
Chinese sentences character by character, while others prefer the way of word
by word, or even directly typing the Pinyin of the whole sentence. These char-
acteristics pose great challenges of sparsity to traditional n-gram based models,
even smoothed n-gram [1,2] will fail.

Recently in academic community, a new approach named neural language
models has been proposed to further taking into account the ‘similarity’ between
words. Examples include neural language model (NLM) [3], word2vec [4,5],
recurrent neural network [6] (RNN) and long short term memory [7] (LSTM).
Specifically, these models represent each word as a dense vector. Therefore, dif-
ferent words can be connected by their semantic representations to alleviate the
sparsity problem. So far however, there has been no conclusion on which one
of the two different approach will perform better and should be used in real
application, to the best of our knowledge.

In this paper, we conduct an extensive empirical study on real data of Chinese
input recommendation to compare the two different approaches. Specifically, we
collect a large scale data set, named CIR from a commercial company focusing on
Chinese input recommendation to facilitate our study. The experimental results
show that when using a single language model, the statistical language model
can give the best results, the neural probabilistic language model is a little worse,
while the other neural language models perform the worst. This result tells us
that the exact matching approach (n-gram based models) can find accurate
results, while semantic matching approach (neural language models) can give
further candidates but also introduce noises.

We also find that the overlap between the results given by two different
approaches are relatively small. Therefore, it motivates us to use a hybrid model
to combine both, and thus better recommendation results can be obtained than
using the single model. Specifically, the combination of NLM with n-gram model is
better than that of other neural models and n-grams. We also find that word2vec is
different with NLM and RNN due to the negative sampling, and the combination
of n-gram, word2vec and NLM can obtains further improvement.

The rest of the paper is organized as follows. Section 2 discusses the back-
ground of Chinese input recommendation task, the statistical language model
and the evaluation measures. Section 3 describes the neural language models,
including NLM, word2vec, RNN, and LSTM. Section 4 shows the experimental
results and discussions. The conclusion is made in Sect. 5.
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2 Backgrounds on Chinese Input Recommendation

2.1 Task Description

Inputing Chinese words is difficult on the mobile device. Taking the most popular
Pinyin [8] typing methods for example, people first need to type the right Pinyin
(composed of different English characters), and then choose which words he/she
wants to input since different words can share a same pinyin representation. This
is more difficult than English words input task on mobile. Based on users’ typing
history, the recommender system can give a ranking list of possible words user
want to type in the next step. With this ranking list, users can directly input
the words by clicking rather than typing if the words is recommended on top of
the ranking list. By this way, the typing efforts can be largely reduced and the
typing error can be avoided at the same time.

Fig. 1. An example of Chinese input recommendation on the mobile phone.

Figure 1 gives an illustration of the real system of Chinese input recommen-
dation. In the example, we are given a user’s typing history, i.e. a sequence of
words ‘ (I)- (will) (go to)’. The recommender system gives
a recommendation list containing five words: ‘ (supermarket) (Qinghai)

(hospital) (work) (school)’. If the user’s next word exactly lies in
the recommendation list, he/she can directly click the word (e.g. ‘ ’(school)),
rather than typing the exact words. Therefore, we can see that users’ cost is
largely reduced. This is extremely useful in the scenario of mobile.

Therefore, the task of Chinese input recommendation can be formulated
as a language modeling problem. Given a user’s typing history, i.e. a word
sequence w1, · · · , wt−1, a recommendation list can be given out by estimating
the conditional probability of each next word P (wt|w1, · · · , wt−1). The goal is
to rank the required words on top of ranking lists, i.e. P (w∗

t |w1, · · · , wt−1) =
maxwt

P (wt|w1, · · · , wt−1), where wt∗ is the next word the user want to input.

2.2 Statistical Language Models

N-gram based models [9] are the most successful statistical language mod-
els, which has also been widely used in the real application of Chinese
input recommendation due to its simplicity in implementation and expla-
nation. Therefore, the probability generated for a specific word sequence
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w1, · · · , wt is calculated as: P (w1, · · · , wt) ≈ ∏t
i=1 P (wi|wi−n+1, · · · , wi−1). where

P (wi|wi−n+1, · · ·, wi−1)=
count(wi−n+1,··· ,wi)

count(wi−n+1,··· ,wi−1) . However, the n-gram has severe spar-
sity problems. In this paper, we use a popular smoothing method, namely the
interpolated Kneser-Ney smoothing [2,3,10,11], for comparison.

2.3 Evaluation Measures

Typical measures for recommendation task is Precision, Recall, and F1 score
[12]. We give their formal definitions as follows. Given context w1, · · · , wt−1, the
recommendation results are denoted as r1, · · · , rKt

, and the ground-truth words
are denoted as w

(1)
t , · · · , w

(U)
t , which are words that aggregated from different

users typing behavior. The precision score is defined as:

P@K =
∑U

u=1

∑K
k=1 δ(rk = w

(u)
t )

∑U
t=1 δ(Kt > 0)

,

where δ(·) is the indicator function and Kt is the number of the recommendation
words. That is, if A is true, δ(A) = 1, otherwise δ(A) = 0.

Recall reflects the fraction of relevant instances that are retrieved:

R@K =
1
U

U∑

u=1

K∑

k=1

δ(rk = w
(u)
t ).

Since the cost of recommendation is much lower than the cost of input, this
task value recall more important than precision. That is, the user prefer to
glancing at the recommendation list rather than inputting the whole word on
the mobile phone. F1 both considers the precision and recall to compute the
testing score, defined as F1@K = P@K×R@K

βP@K+(1−β)R@K .

Regarding the Chinese input recommendation task as a ranking problem
rather than a classification problem, we take the mean average precision (MAP)
[12] as ranking measure for evaluation.

MAP =
1
U

U∑

u=1

1

rank(w(u)
t )

,

where rank(w(u)
t ) is the ranking position of w

(u)
t in recommendation list.

Specially for the task of Chinese input recommendation, we would like to
evaluate from the perspective of how much the recommender system reduce the
users’ typing costs. We introduce two new evaluation measures in this paper,
namely saved words(SW) and saved characters(SC). The measure of SW and
SC is defined as percentage of words and characters that users can directly
select from the recommendation lists rather than typing on the mobile. We give
the precise mathematical formulas as follows:

SW =
∑U

u=1

∑K
k=1 δ(rk = w

(u)
t )

U
,
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SC =
∑U

u=1

∑K
k=1 δ(rk = w

(u)
t )lenc(w(u)

t )
∑U

u=1 lenc(w(u)
t )

,

where lenc(·) stands for the length of the word (·).
As we can see, the measure of SW is the same as R@K. Therefore, the

measure of Recall is more important than Precision in this task. Considering the
above issue, we set the β in F1 measure as 2/3 in Recall.

3 Neural Language Models

Though statistical language models such as n-gram have been widely used in
the real systems, it usually encounters serious sparsity problem because Chinese
input recommendation task has some intrinsic characteristics. (1) The repre-
sentation of Chinese input can be quite diverse, even though users refer to the
same meaning. Since the n-gram have no generalization to other sequence of
n words and no cross-generalization between different n-tuples, the n-gram has
poor generalization and heavy sparse problem [13]. (2) Users’ typing behaviors
are quite different. Some users input Chinese sentences character by character,
while others prefer the way of word by word, or even directly typing the Pinyin
of the whole sentence.

Though smoothed n-gram language models [1,14] can alleviate the sparsity
problem [15], there are at least two characteristics which beg to be improved
upon. It is not taking into account (1) contexts farther than 1 or 2 words1 and
(2) the ‘similarity’ between words. Therefore, the effect of sparsity can not be well
tackled with the smoothed statistical language models. Recently, the approach
of neural language models has been proposed to tackle these problems [16,17].

3.1 Probabilistic Neural Language Model

Neural probabilistic language model (NLM for short) is proposed by Bengio
et al. [3]. Specifically, v is a mapping from each element i ∈ V to a real
vector v(i), where i is a word and V is the vocabulary. The input vectors
are first concatenate to form a word features layer activation vector x =
(v(wt−1), v(wt−2), · · · , v(wt−n+1)). The hidden layer after an activation func-
tion will output tanh(bh + Hx), where H is the hidden layer weights with h
hidden units, bh is the hidden bias, and tanh stands for the hyperbolic tan-
gent activation function. The hidden layer output is further combined with the
linear compositions of word features to form the input of softmax layer, i.e.
y = b + Wx + Utanh(bh + Hx), where U is the hidden-to-output weight, W
is the weight of word features to output, and b is the output bias. Finally, a
softmax output layer is defined to output the probability as follows:

P (wt|wt−1, · · · , wt−n+1) =
eywt

∑
i eyi

,

where yi stands for the score of word i.
1 N-grams with up to 5 (i.e. 4 words of context) have been reported, though, but due

to data scarcity, most predictions are made with a much shorter context.
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3.2 Word2vec

NLM is computationally expensive for training. Among these neural methods,
word2vec is the most successful one in terms of both efficiency and effectiveness.
When applying word2vec for language modeling, we can modify the above con-
text C(wt) to indicate the previous n−1 words, i.e. C ′(wt) = (wt−n+1, · · · , wt−1).
The others are kept the same as the original word2vec. In this paper we only
use CBOW for our study, since it is more accordant with the language modeling
task than skip-gram.

Instead of using softmax for optimization, word2vec propose to use hierar-
chical softmax or negative sampling [18,19] to save computation complexity. In
this paper, we use the negative sampling approach. The basic idea is to ran-
domly select some words as the negative instances instead of all other words in
language.

3.3 Recurrent Neural Network

Both NLM and word2vec have two shortcomings. (1) They directly compress the
history to a single vector, without distinguishing the orders of different words
in the history. However, the word order is usually crucial for this task. For
example, the representations of ‘ (up to the skies)’ and ‘ (heaven)’ are
quite different. (2) They can not capture the long term dependencies of contexts,
which is usually important for the next word prediction. For example, given a
context ‘ (on) (seaside) (travel), (go to) (catch)’, the next
word is ‘ (crab)’ in the real data. We can see that the context ‘ (seaside)’
is crucial information for predicting the correct next word ‘ (crab)’. However,
the NLM and word2vec are usually modeling the dependencies of contexts with
a fixed-length window size, which may lose the long term dependencies.

To tackle this problem, Mikolov [6] used recurrent neural networks (RNN)
as a language model. It can not only learn to compress the whole history to a
low dimensional space, but also capture the sequence information and long term
dependencies of the whole sentence.

3.4 Long Short Term Memory

Though RNN is capable to capture the long term dependencies of contexts, it
usually faces the problem of gradient vanishing and gradient explosion for long
sentences [7,20]. The long short term memory (LSTM) is an advanced type of
Recurrent Neural Network by using memory cells and gates to learn long term
dependencies [7,21].

4 Empirical Settings

4.1 Data Set

In this paper, we collected a large scale data set from a commercial Chinese
input recommendation(CIR) engine to facilitate our experiments. The data set,
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named CIR, contains 20,000,000 word sequences. As we do not want to be biased
by any artificial segmentation in the real application, we directly use the data
segmented by the users themselves. The CIR corpus has been preprocessed by
replacing all numbers with one notation ‘NUM’ and ignoring the English words.
For our study, we randomly select 80% sequences from the whole CIR data as
training set, 10% sequences as validation set and the rest 10% as test set.

4.2 Parameter Settings

For the two statistical language models, pure n-grams (n-gram for short), and
n-grams with interpolated Kneser-Ney smoothing (n-gram-KN for short) [3], we
use unigram, bigram and trigram for counting. For neural models, we use sigmoid
function in experiments.

The performance results of P@1,10,R@10,F1@10,MAP with different window
size, different embedding dimension and hidden nodes size are reported in Figs. 2,
3 and 4. We set embedding dimension, window size and hidden units as 100, 6,
and 200 in NLM and we set the dimension as 200 in RNN and 300 in LSTM.
For word2vec, the dimension of word embedding, window size and the number
of hidden units is set to be 200, 5, and 200.

3 4 5 6 7 8
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9.93 10.09 10.08 10.13 10.13 10.13

3.13 3.16 3.16 3.18 3.17 3.18

28.84 29.13 29.22 29.36 29.25 29.33

7.77 7.84 7.85 7.9 7.87 7.89

15.71 15.92 15.89 16.03 16 16.01

Window Size

P@1 P@10 R@10 F1 MAP
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20

30

9.81 10.13 10.21 10.13 10.13

3.14 3.18 3.18 3.17 3.18

28.97 29.36 29.36 29.25 29.33

7.8 7.9 7.9 7.87 7.89

15.69 16.02 16.05 16 16.01

Feature Dimension

P@1 P@10 R@10 F1 MAP
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10

20

30

10.13 10.39 10.31 10.29 10.3

3.18 3.23 3.24 3.25 3.23

29.36 29.85 29.99 30.04 30.01

7.9 8.02 8.06 8.07
7.43

16.02 16.35 16.34 16.33 16.33
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P@1 P@10 R@10 F1 MAP

Fig. 2. Influences of window size, feature dimension and hidden nodes size for NLM.
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Feature Dimension

P@1 P@10 R@10 F1 MAP

Fig. 3. Influences of feature dimension and hidden nodes for RNN (left), LSTM (right).
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5 Experimental Results

In this section, we conducted experiments to study the comparison of different
approaches at first. Secondly, we combined the statistical and neural language
models, and found that better results can be obtained than using a single one.
Thirdly, we conducted a further discussion on different neural methods.

5.1 Comparison Between Statistical and Neural Language Models

We compare all the models on CIR for fair comparison, and the experimental
results are shown in Table 1. From the results, we can see that two statistical
methods (i.e. n-gram and n-gram-KN) obtain comparable results. Similar results
can be obtained for the four neural methods. As for the comparisons between
statistical and neural approaches, we can see that the statistical language models
performs much better than that of the neural ones. Taking MAP as an example,
the best statistical language model (i.e. n-gram/18.09) can improve the best
neural language model (i.e. NLM/16.03) by 12.85%. An exception is R@10, we
can see that NLM performs slightly better than n-gram. We make a further
analysis to show the differences between statistical and neural language models.

Table 1. The comparison results among statistical, neural and hybrid language models.

model P@1 P@3 P@5 P@10 R@10 F1 MAP SC

ngram 12.713 7.289 5.369 3.414 29.766 8.391 18.089 29.596

ngram-KN 9.804 6.842 4.971 3.542 28.775 7.743 15.314 28.564

NLM 10.126 6.472 4.892 3.181 29.357 7.902 16.025 29.226

word2vec 6.313 4.073 3.120 2.209 19.675 5.452 10.181 19.454

RNN 8.547 5.796 4.509 3.002 27.710 7.417 14.334 27.586

LSTM 8.672 5.766 4.517 3.078 27.887 7.381 14.499 27.363

NLM+ngram 13.154 7.536 5.554 3.467 30.683 8.545 18.777 30.508

word2vec+ngram 12.938 7.451 5.499 3.487 30.483 8.576 18.473 30.312

weighted+ngram 13.126 7.618 5.522 3.499 30.587 8.605 18.545 30.471

RNN+ngram 12.981 7.429 5.479 3.483 30.412 8.563 18.468 30.234

LSTM+ngram 12.986 7.430 5.470 3.474 30.333 8.542 18.457 30.156

NLM+word2vec+ngram 14.979 7.821 6.34 3.891 31.18 9.407 19.587 30.938

Overlapping Rate Analysis. We conduct a qualitative analysis between n-
gram and neural language models.

Specifically, we make a statistics on the overlapping rates of the recommen-
dation results between each two models, among n-gram, n-gram-KN, NLM,
word2vec, RNN and LSTM. The experimental results are shown in Table 2.
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Fig. 4. Influences of feature dimension and negative samples for word2vec.

Table 2. The overlapping rates of the recommendation results between each two
models.

overlap ngram ngram-KN NLM word2vec RNN LSTM

ngram 1 0.590726 0.1855 0.143099 0.198572 0.200481

ngram-KN 1 0.201453 0.145458 0.224591 0.228102

NLM 1 0.0858913 0.532115 0.525754

word2vec 1 0.0794111 0.0792779

RNN 1 0.727284

LSTM 1

From the results, there is large overlap between n-gram and n-gram-KN
(i.e. 59.07%). This is understandable since n-gram-KN is just a smoothed ver-
sion of n-gram. Secondly, there is large overlap rate among some neural language
models, such as NLM, RNN and LSTM. For example RNN and NLM has 53.21%
overlap, LSTM and NLM (i.e. 52.58%), RNN and LSTM (i.e. 72.73%). All these
neural language models may predict the similar results.

However, the word2vec is different from other neural language models, since
the overlapping rate between word2vec and others is quite small, i.e. 8.5%, 7.9%
and 7.9%, respectively. This may be caused by the negative sampling strategy
used in word2vec. For both NLM and RNN, the likelihood function is utilized
as the loss function. That is to say, the words which is popular will be encour-
aged. However, they will be penalized in word2vec when using negative sam-
pling. Thirdly, there is small overlap between statistical and neural language
models. For example, the overlap between n-gram and NLM is 18.55%, while
that between n-gram and word2vec is 14.31%. Therefore, statistical and neural
language models will provide different recommendations. These results indicate
that we can combine different approaches to obtain a better results. We will give
further investigations on this issue later.

Case Studies. Table 3 gives some cases of different prediction results for
a given word sequence. The proceeding context is ‘ (I) (play)’ and
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‘ (can’t use) (WeChat)’. And the ground truth is ‘
(phone) (games)’ and ‘ (pay)’, respectively.

Table 3. The case studies on the comparisons of statistical and neural language models.

From the results, we can see that statistical language models can only
give some frequent result, since they are estimating the probability based on
the counting. For example, the n-gram of ‘ (play games)’ and ‘
(WeChat Pay)’ are rare in the training data, therefore statistical language mod-
els will miss these positive words, and can only output some popular positive
words such as ‘ (phone)’ and ‘ (group)’. While for neural language model,
we can see that they can output many more reasonable words, such as ‘
(games)’, ‘ (vaccine)’ for ‘ (I play(do))’, and ‘ (password)’, ‘
(ID)’ for ‘ (WeChat)’. This is mainly because they can leverage the distrib-
uted representations to construct connections between similar words, thus help
to expand the candidates.

Therefore, statistical and neural language models both have their own advan-
tages: statistical ones can accurately predict the popular words, while neural ones
have the ability to provide more chances to target the rare words to tackle the
sparse problem. Furthermore, the influence of smoothed strategy on the sparse
problem is limited, since n-gram-KN provide exactly the same results with n-
gram model, only with different order.

5.2 Combination of Statistical and Neural Language Models

According to the above analysis that statistical and neural language models usu-
ally give different results, we give a hybrid model as follows. We first study the
influences of different λ ranging from 0 to 1 with step 0.1, on the validation set
of CIR to see whether the combination will help for the Chinese input recom-
mendation task. Figure 5 show the results of different λ when combing n-gram
with NLM, word2vec, RNN and LSTM respectively. From the results, we can
see that the performances are changing in a similar trend, i.e. first increase and
then drop. The best λ for combing n-gram with NLM is 0.5, with word2vec is
0.8, with RNN is 0.9, and with LSTM is 0.9. Therefore, we can see that the
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hybrid model can indeed obtain better results. These parameters are used for
further comparison.

P (wt|C)=λPn(wt|C)+(1−λ)Pd(wt|C),

where Pn and Pd stands for the conditional probability produced by statis-
tical and neural language models, respectively. C is the context of wt, i.e.
C = (w1, · · · , wt−1). λ is a tradeoff factor in the range of [0,1]. When λ = 1,
it reduces to statistical language model. While if λ = 0, it reduces to neural
language model.
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Fig. 5. Influences of different λ in combining n-gram and neural model.

Table 1 gives the comparison results between the combination approach with
the single ones. We can see that the combination approach significantly improve
the results. Taking MAP as an example, the improvement of the best com-
bination method (i.e. NLM+n-gram/18.78) over the best statistical method
(i.e. n-gram/18.09) is 3.8%. While the improvement over the best neural method
(i.e. NLM/16.03) is 17.2%. This is accordant with the experimental findings that
neural language models can provide suitable similar words for candidate to tackle
the sparse problem, as shown in the above case studies.

Considering the above results that word2vec is different from other neural
language models, and the overlapping is very small, we propose to combine n-
gram, word2vec, and other neural language models. Therefore, we can obtain
the following hybrid model:
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P (wt|C)=λ1Pn(wt|C)+λ2Pw(wt|C) + (1 − λ1 − λ2)Pd(wt|C),

where Pn, Pw and Pd stands for the conditional probability produced by n-gram
,word2vec and other neural language models, respectively. C is the context of wt,
i.e. C = (w1, · · · , wt−1). λ1, λ2 are tradeoff parameters in the range of [0,1]. In our
experiments, we also tune these parameters in the validation set, and only report
the best results with λ1 = 0.3 and λ2 = 0.2. The experimental results are shown
in Table 1. We can see that the performance is improved significantly. Taking
MAP as an example, the improvement (i.e. NLM+n-gram+word2vec/19.59) over
the best statistical method (i.e. n-gram/18.09) is 8.3%.

5.3 Discussions on Different Neural Language Models

Furthermore, we conduct a discussion on different neural language models to
provide some more insights.2

Word2Vec vs. NLM. The experiments show that the combination of
word2vec+n-gram works worse than that of NLM+n-gram. We analyzed the
data and found that the failure of word2vec+n-gram may be caused by the
fact that word2vec did not consider the orders of the given context, since
they are usually using an average operation to obtain the context vector in
word2vec. However, such order information is usually crucial for the task of
language modeling. To reflecting such order information while keeping the effi-
ciency advantage of word2vec, we propose to modify the original word2vec to
a weighted version. Specifically, the new feature vector of each context word
v(wj), j = t − L, · · · , t − 1 is defined as the following form:

v(wj) =
2(t − j) · v(wj)

L(1 + L)
,

where v(wj) stands for the feature vector of wj in original word2vec.
The experimental results in Table 1 show that the combination of weighted

word2vec and n-gram can perform better than that of word2vec and n-gram.
Specifically, we give a specific case for further explanation. Given a word sequence
‘ (you) (not have it) (okay)’, if we adopt weighted word2vec, the
predicted words will be ‘ (okay) (alright) (alright)
(good)’. Compared with the results produced by word2vec ‘ (doing this)
(that) (need) (right to speak) (so)’, we can see that the words
related to the latter word ‘ (is)’ has been ranked on top positions. Therefore,
the order information of contexts have been taken into account in the model.

2 Since word2vec is proposed as a simplified version of NLM, and RNN can be viewed
as more complicated than NLM, we conduct the discussions on word2vec vs. NLM,
and RNN vs. NLM, respectively.
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NLM vs. RNN. The experiments show that RNN+ngram is worse than
NLM+ngram. We give some explanations as follows. RNN compresses the con-
text information into a hidden layer, while NLM has a fully connected with the
context. Therefore the advantage of RNN lies in the modeling for long context,
since it can capture the long term dependencies. But in our data, each sentence
has 4.9 words on average and NLM has a window size 6 in our experiments. That
is to say, NLM has ability to control most situations.

6 Conclusions and Future Work

In this paper, we conduct an empirical study on a large scale real data of Chinese
input recommendation task. The experimental findings show that: (1) Statisti-
cal language models can provide more accurate results, while neural ones can
alleviate the sparsity problem by providing more similar results; (2) The combi-
nation of these approachs will improve the results; For the future work, we will
also study the efficiency issue of different neural language models, which is more
important for the application on mobile.
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Abstract. In this paper, we investigate the recommendation task in the
most common scenario with implicit feedback (e.g., clicks, purchases).
State-of-the-art methods in this direction usually cast the problem as to
learn a personalized ranking on a set of items (e.g., webpages, products).
The top-N results are then provided to users as recommendations, where
the N is usually a fixed number pre-defined by the system according to
some heuristic criteria (e.g., page size, screen size). There is one major
assumption underlying this fixed-number recommendation scheme, i.e.,
there are always sufficient relevant items to users’ preferences. Unfortu-
nately, this assumption may not always hold in real-world scenarios. In
some applications, there might be very limited candidate items to rec-
ommend, and some users may have very high relevance requirement in
recommendation. In this way, even the top-1 ranked item may not be
relevant to a user’s preference. Therefore, we argue that it is critical to
provide a dynamic-K recommendation, where the K should be different
with respect to the candidate item set and the target user. We formu-
late this dynamic-K recommendation task as a joint learning problem
with both ranking and classification objectives. The ranking objective
is the same as existing methods, i.e., to create a ranking list of items
according to users’ interests. The classification objective is unique in this
work, which aims to learn a personalized decision boundary to differen-
tiate the relevant items from irrelevant items. Based on these ideas, we
extend two state-of-the-art ranking-based recommendation methods, i.e.,
BPRMF and HRM, to the corresponding dynamic-K versions, namely
DK-BPRMF and DK-HRM. Our experimental results on two datasets
show that the dynamic-K models are more effective than the original
fixed-N recommendation methods.

Keywords: Implicit feedback · Dynamic-K recommendation

1 Introduction

Recommender systems have been widely used in many applications, such as
Amazon, YouTube and so on. In this paper, we address the most common rec-
ommendation scenario with implicit feedbacks, e.g., clicks or purchases from
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users. Most methods in this direction cast the problem as to learn a personal-
ized ranking on a set of items [6], e.g., webpages or products. The top-N ranked
items are then provided to users as recommendations [1,8,11], where N is usu-
ally a fixed number pre-defined by the system according to the recommendation
space (e.g., page size, screen size) or some heuristic criteria.

There is an underlying assumption for such fixed-N recommendation scheme,
i.e., there are always sufficient relevant items to users’ preferences. Unfortunately,
this assumption may not always hold in real-world scenarios. For example, if
one aims to recommend newly uploaded papers on arxiv1 for academic readers
everyday, he/she may face the following two problems. Firstly, there might be
very limited new papers updated on arxiv everyday. Secondly, some academic
readers might have very high relevance requirement in recommendation since
paper reading is time-consuming. In this way, even the top-1 ranked paper may
not be appropriate to be recommended to such readers on some day. However, by
using a fixed-N recommendation scheme, each reader will constantly receive N
recommended papers, and it is very likely to annoy the readers in this situation.

To avoid the above problem, we argue that it is critical to provide a dynamic-
K recommendation, where the K should be different with respect to the candidate
item set and the target user. If there are sufficient relevant items or if the user
likes receiving diverse recommendations (i.e., relatively low relevance require-
ment), the K could be large. In contrary, if there are limited relevant items or
if the user likes receiving recommendations unless they are highly relevant, the
K should be small or even no recommendation should be provided sometimes.
Ideally, a good recommender system should be able to learn from users’ implicit
feedbacks to present such dynamic-K recommendations for different candidate
item set and target users.

In this work, we formulate this dynamic-K recommendation task as a joint
learning problem with both ranking and classification objectives. Specifically,
the ranking objective is the same as many existing ranking-based methods, i.e.,
to create a ranking list of items according to users’ interests. The classifica-
tion objective, which is unique in this work, aims to learn a personalized rather
than a global decision boundary to differentiate the relevant items from irrel-
evant items. We apply the above joint learning idea over two state-of-the-art
ranking-based recommendation methods, i.e., BPRMF and HRM, and extend
them to the corresponding dynamic-K versions, namely DK-BPRMF and DK-
HRM, respectively.

We conduct empirical experiments over two publicly available datasets, i.e., a
transaction dataset named Ta-Feng and a movie recommendation dataset named
MovieLens. Our experimental results show that the dynamic-K models are more
effective than the corresponding fixed-N recommendation methods as well as
those existing hybrid recommendation methods.

1 https://arxiv.org/.

https://arxiv.org/
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2 Related Work

Many methods have been developed in literature to build implicit feedback rec-
ommendation systems. With repsect to the objective function, the recommen-
dation methods can be further divided into three folds, namely ranking-based
methods, classification-based methods and hybrid methods.

Ranking-based recommendation methods, which aim to correctly rank
items rather than to correctly predict their ratings have demonstrated good per-
formance for top-N recommendation system. Ranking-based recommendation
methods can be categoried into two folds, i.e., pair-wise approach and list-wise
approach. Pair-wise approach aims to optimize the pair-wise loss. For exam-
ple, Rendle et al. [10] and Aiolli et al. [2] optimized AUC score; Yun et al. [18]
explored the connection between the Discounted Cumulative Gain (DCG) and
the binary classification to change the ranking problem into binary classification
problems; Park et al. [9] proposed a large-scale collaborative ranking method to
minimize the ranking risk in the reconstructed recommendation matrix. List-wise
approach optimizes the preference of each user to a list of items. An important
branch in this category is designed to directly optimize evaluation merics, such
as Mean Average Precision(MAP), Mean Reciprocal Rank(MRR) and Normal-
ized Discounted Cumulative Gain (NDCG), which are usually list-wise ranking
metrics. Typical methods include TFMAP [14], CLiMF [15] and CofiRank [17].
Different types of ranking approaches have different strengths in producing the
ranking list, but all these ranking-based methods are proposed under the fixed-N
recommendation scenario.

Classification-based recommendation methods attempt to predict
whether a user would like to interact with an item. Mnih et al. [7] provide a
probabilistic framework for the implicit case where they model the probabil-
ity of a user choosing an item according to a normalized exponential function.
They avoid linear time computation and approximate the normalization to the
distribution by traversing a tree structure. Goplan et al. [4] introduced a fac-
torization model that factorizes users and items by Poisson distribution. More
recently, Johnson [5] proposed a new probabilistic framework for the implicit
case in which they model the probability of a user choosing an item by a logistic
function. Nevertheless, these methods do not learn a personalzied classifier for
each user, thus can’t be used for dynamic-K recommendation scenario.

Hybrid recommendation methods try to optimize several objectives
simultaneously which can integrate the complementary strengths of different
types of losses. Zhao et al. [3] propose a personalized top-N recommendation app-
roach that minimizes a combined heterogeneous loss based on linear self-recovery
models. The heterogeneous loss integrates the strengths of both pair-wise ranking
loss and point-wise recovery loss to provide more informative recommendation
predictions. Compared with their heterogeneous loss based on linear self-recovery
models, we formulate our dynamic-K recommendation task as a joint learning
problem with both ranking and classification objectives. Specifically, our classi-
fication objective aims to learn a personalized decision boundary for each user
to differentiate the relevant items from irrelevant items.
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3 Our Approach

In this section, we first introduce the problem formalization of recommendation
with implicit feedback. We then describe the joint learning approach in detail.
After that, we show how it can be applied to extend two state-of-the-art ranking-
based recommendation methods, i.e., BPRMF and HRM, to the corresponding
dynamic-K versinons, namely DK-BPRMF and DK-HRM.

3.1 Problem Definition

Let U be a set of users and I be a set of items. In our scenario, implicit feedback
X ⊆ U × V is available. Each instance (u, i) ∈ X is a pair which means an
interaction between user u and item i. Formally, we define the set of items with
which user u has interactions is B+

u := {i ∈ I|(u, i) ∈ X}. With the learned
model, we generate a list of all candidate items for each user. The top K ranked
items are then provided to users as recommendations, where K is different with
repsect to the candidate item set and the target user. That is called dynamic-K
recommendation system.

3.2 Joint Learning Approach

In this work, we formulate the dynamic-K recommendation task as a joint learn-
ing problem with both ranking and classification objectives. Specifically, the
ranking objective could use any existing ranking-based methods, i.e., to create
a ranking list of items according to user’s interests. Since we are dealing with
implicit feedback data, we follow the rationale from Rendle et al. [10] assum-
ing that user u prefers item i over item j if i ∈ B+

u ∧ j /∈ B+
u . Formally, we

define the set P as the set of tuples {(u, i, j)} selected from dataset X as fol-
lows: P = {(u, i, j)|i ∈ B+

u ∧ j /∈ B+
u }. Therefore, the ranking objective can be

formazlied as:
L(P ; θ)rank =

∑

(u,i,j)εP

�(su,i � su,j ; θ) (1)

where θ represents the parameter vector of an arbitrary model (e.g. matrix fac-
torization). su,i, su,j means the predicted score of item i to user u and item j to
user u respectively. �(·) can be any arbitrary ranking loss function.

The classification objective, which is unique in this work, aims to learn a
personalized decision boundary to differentiate the relevant items from irrelevant
items. Intuitively, if the predicted score of the item is above user’s decision
boundary, the item is relevant. If the predicted score is under user’s decision
boundary, the item is irrelevant. We use a variable called marginui to measure
the confidence of the predicted class of item i to user u (i.e., if item i is relevant
or irrevelant to user u):

marginui = yui(su,i − tu) (2)
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where yui ∈ {−1, 1} is the target class, tu is the personazlied decision boundary
for each user. su,i is the predicted score of item i to user u with an arbitary model
(e.g. matrix factorification). Marginui < 0 indicates item i is misclassified to
user u, while marginui > 0 indicates item i is correctly classified to user u.
Marginui represents the “margin of safety” by which the prediction for item i
to user u is correct. Furthermore, we assume the personalized decision boundary
is regularized by a global constraint to avoid over-fitting. For implicit feedback
data, we define the dataset D as a set of tuples {(u, i, yui)} selected from U × I,
and yui is defined as follows:

yui =

{
1 (u, i) ∈ X

−1 (u, i) /∈ X
(3)

Therefore, the learning objective in classification is to find the best θ and tu to
minimize classification loss over the training data D as following:

L(D; θ, tu)cf =
∑

(u,i,yui)∈D

�(marginui; θ) + λtR(tu − t) (4)

where �(·) is defined as a loss function of the margin for each data, t is the
global constrain we set for tu and R(·) is a regularizer (typically L2 or L1).
λt > 0 is a co-efficient controling the regularization strength. As noted above,
any classification loss function could be applied in this framework. In particular,
we explored the use of logisitc loss and hinge loss in preliminary experiments, but
found that logistic loss performed better on the data sets in this paper. Logistic
loss is �log = ln(1 + e−marginui).

Finally, by combining (1) and (4), we obtain our joint learning approach as
follows:

Lhybrid = αLcf + (1 − α)Lrk (5)

where the parameter α ∈ [1, 0] denotes the trade-off between optimizing ranking
loss and classification loss. Note that by setting α = 1, the model reduces to a
classification-based model; By setting α = 0, we obtain a ranking-based model.

A direct algorithm for optimizing the joint objective function would enu-
merate the full set P of candidate pairs. Because |P | is quadratic in |D|, this
would be intractable for large-scale data sets. Instead, following similar idea with
Sculley [12], we take the sampling approach from P rather than constructing P
explicitly. Algorithm1 gives a method for efficiently solving the joint learning
optimization problem using stochastic gradient descent (SGD) [13].

In prediction stage, with the learned model, the dynamic-K recommendation
with our joint learning approach is as following. Given a user u and an itemset
I, for each candidate item i ∈ I, we calculate the predicted score sui. We then
rank the items according to their predicted score, and select the top K results
above the threshold tu as the final recommendation results.
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Algorithm 1. Joint Learning Approach. Given: tradeoff parameter α, regularization
parameter λt, iterations N

1: θ, tu ← �, t
2: for n = 1 to N do
3: pick z uniformly at random from [0, 1]
4: if z < α then
5: (u, i, yui) ← RandomExample(D)
6: Lcf = �(marginui) + λtR(tu − t)

7: θn ← StochasticGradientStep(θn−1,
∂Lcf

∂θ , η)

8: tn
u ← StochasticGradientStep(tn−1

u ,
∂Lcf
∂tu

, λt, η)

9: else
10: ((u, i, j)) ← RandomCandidatePair(P )
11: Lrk = �(su,i � su,j ; θ)

12: θn ← StochasticGradientStep(θn−1,
∂Lrk

∂θ , η)

13: end if
14: end for

3.3 Implementation of the Joint Approach

We can see that the proposed joint approach is a general framework which can
be appied to any existing learning to rank methods. In the following, we adopt
two state-of-the-art ranking-based recommendation methods, i.e., BPRMF and
HRM, and extend them to the corresponding dynamic-K versions, namely DK-
BPRMF and DK-HRM, respectively.

DK-BPRMF. Bayesian personalized ranking maxtrix factoriaztion(BPRMF)
is a matrix factorization model with BPR [10] as optimize criteria. With matrix
factorization, the target matrix X is approximated by the matrix product of two
low-rank matrices P : |U | × f and Q : |I| × f :

X̂ := PQt (6)

where f is the dimensionality/rank of the approximation. Thus the prediction
formula can also be written as:

x̂ui =< pu, qi >=
F∑

f=1

puf · qif (7)

BPR is a state-of-the-art pairwise ranking framework for the implicit feed-
back data, specifically, it use the maximum posterior estimator that is derived
from a Bayesian analysis of the problem. Therefore, the ranking objective can
be written as:

�rk =
∑

(u,i,j)∈P

σ(xui − xuj) + λθ ‖θ‖2 (8)

where σ is the logistic sigmoid σ(x) := 1
1+e−x , and λθ is a regularization parame-

ter that controls the complexity of the model. According to our joint approach,
the classification objective with logistic loss can be written as:

�cf =
∑

(u,i,yui)∈D

ln(1 + e−yui(xui−tu)) + λt ‖tu − t‖2 (9)
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Therefore, the dynamic-K version of BPRMF is:

�DK-BPRMF = α · �cf + (1 − α) · �rk (10)

DK-HRM. HRM is a state-of-the-art model for next basket recommendation
which can capture both sequential behavior and users’ general taste, and mean-
while model complicated interactions among these factors in prediction.

For each user u, a purchase history Tu is given by Tu := (Tu
1 , Tu

2 , ..., Tu
tu−1),

where Tu
t ⊆ I, t ∈ [1, tu − 1]. Given this history, the task of next basket rec-

ommendation is to recommend items that user u would probably buy at the
next visit. We define the set H as the set of quaternion {(u, t, i, j)} selected
from dataset as follows: H = {(u, t, i, j)|i ∈ Tu

t ∧ j /∈ Tu
t }. The set D is a set

of quaternion {(u, t, i, yu,t,i)} selected from U × T × I, and yu,t,i is defined as
follows:

yu,t,i =

{
1 i ∈ Tu

t

−1 i /∈ Tu
t

(11)

Given a user u and his/her two consecutive transactions Tu
t−1 and Tu

t , HRM
defines the score of buying next item i as following:

xu,t,i = vi · vHybrid
u,t−1 (12)

where vi denotes the representation of item i and vHybrid
u,t−1 denotes the hybrid

representation obtained from the hierarchical aggregation according to Tu
t−1.

In the learning process, the ranking objective with logistic loss is written as
follows:

�rk =
∑

(u,t,i,j)∈H

1
1 + e−(xu,t,i−xu,t,j)

(13)

The classification objective is as follows:

�cf =
∑

(u,t,i,yu,t,i)∈D

ln(1 + e−yu,t,i(xu,t,i−tu)) + λt ‖tu − t‖2 (14)

Finally, the dynamic-K version of HRM is:

�DK-HRM = α · �cf + (1 − α) · �rk (15)

4 Evaluation

In this section, we conduct empirical experiments to demonstrate the effec-
tiveness of our proposed joint learning models DK-BPRMF and DK-HRM for
dynamic-K recommendation. We first introduce the dataset, baseline methods,
and the evaluation metrics employed in our experiments. Then we compare the
performance of hyper parameters for dynamic-K recommendation. After that, we
compare our DK-BPRMF and DK-HRM to the corresponding fixed-N versions
to demonstrate effectiveness.
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4.1 Datasets

We use two datasets. The Movielens100K dataset and a retail datasets Ta-Feng.

– The Movielens100K dataset, it contains 100,000 ratings (1–5) from 943 users
on 1682 movies. Each user has rated at least 20 movies.

– The Ta-Feng dataset is a public dataset released by RecSys conference, which
covers products from food, office supplies to furniture. It contains 817, 741
trans- actions belonging to 32, 266 users and 23, 812 items.

We first conduct some pre-process on these datasets. For Movielens100K, as
we want to solve an implicit feedback task, we removed the rating scores from
the dataset. Now the task is to predict if a user is likely to rate a movie. For
Ta-Feng dataset, we remove all the items bought by less than 10 users and users
that has bought in total less than 10 items. In order to simulate the real world
recommendation scenatio, finally, we seprate the training data and testing data
by time. For Ta-Feng, the testing set contains only the last transaction of each
user, and for Movielens100K, the testing set contains only the last rated movies
of each user, while all the remaining interactions are put into the training set.
The models are then learned on Strain and their predicted personalized ranking
is evaluated on the test set Stest.

4.2 Evaluation Methodology

The performance is evaluated for each user u in the testing set. For each rec-
ommendation method, we generate a list of K items for each user u, denoted by
R(u), where Ri(u) stands for the item recommended in the i-th position. We use
the following measures to evaluate the recommendation lists.

– F1-score: F1-score is the harmonic mean of precision and recall, which is a
widely used measure in recommendation:

Precision(R(u), Su
test) :=

|R(u) ∩ Su
test|

|R(u)| (16)

Recall(R(u), Su
test) :=

|R(u) ∩ Su
test|

|Su
test|

(17)

F1-score :=
2 × Precision × Recall

Precision + Recall
(18)

– NDCG@k: Normalized Discounted Cumulative Gain (NDCG) is a ranking
based measure which takes into account the order of recommended items in
the list [11], and is formally given by:

NDCG@k =
1

Nk

k∑

j=1

2I(Rj(u)∈T u
tu

) − 1
log2(j + 1)

(19)

where I(·) is an indicator function and Nk is a constant which denotes the
maximum value of NDCG@k given R(u).
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– Cover-Ratio: In dynamic-K recommendation, Cover-Ratio measures how
many users can get recommendation results.

Cover-Ratio =
∑

I(|R(u)| > 0)
|U | (20)

4.3 Baseline and Parameters Setting

The baselines include

– LogMF [5]: LogMF is a probabilistic model for matrix factorization with
implicit feedback.

– BPRMF [10]: BPRMF is a matrix factorization model with BPR as optimize
criteria. BPR is a state-of-the-art pairwise ranking framework for the implicit
feedback data.

– CRRMF [12]: CRRMF is a matrix factorization model with CRR as opti-
mize criteria. CRR is a hybrid framework combining ranking and regression
together.

– HRM [16]: HRM is a state-of-the-art hybrid model on next basket rec-
ommendation. Both sequential behavior and users’ general taste are taken
into account for prediction and meanwhile modeling complicated interactions
among these factors in prediction.

For all the models, we fixed the dimension of latent factors in U and I to be 50.
In LogMF, similar to Johnson [5], for each triple (u, i, j) ∈ P , i represents positive
observations, j represents negative observations and we tune the parameter c
to balance the positive and negative observations. In CRRMF, for each triple
(u, i, j) ∈ P , we regress i and j to 1 and 0 respectively. In HRM and DK-
HRM, we use the average pooling. Parameter tuning was performed using cross
validation on the training data for each method. We update parameters utilizing
Stochastic Gradient Ddescent(SGD) until converge.

4.4 Comparison Among Different Hyper Parameters

For the proposed method, we have three hyper parameters, t, λt and α. Because
the limitation of space, we only report the result of DK-HRM over two datasets
Ta-Feng and Movielens100K. Similar results can also be obtained from DK-
BPRMF. The results over two datasets are shown in Fig. 1.

Firstly, we explored how the parameter t affects the performance of DK-
HRM. By setting λt and α to be 1.0 and 0.5 respectively, we selected t from
{0.5, 1.0, 1.5, 2.0, 2.5}. As we can see, as t increases, F1-score increases but
Cover-ratio descreses, indicating that the higher global constraint of personalized
decision boundary we set, the higher F1-score we get, but the lower Cover-ratio
we get. Take Ta-Feng as an example, when compared with t = 0.5, the relative
improvement of F1-score by t = 2.0 is around 30%, and the decrease of Cover-
ratio is 35%.
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Fig. 1. Performance comparison among hyper parameters of DK-HRM over two
datasets.

Then, we fixed t as 2.0 and compared different value of λt from {0.01, 0.1,
1, 10, 100}. As we can see, with the increase of λt, which means the increase
of regularization strength, F1-score gradually increases, reaches the peak and
then starts to decrease. It indicates that appropriate regularization strength can
improve metric performance. Take Ta-Feng as example, F1-score reaches peak
when λt = 1.0, then starts to decrease.

At last, we fixed t as 2.0 and λt as 1.0 and selected α from {0, 0.2, 0.4, 0.6, 0.8,
1.0}. α denotes the trade-off between optimizing ranking loss and classification
loss. As we can see, as α increases, F1 score and NDCG increase first, and then
decrease, indicating that the two types of losses can complement each other and
achieve the best performance at the same time.

4.5 Comparison Against Baselines

We further compare our DK-BPRMF and DK-HRM methods to the state-of-
the-art baseline methods. Since LogMF, BPRMF, CRRMF and HRM get top-N
recommendation results, in order to make a fair comparison between top-N and
dynamic-K, we vary the number N and get the F1-score of top-N method from
top-1 to top-20, shown in Fig. 2. We find that as the number of recommenda-
tion items increases, F1-score increases and then keeps steady. Take Ta-Feng as
example, for HRM, F1-score increases to 5.2% and then keeps steady.

Then, we choose the best performed DK-BPRMF (t is set 1.0, α is set 0.5
and λt is set 1.0) and DK-HRM (t is set 2.0, α is set 0.5 and λt is set 1.0)
and the best performed baselines from Fig. 2 as the representative for fair com-
parison. Results over Ta-Feng and Movielens100K are shown in Table 1. Three
main observations can be drawn from the results. (1) BPRMF performs better
in NDCG and LogMF performs better in F1-score respectively, due to their dif-
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Fig. 2. The top-N F1-score of the Ta-Feng dataset and MovieLens dataset. The number
of recommended items is set 1 to 20 on Ta-Feng and MovieLens.

Table 1. Performance comparison of DK-HRM and DK-BPRMF among LogMF,
BPRMF, CRRMF and HRM over two datasets. Significant improvement of our model
(DK-BPRMF and DK-HRM) with respect to their original baseline methods (BPR
and HRM respectively) is indicated as ‘+’ (p-value ≤ 0.05).

Models Ta-Feng MovieLens

F1-score Cover-ratio NDCG F1-score Cover-ratio NDCG

BPRMF 0.033 1.0 0.075 0.018 1.0 0.067

LogMF 0.042 1.0 0.071 0.028 1.0 0.058

CRRMF 0.041 1.0 0.074 0.026 1.0 0.068

DK-BPRMF 0.048+ 0.69 0.11+ 0.021+ 0.9 0.135+

HRM 0.052 1.0 0.08 0.03 1.0 0.117

DK-HRM 0.06+ 0.7 0.12+ 0.035+ 0.68 0.12+

ferent optimization goal for ranking and classification respectively. As a hybrid
model, CRRMF can achieve both good ranking and classification performance
compared with BPRMF and LogMF. (2) HRM outperforms BPRMF, LogMF
and CRRMF in all metrics since it can capture both sequential behavior and
users’ general taste. Take Ta-Feng as example, F1-score and NDCG of HRM
reach 5.2% and 0.08 respectively. (3) Compared with top-N recommenders, DK-
BPRMF and DK-HRM for dynamic-K recommendation can consistently out-
perform their original baseline methods respectively (i.e. BPR and HRM) in
terms of F1-score and NDCG over the two datasets. Take the Ta-Feng dataset
as an example, when compared with the second best performed baseline method
(i.e. HRM), the relative improvement by DK-HRM (t set as 2.0, alpha set as
0.5 and λt set as 1.0) is around 33.1%, 50%, in terms of F1-score and NDCG,
respectively.

It indicates that our joint learning approach for dynamic-K recommendation
is more effective than top-N recommendation methods.
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5 Conclusions

In this paper, firstly, we argue that it is critical to provide a dynamic-K recom-
mendation where the K should be different with respect to the candidate item set
and the target user instead of fixed-N recommendation. Then we formulate this
dynamic-K recommendation task as a joint learning problem with both ranking
and personazlied classification objectives. We apply the above joint learning idea
over two state-of-the-art ranking-based recommendation methods, i.e., BPRMF
and HRM, and extend them to the corresponding dynamic-K versions, namely
DK-BPRMF and DK-HRM, respectively. Our experimental results show that
the dynamic-K models are more effective than the corresponding original fixed-N
recommendation methods.
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Abstract. Most recommendation algorithms assume that an account
represents a single user, and capture a user’s interest by what he/she
has preferred. However, in some applications, e.g., video recommenda-
tion on smart TVs, an account is often shared by multiple users who
tend to have disparate interests. It poses great challenges for delivering
personalized recommendations. In this paper, we propose the concept
of profile coherence to measure the coherence of an account’s interests,
which is computed as the average similarity between items in the account
profile in our implementation. Furthermore, we evaluate the impact of
profile coherence on the quality of recommendation lists for coherent and
incoherent accounts generated by different variants of item-based collab-
orative filtering. Experiments conducted on a large-scale watch log on
smart TVs conform that the profile coherence indeed impact the qual-
ity of recommendation lists in various aspects—accuracy, diversity and
popularity.

Keywords: Profile coherence · Shared account · Recommendation per-
formance · Collaborative filtering · Smart TV

1 Introduction

Recommender systems [15] have become an essential tool to help us overcome
the information overload problem by automatically identifying items that suit
our interests, such as products, videos, music and social media accounts. Most
recommendation algorithms assume that an account represents a single user, and
capture a user’s interest by the items that are previously preferred by him/her.
For example, item-based collaborative filtering (CF) provides users with recom-
mendations that are similar to what they have already preferred.

However, in some applications, an account is often shared by multiple users.
For instance, different people in a household usually watch videos on the same
smart TV. Thus the observations are the mixed behavior of multiple users.
What’s worse, their interests may be disparate or even conflict with each other.
Take for example a household where three generations live together: the children
c© Springer International Publishing AG 2017
J. Wen et al. (Eds.): CCIR 2017, LNCS 10390, pp. 30–41, 2017.
https://doi.org/10.1007/978-3-319-68699-8_3
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loves animations; the father likes sports while the mother likes variety shows;
the grandparents prefers TV dramas. Therefore, it is challenging to provide per-
sonalized recommendations for shared accounts.

There are two major problems in the presence of shared accounts [20]. (i) The
dominance problem arises when almost all recommendations are relevant to only
some users in a shared account but at least one user does not get any relevant
recommendation. (ii) The generality problem arises when the recommendations
are only a little bit relevant to all users in a shared account but not appealing to
any of them. When the diverse interests of multiple users are mixed together, the
recommendations tend to be comprised of overly general or popular items that
are not very bad for most people. Therefore, it seems reasonable to conjecture
that the composition of the account profile should influence the recommendation
performance in various aspects such as accuracy, diversity and popularity.

In this paper, we propose the concept of profile coherence to measure the
coherence of an account’s interests, which is computed as the average similarity
between items in the account profile. We conjecture that the profile coherence
should have an impact on the recommendation performance, especially in appli-
cations where an account is shared by multiple users. Let us make an analogy
between recommender systems and search engines. The profile coherence of an
account is like the clarity of an query [2]. The less clear the query, the worse
the retrieval results. In a similar vein, the less coherent the account profile,
the worse the recommendation results. Though it is possible that a user has a
broad interest in traditional settings where an account represents a single user,
the problem is more severe in the presence of shared accounts. Being able to
know when a recommender system performs worse can shed light on the pos-
sible avenues to improve it. Therefore, we are interested in the question: how
profile coherence impact the quality of recommendation lists for coherent and
incoherent accounts generated by collaborative filtering algorithms in various
aspects—accuracy, diversity and popularity?

The contributions of this paper are summarized as follows:

– We notice an important peculiarity of video viewing behavior on smart TVs—
an account is shared by multiple users in a household.

– We propose the concept of profile coherence to measure the coherence of an
account’s interests in order to discriminate between coherent and incoherent
accounts.

– We formulate four different variants of item-based CF that differ in the neigh-
bor selection policy and the similarity aggregation function.

– We evaluate the impact of profile coherence on the quality of recommendation
lists for coherent and incoherent accounts generated by different variants of
item-based CF in various aspects—accuracy, diversity and popularity.
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2 Related Work

2.1 Collaborative Filtering

A well-known class of recommendation algorithms is collaborative filtering [4],
which can be further classified into neighborhood-based methods (e.g., user-
based CF [9] and item-based CF [3,12,14,17]) and model-based methods (e.g.,
matrix factorization [10,13]), among others. Some of them [9,13,17] perform
rating predictions on explicit feedback datasets, the others [3,10,12,14] per-
form top-N recommendations (on implicit feedback datasets). They all capture
a user’s preferences based on the items that are already preferred by him/her.

2.2 Performance Variation

Some scholars attempt to explain the performance variation by the characteris-
tics of user profiles and further predict how well or bad the recommender system
would perform for a given user. For explicit feedback datasets, the following char-
acteristics of the rating profile of a user are found to have an influence on the
performance of collaborative filtering algorithms to different extent depending
on the datasets [8]: the number/popularity/quality of rated items, the standard
deviation of provided ratings, the quality of neighborhood, etc.

It is well acknowledged that collaborative filtering suffers from the cold-start
problem. Users with only a few consumed items could not get accurate recom-
mendations. But some users with quite a few consumed items still get inaccurate
recommendations. They are referred to as gray sheep users [1,18] whose pref-
erences do not consistently agree or disagree with any group of users. Several
methods have been developed to identify gray sheep users prior to the recom-
mendation process [6,7], then they are handled by other techniques such as
content-based methods [5].

Recently, Saia et al. [16] proposed a semantic approach to remove incoherent
items from a user’s profile in order to improve the recommendation accuracy. It
is reasonable in conventional settings where an account represents a single user,
though some users may have a broad interest. However, it is useless in settings
where an account is shared by multiple users. When the behavior of multiple
users are mixed together, the observations are likely to be widely scattered in
the item space. If we remove some items in the account’s profile, some users in
the shared account might not receive customized recommendations.

2.3 Shared Account Recommendation vs. Group Recommendation

Verstrepen and Goethals [20] were the first to tackle the challenge of recom-
mendation for shared accounts in the absence of contextual information. Shared
account recommendation is different from group recommendation. (i) The indi-
vidual profiles of the users in the group are typically known in group recommen-
dation, whereas they are unknown in shared account recommendation. In the
case of recommending videos on smart TVs, we do not know how many people
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are living in a household, let alone their individual preferences. (ii) In group rec-
ommendation, the recommendations will be consumed by all users in the group.
But in shared account recommendation, the recommendations are supposed to
be consumed individually, and every user in the shared account should be able
to identify the recommendations meant for him/her. For example, when recom-
mending videos on smart TVs, a video is qualified if it matches the interest of
any single user in the shared account rather than their common interests, but
there should be at least one video recommendation for each of them.

3 Our Work

In this paper, we aim to investigate the impact of profile coherence on the rec-
ommendation performance of collaborative filtering algorithms. We choose item-
based CF as the experimental algorithm, which is currently employed in the
Hisense Cloud Platform where our data comes from. It generates recommenda-
tions for an account by finding other items similar to those previously consumed
by the account. Thus, we conjecture that the profile coherence of an account will
influence the quality of recommendation list generated by item-based CF.1

Table 1 lists the notations frequently used in this paper. We consider the top-
N recommendation task based on positive-only implicit feedback. Throughout
the paper, an item corresponds to a video, and an account denotes a smart TV
which are shared by multiple users in a household. If a video has been played on
a smart TV, we say that the account has consumed the corresponding item.

3.1 Profile Coherence

If we treat an account in a recommender system as a query in a search engine,
the more similar the items in its profile, the more clear the information need.
We measure the profile coherence of an account by the average similarity of all
pairs of items in its profile, which is defined as

coh (a) =

∑
i∈Ia

∑
j∈Ia\{i} sim (i, j)

|Ia| ∗ (|Ia| − 1)
. (1)

In applications with only implicit feedback, the similarity between items i and
j can be measured by the binary cosine similarity2, given by

sim (i, j) =
|Ai ∩ Aj |√|Ai|

√|Aj |
, (2)

where Ai denotes the subset of accounts who have consumed the item i.

1 The profile coherence are expected to influence the recommendation performance of
other collaborative filtering algorithms too, even content-based filtering methods.

2 We have also experimented with the Jaccard similarity, and the qualitative conclu-
sions are the same.
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Table 1. Notations

Symbol Description

A the set of accounts

I the set of items

P ∈ {0, 1}|A|×|I| the preference matrix

a an account

i, j two items

pa,i pa,i = 1 if the account a has consumed the item i,
otherwise pa,i = 0

Ia = {i ∈ I | pa,i = 1} the set of items consumed by the account a

Ai = {a ∈ A | pa,i = 1} the set of accounts who have consumed the item i

sim (i, j) the similarity between the items i and j

KNN (i) the K most similar items of the item i

r (a, i) the predicted ranking score of the item i for the
account a

La the top-N recommendation list for the account a

There are other alternatives to measuring the profile coherence of an account.
For example, we can compute the entropy of the distribution of consumed items
among predefined categories/genres if the meta data of an item is available.
But we adopt the Jaccard similarity based only on consumption history for the
following reasons: (i) it is domain independent without the need to collect other
information, and (ii) collaborative filtering also relies only on the ratings or
consumption history [4,12,17].
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Fig. 1. Profile coherence vs. profile size

The scatter plot in Fig. 1 shows the relationship between the profile coherence
(i.e., coh (a)) and the profile size (i.e., |Ia|). We can make several observations.
(i) For accounts with a large profile size, the coherence scores are very low. It
means that accounts that have consumed a large number of items are generally
incoherent, probably because items in their profiles are consumed by different
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users in the shared account. (ii) But for accounts with a relatively small profile
size, the coherence scores vary a lot. That is to say, their profiles can be coherent,
incoherent, or in between. (iii) There exist incoherent accounts everywhere in the
spectrum of profile size, since most households consist of more than one people
who tend to have different preferences.

Then we obtain two subsets of accounts in the two ends of the spectrum of
profile coherence in a manner similar to box plot3:

Coherent Accounts: the 25% accounts with the highest coherence scores;
Incoherent Accounts: the 25% accounts with the lowest coherence scores.

Another alternative is the threshold-based method, but it is hard to deter-
mine the thresholds. What matters is the relative magnitude of the coherence
scores rather than the absolute values. In a similar vein, Gras et al. [7] consid-
ered the x% users with the highest abnormality scores as atypical users whose
ratings tend to be different from the community.

3.2 Variants of Item-Based CF

Item-based CF analyzes the user-item preference matrix to identify relations
between items, and recommend items that are similar to what the account has
already consumed. The general process of item-based top-N recommendation is
listed in Algorithm 1.

Algorithm 1. The general process of item-based top-N recommendation
Input: the preference matrix P , the set of accounts A, the set of items I, the

neighborhood size K, the length of the recommendation list N
Output: the top-N recommendation list for each account

1 Compute the similarity sim (i, j) between each pair of items i and j // (2)

2 foreach i ∈ I do
3 store the K most similar neighbors KNN (i) and their similarities

4 foreach a ∈ A do
5 foreach i ∈ I \ Ia do
6 predict its ranking score s (a, i) // �

7 sort the items in I \ Ia in descending order of the predicted ranking scores
8 only retain the top-N items La

It is of great importance how the ranking scores are predicted (line 6). Gen-
erally speaking, the ranking score of an item i for an account a is computed
based on the similarities between the item i and items in the profile Ia:

s (a, i) = sim (Ia, i) . (3)

However, there are many variants with regard to how to aggregate the similarities
between the item i and items in Ia to obtain the final ranking score s (a, i).
3 https://en.wikipedia.org/wiki/Box plot.

https://en.wikipedia.org/wiki/Box_plot
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When the item-based CF algorithm was first proposed for predicting ratings
on explicit feedback datasets [17], the predicted rating on the item i for the
account a is given by

r̂a,i =

∑
j∈Ia

1lj∈KNN(i) ∗ sim (i, j) ∗ ra,j
∑

j∈Ia
1lj∈KNN(i) ∗ |sim (i, j)| , (4)

where 1l· is the indicator function. The rating given by the account a on an
item j ∈ Ia contributes to the weighted average only if j ∈ KNN (i). If there
are no items in Ia satisfying j ∈ KNN (i), r̂a,i is predicted to be the global or
account-specific mean. Later on, the item-based CF was adapted to the top-N
recommendation task on implicit feedback datasets [12]. The predicted ranking
score of the item i for the account a is given by

s (a, i) =
∑

j∈Ia

1li∈KNN(j) ∗ sim (i, j) , (5)

where the similarity between an item j ∈ Ia and the item i contributes to the
sum only if i ∈ KNN (j). Thus, an item i can receive a non-zero score only if it is
among the K most similar neighbors of at least one of the items in Ia, otherwise
it is not a qualified candidate. This speeds up the prediction by greatly reducing
the set of candidate items, which is also adopted by other works [3,14,20].

There are two points worthy of attention here: the neighbor selection policy
and the similarity aggregation function. The neighbor selection policy determines
which items in the profile contribute to the predicted ranking score of a candi-
date item and also indirectly determines the subset of qualified candidate items.
We refer to 1li∈KNN(j) as KNN which is widely adopted in the top-N recommen-
dation task on implicit feedback datasets, and the policy 1lj∈KNN(i) as iKNN,
which means the inverted neighborhood [19] and is rarely adopted in the top-N
recommendation task on implicit feedback datasets. The similarity aggregation
function determines how to aggregate the similarities between a candidate item
and items in the profile selected by either policy. The two different similarity
aggregation functions are abbreviated to SUM and AVG. Thus, we can formulate
four different variants of item-based CF for the top-N recommendation task on
implicit feedback datasets.

KNN-SUM: s (a, i) =
∑

j∈Ia
1li∈KNN(j) ∗ sim (i, j)

KNN-AVG: s (a, i) = 1∑
j∈Ia

1li∈KNN(j)

∑
j∈Ia

1li∈KNN(j) ∗ sim (i, j)
iKNN-SUM: s (a, i) =

∑
j∈Ia

1lj∈KNN(i) ∗ sim (i, j)
iKNN-AVG: s (a, i) = 1∑

j∈Ia
1lj∈KNN(i)

∑
j∈Ia

1lj∈KNN(i) ∗ sim (i, j)

4 Experiments

Dataset. We conduct our experiments on a large-scale watch log provided by a
well-known smart TV manufacturer, Hisense. On Hisense smart TVs, users can
stream a variety of videos via an app named JuHaoKan4. Each video is classified
4 http://www.juhaokan.org/.

http://www.juhaokan.org/
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as one of the following categories: animation, movie, TV drama, sports, children’s
program, variety show, music, news, lifestyle, education, documentary, entertain-
ment, autos, info, short film, and others. The watch log spans over a four-month
period from 2015-12-07 to 2016-04-24. In our experiments, we only include 10 000
relatively active accounts and videos in the six categories—animation, movie, TV
drama, sports, children’s program, variety show—which receive 91.4% of total
views. In addition, we remove videos that have been watched by less than 20
accounts. Note that different episodes of the same program are denoted by the
same video ID. Table 2 shows the statistics of the final dataset.

Table 2. Dataset statistics

Num of accounts 10000

Num of videos 6747

Max/avg/min num of videos per account 847/178.7/21

Max/avg/min num of accounts per video 6535/264.9/20

Data sparsity 0.0265

Methodology. We perform 5-fold cross validation by randomly partitioning the
observed entries in the preference matrix P into five folds. The top-N recommen-
dation list (N = 10 in our experiments) for each account is generated by different
variants of item-based CF based on the consumed items in any four folds, and
is evaluated against the consumed items in the remaining one fold. We evaluate
the quality of a recommendation list in three aspects—accuracy, diversity and
popularity. Then the metrics are averaged over the accounts. Finally, the results
averaged over the five folds are reported.

4.1 Experiment Results

Accuracy. We evaluate the accuracy of a top-N recommendation list La by the
fraction of relevant items, given by

precision (La) =
1

|La|
∑

i∈La

1lpa,i=1. (6)

Figure 2 shows the precision values for coherent and incoherent accounts achieved
by different variants of item-based CF with various neighborhood size k. We can
obtain a number of interesting insights.5 (i) Coherent accounts get more accurate
recommendations than incoherent ones. (ii) Among the two neighbor selection
policies, iKNN outperforms KNN in accuracy, except when k = 1, 5 using SUM.
(iii) Among the two similarity aggregation functions, SUM achieves more accurate
recommendations than AVG. (iv) As the neighborhood size k increases, the four
variants of item-based CF exhibit different variations. (v) They all level off after
k exceeds 50. Thereafter, iKNN-SUM performs the best while KNN-AVG performs
the worst.
5 The qualitative conclusions are the same when we evluate the accuracy of a recom-

mendation list by the other measures such as recall, MRR and MAP.
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(b) KNN-AVG
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(c) iKNN-SUM
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(d) iKNN-AVG

Fig. 2. Precision
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(b) KNN-AVG
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(c) iKNN-SUM
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(d) iKNN-AVG

Fig. 3. Diversity
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Diversity. We evaluate the diversity of a top-N recommendation list La by the
average dissimilarity of all pairs of recommended items [21], given by:

diversity (La) =
1

|La| ∗ (|La| − 1)

∑

i∈La

∑

j∈La\{i}
1 − sim (i, j). (7)

The diversity values of the recommendation lists for coherent and incoherent
accounts generated by different variants of item-based CF are shown in Fig. 3. We
can make the following observations. (i) If we adopt SUM as the similarity aggre-
gation function (especially in combination with iKNN), incoherent accounts get
more diverse recommendations than coherent ones; if we adopt AVG, incoherent
accounts get slightly less diverse recommendations than coherent ones (except
when k = 1). (ii) As k increases (except when k = 1), the diversity achieved
by KNN-AVG increases whereas the diversity achieved by the other three vari-
ants decreases. (iii) Though KNN-AVG performs the worst in accuracy, KNN-AVG
generates the most diverse recommendations.

Popularity. We evaluate the popularity of a top-N recommendation list La by
the average popularity of recommended items, given by:

APop (La) =
1

|La|
∑

i∈La

|Ai|
|A| , (8)
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Fig. 4. Popularity
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which is opposite to the novelty [11] of a recommendation list. Figure 4 illus-
trates how the average popularity of the recommendation list generated by dif-
ferent variants of item-based CF varies with respect to the neighborhood size.
(i) Generally speaking, as k increases, the recommended items are more biased
towards popular items, except in the case of KNN-AVG. (ii) On average, incoher-
ent accounts get more popular recommendations than coherent ones, except in
the case of iKNN-SUM.

5 Conclusion and Future Work

In this paper, we identify a novel profile characteristic—profile coherence—that
impacts the quality of recommendations on smart TVs, where an account is
shared by multiple users. Experiments conducted on a large-scale watch log on
smart TVs conform that incoherent accounts indeed get less accurate recom-
mendations. But the recommendation lists for coherent and incoherent accounts
generated by different variants of item-based CF exhibit different characteristics
in diversity and popularity. We believe our findings are especially valuable for
practical applications, since many commercial recommender systems are item-
based. The findings may provide guidance for tweaking the recommender systems
according to the business goals.

In the future, we plan to conduct more extensive experiments to evaluate the
impact of profile coherence on more advanced collaborative filtering algorithms.
In addition, we want to compare the impact of profile coherence in applications
where an account is typically shared by multiple users and in applications where
an account represents a single user. What is more important, it is demanding
to develop recommendation algorithms for shared accounts that can adaptively
handle profile incoherence.
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5. Ghazanfar, M.A., Prügel-Bennett, A.: Leveraging clustering approaches to solve
the gray-sheep users problem in recommender systems. Expert Syst. Appl. 41(7),
3261–3275 (2014)

6. Gras, B., Brun, A., Boyer, A.: Identifying grey sheep users in collaborative filtering:
a distribution-based technique. In: Proceedings of the 2016 Conference on User
Modeling Adaptation and Personalization, pp. 17–26 (2016)

7. Gras, B., Brun, A., Boyer, A.: When Users with preferences different from others
get inaccurate recommendations. In: Monfort, V., Krempels, K.-H., Majchrzak,
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Abstract. Academic reading plays an important role in researchers’
daily life. To alleviate the burden of seeking relevant literature from
rapidly growing academic repository, different kinds of recommender
systems have been introduced in recent years. However, most existing
work focused on adopting traditional recommendation techniques, like
content-based filtering or collaborative filtering, in the literature rec-
ommendation scenario. Little work has yet been done on analyzing the
academic reading behaviors to understand the reading patterns and infor-
mation needs of real-world academic users, which would be a founda-
tion for improving existing recommender systems or designing new ones.
In this paper, we aim to tackle this problem by carrying out empiri-
cal analysis over large scale academic access data, which can be viewed
as a proxy of academic reading behaviors. We conduct global, group-
based and sequence-based analysis to address the following questions:
(1) Are there any regularities in users’ academic reading behaviors? (2)
Will users with different levels of activeness exhibit different information
needs? (3) How to correlate one’s future demands with his/her histori-
cal behaviors? By answering these questions, we not only unveil useful
patterns and strategies for literature recommendation, but also identify
some challenging problems for future development.

Keywords: Academic access data · Literature recommendation · User
study

1 Introduction

A major part of researchers’ daily life is academic reading, which can help them
acquire new knowledge, find related work in their domains and keep them up-
to-date with the research frontier [17]. Traditionally, academic users rely on
keyword-based search or browsing through proceedings of conferences and jour-
nals to find interested literature. However, such information seeking process
becomes more and more difficult since a huge number of academic papers are
coming out from a lot of conferences and journals [14].

c© Springer International Publishing AG 2017
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To ease this difficulty, various literature recommender systems have been
introduced for academic users, such as TechLens [18], CiteULike [3] SciRecSys
[1], Refseer [11] and so on. Although different types of recommendation tech-
niques have been adopted in literature recommender systems, little work has
yet been done on analyzing the academic reading behaviors to understand the
reading patterns and information needs of real-world academic users. There are
some early work on analysis of information seeking behaviors of academic users
[2,7,10,14,16,20]. For example, Hemminger et al. [10] conducted a census sur-
vey to quantify the transition to electronic communications and how this affects
different aspects of information seeking. Luis et al. [20] tried to understand the
most frequent type of academic search conducted by different users through
transaction log analysis. However, these work either relied on questionnaires to
survey very limited faculty members [10,14,16], or only focused on analyzing
users’ query patterns based on some search logs [2,7,9,20].

In this work, we propose to conduct some in-depth analysis over academic
reading behaviors using real-world scholarly usage data, to unveil the underlying
reading patterns and information needs of academic users. We argue that this
type of research would be useful for improving existing literature recommender
systems or designing new ones. Specifically, we take the large scale academic
access data from OpenURL1 as a good proxy of users’ academic reading behav-
iors, with the assumption that papers accessed by a user are those he/she read
or would like to read2. We then match all the access records to a large academic
repository to identify the corresponding papers, and extract different types of
meta-data (e.g., author, venue, and publication time) which would be useful in
detailed analysis.

We then conduct different types of analysis over this user behavioral dataset,
including global analysis, group-based analysis and sequence-based analysis. By
these analysis, we aim to address the following research questions:

Q1: Are there any regularities in users’ academic reading behaviors? (global
analysis)

Q2: Will users with different levels of activeness exhibit different reading pat-
terns? (group-based analysis)

Q3: How to correlate one’s future reading with his/her reading history?
(sequence-based analysis)

In brief, here are some take-away conclusions based on our analysis:

1. The regularities in both frequency and time show that literature recommen-
dation is in general a difficult problem due to the long-tail phenomena and
diverse reading patterns in user behaviors. A good point is that systems can
obtain sufficient recommendation resources by only focusing on a small set of
important authors and venues.

1 http://www.openurl.ac.uk/doc/index.html.
2 Note that the assumption here is reasonable since accessing is a strong signal of users’

reading interests. Many existing studies have leveraged the academic access data as
signals of reading interests to improve literature recommender systems [13,15,19]
and show its effectiveness.

http://www.openurl.ac.uk/doc/index.html
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2. Users with different levels of activeness exhibit different reading patterns in
terms of recency and popularity of the papers. Therefore, a smart recom-
mender system needs to emphasize different factors for different groups of
users rather than to employ a unified model.

3. Both content-based filtering and collaborative filtering can cover partial
future readings based on historical behaviors with different efficiencies. How-
ever, there are a good number of future readings difficult in finding by these
means, which will be a critical challenge for designing a better literature rec-
ommender system.

The rest of the paper is organized as follows: In Sect. 2, we describe the
dataset and some pre-processing steps. We then present the global analysis,
group-based analysis, and sequence-based analysis in Sects. 3, 4 and 5, respec-
tively. Section 6 discusses the related work while conclusions are made in Sect. 7.

2 Dataset Description

Although user behavior analysis should be the foundation of designing a good
recommender system, this is often difficult to be conducted due to the lack of
user data or some privacy issues. In this work, we make use of publicly available
paper access logs as well as a large scale academic repository to conduct the
analysis on academic reading behaviors.

The public paper access logs are from OpenURL router data. Typically, each
entry in the log records who (encryptedUserIP) accessed which paper (a title)
at what time (logData, logTime). Note that the encryptedUserIP (anonymised
IP address or session identifier) can be taken as the unique ID to identify a user.
we collected 17, 040, 154 records between April 1, 2011 and December 31, 2014
from OpenURL. By removing duplicated records which a same user generates
in a short time interval and some portal IPs3, we obtained 8, 675, 280 distinct
records over 1, 089, 916 users containing 6, 667, 942 papers.

We then map these papers to a large scale academic repository which con-
tains over 10 million papers. In this way, 285, 541 distinct papers were success-
fully matched, covering 441, 840 records and 118, 436 users in total. We extract
all the meta-data over these papers, including author, venue, publication time,
keywords, domain and citations for later analysis. This matched dataset are then
taken as a proxy of academic reading behaviors in the following analysis.

3 Global Analysis

In this section, we conduct some global analysis over this dataset, with the
purpose to identify the regularities in users’ academic reading behaviors to guide
system design. Here we call the whole sequence of reading records of a distinct
user as the user’s reading profile. By this analysis, we try to obtain some idea of
the overall interests and behavior of users in reading papers.
3 Note here we treat those IPs with extremely high volume of accessed papers (i.e.,

more than 3000 a year) as portals rather than real users.
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Fig. 1. (a) Distribution of users’ read-
ing number; (b) Distribution of venue’
reading frequency.

Fig. 2. (a) Venue growth of
users(#373, #475, #577, #675)
as they read more papers. (b) Key-
word growth of users as they read
more papers.

3.1 Regularities in Frequency

As might be expected, users vary greatly in the frequency of their academic
reading. As shown in Fig. 1(a), user’s reading count follows the power law distri-
bution, indicating most users read very few papers while a few users read very
frequently. Specifically, about 92.14% users read less than 4 papers and aver-
age reading count is about 3.93. It shows that the reading behavioral data is
extremely sparse due to the inactivity of large proportion of users, which is a
typical phenomenon in recommender systems. This makes the literature recom-
mendation problem very challenging, since it is usually difficult to achieve good
recommendation performance on long-tail users. We further analyze the reading
frequencies with respect to venue. As shown in Fig. 1(b), which also follows the
Zipf’s law. The results show that most readings focus on a small set of venues’
publications, e.g., 84.39% readings are within 20% venues. This Zipf distribution
is in contrary good news for recommender systems. It indicates that the recom-
mender system can obtain sufficient paper resources for recommendtion by only
collecting publications from a small set of important venues.

As users read more and more papers, the venue and keyword lists correspond-
ing to the papers grow over time. These lists may exhibit very different growth
rates, however, reflecting how users’ interests develop and change over time.
As shown in Fig. 2, some users’ (#675,#577) venue lists grow steadily, reflecting
concentrated reading behaviors. While some users’ (#475,#373) venue lists grow
rapidly, reflecting very broad reading behaviors. The different growth rates can
also be viewed with respect to keywords, reflecting very focused interests (#675)
and diverse interests (#373) in reading respectively. It is more interesting to find
that users who read broadly may have very focused interests (e.g., user #475
has a large venue list but a relatively small keyword list), while users who read
in a narrow range may exhibit diverse interests (e.g., user #577 has a relatively
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small venue list but a large keyword list). All these above cases reflect the dif-
ferent reading patterns among users, calling for corresponding recommendation
strategies (e.g., diverse or focused recommendations) when designing literature
recommender systems.

3.2 Regularities in Time

Although different users may read at different time, there are general reading
patterns with respect to time. As shown in Fig. 3, we can see that most users
access the papers during the afternoon, and there are clearly rise-and-fall pat-
terns with respect to months, with peaks reached usually in March and Novem-
ber. This phenomenon might be related to users’ work time. Since most academic
users are faculty members and students, it is not surprising to see the low reading
intensity between June to September when summer vacation takes place.

We further examine the time intervals of academic readings of different users.
We find that there are two interesting temporal patterns as shown in Fig. 4.
The user #2583 in the top read 302 papers from 2012/05/16 to 2014/12/04
(932 days), and show a burst phenomenon in temporal patterns, i.e., short time

Fig. 3. (a) Distribution of reading
intensity in a day; (b) Distribution of
reading intensity over years.

Fig. 4. Different reading patterns from
two specific users (#2583, #7116). (A,
D) Time stamps of reading events.
Each vertical line represents a read-
ing event occurring at the time stamp.
(B, E) The time intervals between two
adjacent events, where the height cor-
responds to the interval. (C) Log-log
plot of the distribution of time inter-
vals, which follows a power law distri-
bution P (τ) � τ−1.39; (F) Log-linear
plot of the distribution of time inter-
vals, which follows an exponential dis-
tribution P (τ) � 10−0.45τ .
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frames of intense readings are separated by long idle periods. The existence of
bursty reading behaviors can also be supported by the evidence that the reading
time interval follows the power law distribution as depicted in Fig. 4(C). While
the user #7116 in the bottom who have read 509 papers from 2011/04/01 to
2012/02/02 (306 days) exhibits quite different reading patterns. Readings happen
regularly in a Poisson process, resulting in an exponential distribution of time
interval as shown in Fig. 4(F).

To further check the proportions of users that exhibit power-law and expo-
nential temporal distributions, we randomly sampled 1, 000 users who have read
more than 100 papers. We then apply the goodness-of-fit test based on bootstrap-
ping and the Kolmogorov-Smirnov (K-S) statistic to check which hypothesis is
plausible [6].

As a result, we find that 51.21% users follow a power law temporal distri-
bution, while 25.65% users follow a exponential temporal distribution. Besides,
there are 23.14% users that cannot be modeled by either distribution confidently,
which might be mixed behaviors and require further investigation in the future.
From the results we can see that there are quite different temporal patterns in
academic reading, and literature recommender systems should take these pat-
terns into account to design better recommendation strategies. For example,
most recommender systems would like to push recommendations regularly to
users via email or notification. This might be acceptable for users with regu-
lar reading behaviors (i.e., exponential temporal distribution), but annoying for
users with bursty reading behaviors (i.e., power law distribution).

4 Group-Based Analysis

In this section, we aim to analyze this problem by conducting finer group-based
analysis. Specifically, we divide users into three groups. Users who have read
very few (i.e., less than 4 papers) are categorized as inactive users. Users who
have read a lot (i.e., more than 100 papers) are categorized as active users. The
rest are categorized as normal users. We then analyze what kind of papers these
three groups of users prefer to read in terms of recency and popularity.

4.1 Recency

We first investigate the question whether users prefer newly published papers or
some older ones. To answer this question, we define the recency of a reading as
the time interval between users’ reading time and the paper’s publication time
(i.e., the year a user read the paper minus the year it published), and plot the
average distribution of recency over different groups of users in Fig. 5.

As we can see, in general users prefer reading newly published papers. In
average, more than 53% readings are within five years of the paper’s publication
over all the users. Therefore, a good literature recommender system should assign
priority to recent publications. However, when we compare different groups, we
can see that inactive users read much less newly published papers but more older
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papers as compared with normal and active users. For example, the percentage
of reading within five years is about 50.13% for inactive users, while 56.5% for
active users. We conduct the K-S test among the distributions of the three groups
and find the differences are significant (p≺0.05).

The possible reason of the above observation is that many inactive users
might be fresh men in research or occasional users, who would be more likely
to survey or read some existing old work. While the active users are more likely
to be serious academic users (e.g., Ph.D. students, researchers or faculties), who
read frequently and would take more attention to the up-to-date work since they
have already been familiar with their domains.

Fig. 5. Distributions of recency in
terms of year over different groups of
users.

Fig. 6. Distributions of papers’ popu-
larity over different groups of users.

4.2 Popularity

Finally, we check the popularity of the papers read by different groups of users.
Here we define the popularity of a paper as the number of distinct users who
have read it. We then depict the average distributions of paper popularity read
by users in these three groups in Fig. 6. As we can see, users’ most readings are
non-popular papers (i.e. papers with popularity less than 5). However, inactive
users seem to be more likely to read popular papers than normal and active users.
Specifically, in average more than 23.58% of readings are papers with popularity
larger than 5 for inactive users, while the corresponding percentage is 15.19%
for normal users and 11.25% for active users, respectively. The results indicate
that recommending popular papers would be more effective for inactive users
than normal and active users.

5 Sequence-Based Analysis

In literature recommendation, one aims to recommend a set of papers for each
user based on his/her historical behaviors. In real recommender systems, A com-
mon practice is to score over a proper candidate set rather than the entire acad-
emic repository for recommendation. Therefore, it would be of great importance
to generate the candidate set effectively. In this section, we conduct sequence
based analysis over users’ reading behaviors to investigate this correlation.
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Specifically, we partition each user’s readings into two parts according to the
time stamp, and take the latest paper read by the user as the future reading and
the rest as the historical readings. We then examine the connections between
these two parts from both the content-based filtering and collaborative filtering
views. We aim to investigate whether these filtering methods can generate proper
candidate sets covering the future readings.

5.1 Coverage of Content-Based Filtering

Firstly, we investigate whether the content-based filtering can generate the can-
didate set with good coverage over users’ future readings. Given users’ reading
history, we analyze the following five ways for candidate generation based on the
meta-data of the historical readings.

∗ Co-venue: users would like to follow the same venues of the historical read-
ings to find the next reading.

∗ Co-author: users would like to follow the same authors in the historical
readings to find the next reading.

∗ Co-keyword: users would like to use the same keywords in the historical
readings to find the next reading.

∗ Ref & Co-ref : users would like to follow the references of the historical
readings to find the next reading. Note here we take the direct references
of the historical readings, as well as papers that share at least one same
reference of the historical readings (co-reference) as the candidates.

∗ Cite & Co-cite: users would like to follow the citations of the historical
readings to find the next reading. Note here we take the direct citations of
the historical readings, as well as papers that share at least one same citation
of the historical readings (co-citation) as the candidates.

For each way of candidate generation, we calculate the coverage ratio as
follows

Rcover =
#(Hit)
#(User)

(1)

where #(Hit) denotes the number of users whose future reading is within the
generated candidate set, and #(User) denotes the total number of users in
calculation. The analysis is conducted over different groups of users and also
the overall users, and the results are depicted in Fig. 7. From the results we
observe that: (1) The coverage ratio increases with the richness of users’ historical
readings. For example, the coverage ratio with all the five ways on inactive users
is only 43.7% while that on active users is about 96.1%. (2) Among the five ways,
Co-venue and Co-keyword can cover more users’ future readings than others.
This is not surprising since the candidate sets generated in these two ways are
much larger than the others, and we will further discussed this in Sect. 5.3. (3)
With all the five ways of candidate generation methods, the coverage ratio over
all the users reaches 52.5%, which represents the upper-bound of user coverage
of the content-based filtering methods. In other words, there are about 47.5%
users whose future readings cannot even be included in the candidate sets from
content-based filtering methods.
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Fig. 7. Coverage ratios via content-
based filtering over different groups of
users as well as the overall users.

Fig. 8. (a) Coverage ratio variation
against neighbor size in CF; (b) Cover-
age ratio via CF over different groups
of users as well as overall users.

5.2 Coverage of Collaborative Filtering

Another widely used recommendation method is collaborative filtering (CF),
which can be further categorized as user-based CF and item-based CF. Here we
analyze the coverage ratio of users over these two types of CF methods.

Specifically, for each CF method, we vary the size of nearest neighbor to
see whether a user’s future reading is within the corresponding candidate set
generated by the CF method. Note here Jaccard similarity is used to compute
the similarity between users/items since the user-item relation matrix is typically
binary. We depict the coverage ratio over different groups of users and overall
users in Fig. 8.

We have the following observations over the results: (1) When neighbor size
is small, the coverage ratio of item-based CF is much better than user-based
CF. However, when taking all the neighbors into account, the user-based CF get
better coverage since its neighbor size is much larger than that of item-based CF.
(2) The coverage ratio of user-based CF is higher than item-based CF for inactive
users but lower for normal and active users. Overall, user-based CF wins a little
bit since there are more inactive users. (3) The overall coverage ratio with both
two types of CF methods reaches 32.25%, leaving a large proportion of users
uncovered at all.

5.3 Integrated Analysis and Discussion

Based on the above analysis, we can see that both content-based filtering and
collaborative filtering can cover some proportions of users. We further compared
the set of users covered by these two types of methods by computing the Jaccard
similarity between them. We find that the Jaccard similarity is 35.45%, indicat-
ing that there is some overlap between the user set covered by content-based
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filtering and collaborative filtering. If we integrate both filtering methods, the
overall coverage ratio can reach 64.68%.

As mentioned previously, it is somehow unfair to only compare the coverage
of different methods since the candidate sets generated by different methods
vary largely. A method that can generate a large candidate set, like Co-venue in
content-based filtering, would naturally be able to cover more users. However,
by introducing a larger and inevitably noisier candidate set, it will increase the
computational complexity and also the prediction difficulty. To take these factors
into account, here we define the efficiency of a method as follows

E =
RCover

R̄Shrink
(2)

where Rcover is the coverage ratio defined in Eq. 1, and R̄Shrink denotes the aver-
age shrinkage ratio of the method with respect to the whole academic repository

R̄Shrink =
1

#(User)

∑

i

#(Candidatei)
#(C)

(3)

where #(Candidatei) denotes the candidate size for the i-th user generated by
the method, #(C) denotes the repository size, and the summation is taken over
all the users. From the above definition we can see, a method is efficient if it
can generate a small candidate set but cover a large proportion of users’ future
reading.

We compare the efficiency of different methods as show in Table 1. As a
result, we can see that although Co-venue and Co-keyword can achieve better
coverage ratios as shown in Fig. 7, they are not the most efficient ways since they
will generate very large candidate sets. Meanwhile, the efficiencies of the two CF
methods are not so high since their coverage ratios are low. The most efficient
ways for candidate generation are Cite & Co-cite and Ref & Co-ref, followed by
Co-author. For literature recommender systems, the efficiency would then be a
good reference metric when choosing which methods for candidate generation
given limited computational resources.

Table 1. Efficiency of different filtering methods.

Co-keyword Co-venue Co-author Ref &
Co-ref

Cite &
Co-cite

User-based
CF

Item-based
CF

R̄Shrink 9.35% 1.03% 0.09% 0.053% 0.017% 1.8% 1.09%

Rcover 33.26% 28.73% 7.5% 7.32% 3.32% 25.67% 22.9%

E 3.56 27.89 83.33 138.11 195.29 14.26 21.01

6 Related Work

In this section, we briefly review the related work of academic information seek-
ing behavior analysis and usage of academic access data.
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6.1 Academic Information Seeking Behavior Analysis

There have been many previous studies [2,7,10,14,16,17,20] on analyzing the
academic information seeking behaviors to help design library systems or aca-
demic search engines. For example, Niu et al. [14] examined the relationships
between scientists’ information-seeking behaviors and their personal and envi-
ronmental factors. Tenopir et al. [16,17] analyzed article seeking and reading
patterns in academic faculty readers through surveys. They found that subject
discipline of the reader influences many patterns, including amount of read-
ing, format of reading, and average time spent per reading. However, these
work either relied on questionnaires to survey very limited faculty members
[10,14,16,17], or only focused on analyzing users’ query patterns based on some
search logs [2,7,20].

6.2 Usage of Academic Access Data

The public paper access logs from OpenURL have been utilized in different ways
for literature recommendation [4,13,15,19]. For example, Pohl et al. [15] used
the access data to identify related papers for literature recommendation. The
BibTip [13] recommended related literatures based on the observation of user
patterns and the statistical evaluation of the usage data. Although academic
access data have been leveraged for literature recommendation, there is little
work on analyzing the data for better understanding the reading patterns and
information needs of academic users.

Usage log data, defined as a collection of individual usage events recorded
for a given period time [12], has drawn a lot of attention in recent years [4,5,
8,12,19]. Bollen et al. [4] presents a technical, standard-based architecture for
sharing +usage information. They found the generated relationship networks
encode which journals are related in their usage to can be used to recommend
documents. Gorraiz et al. [8] focused on the disciplinary differences observed for
the behavior of citations and downloads. They pointed the fact that citations
can only measure the impact in the ‘publish or perish’ community.

7 Conclusion

In this paper, we present some in-depth analysis of academic reading behaviors
based on a large scale scholarly usage data. We perform the global analysis,
group-based analysis as well as sequence-based analysis to unveil the underlying
reading patterns and information needs of real-world academic users.

The analysis of user behaviors is a foundation of designing any interactive
systems. All the findings in our work may provide some guidelines to improve
existing literature recommender systems as well as designing new ones. One of
our future work is to build an literature recommender system to integrate the
factors revealed in this paper and verify these conclusions from users’ feedbacks.
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Abstract. Click-through bipartite graph has been regarded as an effec-
tive method in search user behavior analysis researches. In most existing
bipartite graph construction studies, user clicks are treated as equally
important. However, considering the existence of position bias factor in
user click-through behavior, clicks on results in different ranking posi-
tions should be treated separately. In this work, we choose a classical
click-through bipartite graph model, which named label propagation
model, and evaluate the improvement of performance by considering
the effect of position bias. We propose three hypotheses to explain the
influence of position bias, and modify the formulas of label propaga-
tion algorithm. We use AUC as the evaluation metric, which express the
effectiveness of spam URLs identification by label propagation algorithm
and its improved methods. The experimental results demonstrate that
the proposed methods work better than the baseline method.

Keywords: Position bias · Click-through bipartite graph · Label prop-
agation model

1 Introduction

Click-through bipartite graph propagation is an effective method in many Infor-
mation Retrieval (IR) tasks such as relevance ranking and similarity calcula-
tion between queries and documents [2]. Given a query with its initial score
in bipartite graph, the method propagate the score to user clicked documents
in this query session, and then propagate back to other queries in whose ses-
sions those documents are clicked. After many rounds of iteration, queries and
documents gain different scores. A larger score usually reflects that the similar-
ity between the initial query and the query/document is higher. Click-through
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bipartite graph is also used in Web spam identification [3,4], which shows per-
formance improvement compared to existing supervised learning methods.

Actually, click-through bipartite graph isn’t a simple two-dimensional con-
nected graph. The nodes of URLs in graph have position information, which
corresponds to the rank on Search Engine Results Page (SERP). The position
factor should not be ignored, since for results on different positions, the possi-
bility of clicking and viewing are quite different, which is referred to Position
Bias. However, most existing studies could not solve this problem effectively.
Thus, we choose a classical click-through bipartite graph model, which named
label propagation model, and analyze the influence of taking position factor into
consideration.

Position bias plays an important role in search user behavior studies.
Joachims [5] were among the first to describe the influence of this factor in
search examination and click behaviors. Craswell [6] proposed the examination
hypothesis to reduce its influence and generated a more justified estimation of
result relevance based on user clicks. Most studies in click-through bipartite
graph model ignored position bias problem [2,7–10] or used simple methods to
decrease the influence of this problem [11,12]. To the best of our knowledge,
our study is among the first to consider the influence of position bias in label
propagation with bipartite graph.

In this paper, we try to investigate the influence of position bias, and
improve the performance of click-through bipartite graph model. We propose
three hypotheses to describe position bias and improve the label propagation
algorithm. We use the query logs of a commercial search engine to evaluate the
effectiveness of spam URLs identification by label propagation algorithm and
its improved methods. The experimental results demonstrate that the proposed
methods perform better than baseline algorithm.

The rest of the paper is organized as follows: in Sect. 2, we conduct a survey
on related work. Then, we describe the construction of click-through bipartite
graph and the algorithm design of label propagation model in Sect. 3. After
that, we explain our methods utilize position bias in Sect. 4. Finally, we report
experimental results in Sect. 5, and conclude this study in Sect. 6.

2 Related Work

Click-through bipartite graph is widely used in IR tasks such as query recommen-
dation [2,7,9,10,15] and search result optimizing [2,7,8]. Li [9] presented the use
of regularized click graphs in improving query intent classifiers, and Yi [10] tried
to discover query clusters from a click-through graph of web search logs, which
were both helpful to query recommendation. Antonellis [13] focused on the prob-
lem of query rewriting for sponsored search and presented two enhanced versions
of Simrank [14], which exploited weights on click graph edges. Cao [15] proposed
a novel context-aware query suggestion approach by mining click-through and
session data, which contained offline model-learning step online query sugges-
tion step. Xue [8] proposed an iterative reinforced algorithm to utilize user click-
through data to improve search performance. Wu [2] and Jiang [7] learned query



Incorporating Position Bias into Click-Through Bipartite Graph 59

Fig. 1. A sample portion of query-URL bipartite graph.

and document similarities from click graph which can be used in both query
recommendation and relevance ranking. However, those studies didn’t consider
the influence of position bias in click graph. Empirically, decreasing position bias
with reasonable method would improve the performance in most of IR tasks.

Position-bias in click model was discovered since 2005 [5]. Richardson [11]
proposed a model to explain position bias in the ranked list of ads, whose main
point is that each rank of search result has a certain probability of being exam-
ined. Agichtein [12] corrected for position bias by subtracting the background
click distribution from this query’s click distribution. Craswell [6] focused on
modelling how probability of click depends on position by examination hypoth-
esis. Those studies either used simple methods to decrease the effect of position
bias, or tried to explain the phenomenon of position bias. But they had not
been explored the improvement of performance by considering position bias in
click graph model. It is necessary to research the effectiveness when eliminating
position bias.

3 Label Propagation Algorithm

3.1 Problem Formulation

Click-through data C and bipartite graph G. Click-through data consists
of queries and URLs with their co-click information. We use a triple < q, u, nqu >
to present click log, where q is a query, u is a URL, and nqu is the times that
URL u is clicked when users search for query q. We define Q = {q|q appears inC}
and U = {u|u appears inC}. Click-through data C can be presented as a click-
through bipartite graph form G=(Q, U, E). Queries and URLs are two type of
nodes in this graph. For an edge (q, u) ∈ E, q/u is assigned a value pq/pu, which
denotes the probability that query/URL is a spam query/page.

Labelled Seed URL set L. URLs in L are randomly selected from G
and are manually labelled as spam. More formally, L = {u|u is labelled asa
spampage}.
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Algorithm 1. Label Propagation Algorithm
Input: labeled seed set L, click-through data C(G)
Output: P(lu=P) for all URLs in G
1: repeat
2: for u ∈ L, set P(lu=P)=1
3: for all q ∈ Q, calculate P(lq=P) as

∑
u:(q,u)∈E fquP (lu = P)

4: for all u ∈ U , calculate P(lu=P) as
∑

q:(q,u)∈E fuqP (lq = P)
5: until Algorithm converges
6: Output P(lu=P) for all u ∈ U

URL result set RU and query result set QU . RU and QU contain the
< u, pu > and < q, pq > pairs. After algorithms ends, each URL u or query q in
G will obtain a probability pu/pq, which denotes how likely this URL/query is
to be a spam page/query. Let G=(Q, U, E) and L ⊂ U , the goal of spam pages
mining is to obtain the results set RU , which contains all of the possible spam
pages in G.

3.2 Algorithm Design

We propose a label propagation algorithm to mining the spam pages. For each
URL u, we can calculate the probability pu to be a spam page by incorporating
all of the label information of its adjacent queries. Similarly, we can calculate
pq for each query q from adjacent URLs. We can describe this procedure for-
mally as follows. For each q/u, we denote its label as lq/lu, which is P for
spam. Thus, every URL u in set L would obtain a label score, which formally
as P (lu = P) = 1. Besides, every URL u in set U − L would be initialized by
P (lu = P) = 0. Then, we have

P (lq = P) =
∑

u:(q,u)∈E

fquP (lu = P) (1)

where

fqu =
nqu∑

u′:(q,u′)∈E nqu′
(2)

Query q may connect many URLs in the query-URL bipartite graph. fqu can
be interpreted as the transition probability from query q to a certain URL u, and
nqu is the times URL u clicked for query q. Thus, every query q could calculate
a label score by all of its connected URLs from Eqs. 1 and 2. The bigger fqu
is, the more influencing its corresponding URL u has on determining the label
score of query q.

Similarly, for each URL u in U , the probability P (lu = P) can be calculated
as

P (lu = P) =
∑

q:(q,u)∈E

fuqP (lq = P) (3)
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Algorithm 2. Promoting Algorithm Utilize Position Bias
Input: labeled seed set L, click-through data C(G)
Output: P(lu=P) for all URLs in G
1: if promote by time hypothesis then
2: calculate ωu as ranku

3: end if
4: if promote by click hypothesis then
5: calculate ωu as 1/click numberranku

6: end if
7: if promote by probability hypothesis then
8: calculate ωu as 1/

∏ranku−1
i=1 (1 − click probabilityi)

9: end if
10: repeat
11: for u ∈ L, set P(lu=P)=1
12: for all q ∈ Q, calculate P(lq=P) as

∑
u:(q,u)∈E ωufquP (lu = P)

13: for all u ∈ U , calculate P(lu=P) as
∑

q:(q,u)∈E ωufuqP (lq = P)
14: until Algorithm converges
15: Output P(lu=P) for all u ∈ U

where

fuq =
nqu∑

q′:(q′,u)∈E nq′u
(4)

URL u may have many adjacent queries in the query-URL bipartite graph.
And fuq present the transition probability from URL u to a certain query q.

Note that both fqu and fuq are positive number, and they should satisfy the
formulas

∑
u:(q,u)∈E fqu = 1 and

∑
q:(q,u)∈E fuq = 1.

Using Equations mentioned above, we can calculate P (lq = P) and
P (lu = P) recursively for all the queries and URLs in the click-through bipartite
graph. If a query/URL has a high score after algorithm, the query/page is more
likely a spam.

There is a sample portion of a bipartite graph extracted from search engine
log, as shown in Fig. 1. When algorithm propagate from URLs to queries, the
spam value of queries would be updated. With q2 taken as an example, the value
would be calculated as value(u2)*2/6+value(u4)*1/6+value(u5)*3/6. Similarly,
the value of URLs are calculated by the value of queries who click those URLs.

4 Promoting Utilize Position Bias

We use three methods to promote label propagation algorithm. We change the
weight between query and URL which occur click, and we can find the influence
by position bias.
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Fig. 2. Click distribution of different position. (a) contains all click data of a month
search engine result, and (b) contains 500 spam URLs with 16, 021 times click.

4.1 Time Method

Time Hypothesis: An explanation for position bias is that the search result
with lower position need more time to be checked. We assume that the user
views search results from top to bottom, and the time spend for checking each
result is equal. If the user need time t to check a search result, then he/she may
spend time rt to reach to the result with rank r and decide to click it or not.
Thus, we can use r to weigh the link between query and clicked URL.

Add weight r to fqu and fuq in Eqs. 2 and 4, and the transition probability
can be calculated as

fqu =
rqunqu∑

u′:(q,u′)∈E rqu′nqu′
(5)

and

fuq =
rqunqu∑

q′:(q′,u)∈E rqu′nq′u
(6)

Note that the same URL may have different rank for different query. The
time method only change the transition probability fqu and fuq, which means
that the label propagation formulas of P (lq = P) and P (lu = P) are the same
as label propagation algorithm in Sect. 3.

4.2 Click Method

Click Hypothesis: Another explanation for position bias is that the rank of
search result with less click need more attention. We collect a month click log of
search engine, and calculate click distribution of different position, which shown
in Fig. 2(a). We can observe that click number descend rapidly with the increase
of rank value. It is intuitive that the results with lower position are hard to be
clicked, and they should be given a higher weight. Thus, we can use the reciprocal
of click number in rank r to weigh the link between query and clicked URL.
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We define that mr is the click number in rank r, and rqu is the rank of URL
u in the link of query q and URL u. Add weight mr to fqu and fuq in Eqs. 2 and
4, and the transition probability can be calculated as

fqu =
nqu/mrqu∑

u′:(q,u′)∈E nqu′/mrqu′
(7)

and

fuq =
nqu/mrqu∑

q′:(q′,u)∈E nq′u/mrqu′
(8)

Note that the click number in position more than 10 are too small to be use
to calculate transition probability directly. Thus, we simplify the problem that
use the click number in position 11 for all position more than 10.

4.3 Probability Method

Probability Hypothesis: Final explanation for position bias is that the lower
the result’s position is, the smaller probability the result is clicked. We assume
that the user views search results from top to bottom, deciding whether to click
each result before moving to the next, and stop search when click any result.
We use click number mr to calculate actual click probability par in position r,
which shown in Eq. 9.

par =
mr∑∞

r′=1 mr′
(9)

We define pmr as the theoretical probability in position r when there is not
position bias, which can be formulated as

pmr = par

r−1∏

i=1

(1 − pmi) (10)

Thus, we can use the division value w between theoretical probability pmr

and actual probability par to weigh the link of query and clicked URL, which
can eliminate the influence of position bias. Add weight w to fqu and fuq in
Eqs. 2 and 4, and the transition probability can be calculated as

fqu =
wrnqu∑

u′:(q,u′)∈E wqu′nqu′
(11)

and

fuq =
wrnqu∑

q′:(q′,u)∈E wqu′nq′u
(12)
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where

wr =
par
pmr

=
1

∏r−1
i=1 (1 − pmi)

(13)

and
r = rankqu (14)

Note that we use the weight value w in position 11 for all position more than
10 like Sect. 4.2 because of the unreliably small data.

5 Experiments

We conducted experiments to test the performance of the proposed methods on
spam URLs mining.

5.1 Data Sets

We collected a month click-through data from an enterprise search engine of
an IT company, and structured a click-through bipartite graphs with the data.
If there are more than one click between a query and a URL, we added a link
between them. In other words, we discarded the links between queries and URLs
whose click frequency is equal to 1. Finally, there are 30, 708, 979 queries and
40, 606, 253 URLs on the bipartite graph, which each query has on average 2.49
clicked URLs.

To decrease the effect of manual label, we considered only one type spam.
Because it is easy to judge whether the page is a pornographic page or not, while
other type spam may be hard to determine sometimes.

We deleted the healthy URLs whose out-degree is more than 2, 000, because
those popular URLs could gain spam score from many spam queries and propa-
gate it to other healthy queries and URLs, which may influence the performance
of spam URLs mining. The amount of those URLs is 37, which contain many
famous URLs such as www.sogou.com and weixin.qq.com, and all of them had
been checked manually as healthy URLs.

We selected some URLs randomly from all of 40 million URLs, and labelled
them as exact spam pages or not. Then, we collected 500 spam pages as seed
URLs for LP algorithm, which will be labelled a spam value before the calculation
of each round. In this work, we gave seed URLs the value 1.0, and the biggest
URL score from LP algorithm would be not more than 1.0.

When the end of LP algorithm, each URL would obtain a spam score, which
is from 0 to 1. We sorted those URLs by their spam score, and put them into 10
bins. Assume that sum of all URLs’ score is N , then we put the first n1 URLs
into the first bin whose total score is N/10. Similarly, we put the next n2 URLs
into the second bin whose total score is N/10 too. The other URLs was put
into the remaining 8 bins as the same way. Then we randomly selected 20 URLs
from each bin in 4 methods, total 800 URLs, which is our test set in this work.

www.sogou.com
http://www.weixin.qq.com
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Table 1. AUC comparison of four methods.

LP LP-r LP-m LP-w

AUC 0.71997 0.72922 0.73231 0.72609

Impv - 1.28% 1.71% 0.85%

We labelled the test URLs as 0 or 1. Value 0 means that the page of URL doesn’t
contains any pornographic materials, and value 1 means that the page contains
some pornographic or sexual materials.

5.2 Experiment Setup

The baseline of our work is label propagation model mentioned in Sect. 3, which
denoted as LP. And there are three experiment models described in Sect. 4:
(1) Consider users’ view behavior by time hypothesis, which denoted as
LP-r; (2) Consider users’ click behavior by click hypothesis, which denoted as
LP-m; (3) Consider users’ satisfying probability by probability hypothesis,
which denoted as LP-w.

To decrease the influence of click number and present the actual effectiveness
of position bias, we made nqu = 1 for all the links of queries and clicked URLs
for baseline and three experiment models. In other words, we only concerned
whether there is a link between a certain query and URL. Note that we still
deleted those edges which have only one click, because they are too unreliable
to be used in this experiment.

To evaluate the performance of different methods in spam URLs mining, we
employed AUC [1] as evaluation measures, which calculated by manual label result
and algorithm score result of test set. We evaluated the quality of the partition
of spam URLs and non-spam URLs. If a model has higher AUC, its algorithm
may give spam URLs with a higher score and non-spam URLs with a lower score.
Moreover, higher AUC may lead to higher precision in top result of test set.

5.3 Experimental Results

5.3.1 Appearance of Position Bias
With the development of search engine, most spam results may be filtered or put
at very low position for common queries. In Fig. 2, we show the click distribution in
different position. The data set of Fig. 2(a) is experimental click graph data, which
contains a month click data collected from search engine. And Fig. 2(b) shows the
distribution of 500 experimental spam seed URLs which occur 16, 021 times click.

Obviously, the click probability in various position is unequal, which rep-
resent the appearance of position bias in click graph. As the presentation of
comparison results, we can observe that the click position of spam URLs are
lower than normal URLs in general. It is helpful to demonstrate the perfor-
mance improvement in label propagation model, because spam URLs with lower
position may be gave a bigger edge weight and obtain a higher score in label
propagation algorithm.
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5.3.2 Performance Comparison of Various Methods
We used full seed set with 500 URLs for this experiment. In Table 1, we show
the AUC results of all methods and the improvement of three modified methods
compared with LP.

We can observe that the AUC results of four methods are all bigger than
0.7, which means that label propagation model represents pretty effectiveness
on spam URLs identification. Moreover, LP-m performs best in three modified
methods, which represents click distribution directly. Click graph expresses posi-
tion bias by click number, and the reciprocal of click number may correct position
bias very well. Besides, the result of LP-r is pretty good, because click number
in low position represent linear decrease approximately, which conform to the
content of time hypothesis. However, the effectiveness of LP-w is not very good,
because of the simple users behavior definition. Users may click several result
or come back to check higher position results before satisfaction. The model of
LP-w is too fuzzy to restore real users behavior.

5.3.3 Algorithm Robustness
The selection of seed set size is very important in semi-supervised algorithms.
Therefore, we conducted an experiment to see how robust our algorithm is. We
randomly sorted the spam URLs seed set, and selected top n seed URLs for
experiment, where n is multiples of 50. Note that the seed set with small size is
the subset of the seed set with big size, which can explore the improvement of
performance by adding some seed URLs. To decrease randomly sorting bias, we
repeat 10 times experiment and calculate the average of results, which is shown
in Fig. 3.

We can find that the value of AUC increase as seed URLs added, because more
seed may lead to more correct algorithm score of URLs. Besides, LP-m shows the
best result with different size of seed set, while LP-r represent average level and

Fig. 3. AUC comparison with different size of seed set.
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the result of LP-w is not very good, which conform to the result in Sect. 5.3.2.
Moreover, three modified methods all perform better than baseline after only 100
seed URLs are used, which demonstrate that the appearance of position bias in
click-through graph is obvious and our modified methods are very robust.

5.3.4 Some Cases of Non-spam URL with High Score
The AUC result can’t reach to a very high value, because there are some non-
spam URLs gained high score from label propagation algorithm. Therefore, we
check those pages again to analyze the reasons.

A case is that it is a personal homepage whose name is the same as a porn
star, while there is not any pornographic content. There is another case that this
is a photo search result page or shopping site return page with query “old man”,
which usually be used as the key words of porn’s title, while it is a healthy page
absolutely.

Both of the two cases show that those pages may attract users with porn
search intention to click it because of some ambiguous key words, which make
them to obtain high score finally. It is noteworthy that those cases would decrease
the value of AUC, but they don’t influence the improvement of our methods
compared with baseline.

6 Conclusion and Future Work

In this paper, we have studied the issue of incorporating position bias into click-
through bipartite graph. We aim to eliminate position bias and promote perfor-
mance of click graph models. We have proposed three hypotheses to explain and
correct position bias, which represent pretty effective. Then we explore the robust-
ness of our methods by analyzing the experimental results with different size of
seed set. It is obvious that our methods always perform better than baseline.
Finally, we analyze some cases of non-spam with high score from label propagation
algorithm, which attract many clicks by matching some ambiguous key words.

As future work, we want to further enhance the efficiency of our methods and
test their performance on larger data sets. To achieve the goal, we may need to
structure edge weight vector and get the optimal solution based click graph data.
In experiment section, we have to solve many problems of data set such as forbid-
den pages by search engine. We want to eliminate position bias maximumly, so
that click-through bipartite graph models could represent best effectiveness.
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Abstract. Study of user behavior in Web search helps understand users’
search intents and improve the ranking quality of search results. To bet-
ter understand user’s Web image search behavior in practical environ-
ment, we investigate user behavior by analyzing a query log collected
in one week from a popular image search engine in China. We focus on
individual query analyses, temporal distribution, click-through behavior
on the search engine result pages (SERPs), and behaviors on preview
pages. Compared to general Web search, image search users usually sub-
mit shorter query strings and their selections of query terms are more
diverse. We find that there exists a huge difference among users in image
search click-through behavior. Users are more likely to do exploratory
search compared to that in general Web search. This finding may provide
us some insights about users’ behavior in the context of image search.
Our findings may also benefit multiple perspectives of image search, such
as UI design, effectiveness evaluation, ranking algorithms, and etc.

Keywords: Image search · User behavior · Log analysis · Search intent

1 Introduction

Understanding user behavior is one of the prime concerns of Web search related
studies. It provides opportunities for advertising, suggestions on the design of
user interface, and assessment indicators for result relevance.

One of the most common approaches to understand user behavior is analy-
sis of query logs. Previous studies on general Web search focused on individual
query, session analysis, and click position on the SERPs [3,8,10]. These findings
help us gain better understanding in how users use search engine to get infor-
mation. However, the way to show results in image search differs greatly from
that of general Web search. Most image search results are organized in grids
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instead of the linear result list in general Web search. Therefore, there exists a
huge difference in user behavior between general Web search and image search
[4,10]. Queries in image search have more zero hits and are more specific. What’s
more, preview pages are provided by image search engine. The image preview
page is an enlarged preview of an image, which is usually shown after the image
is clicked on the SERP. On the preview page, the enlarged picture is presented
together with navigation buttons (e.g. Previous, Next), download button, and
thumbnails for further exploration of the results (see Fig. 1). This interaction
mechanism is significantly different from the landing page reading process of
general Web search engines. If users want to view more results, they can jump
to another search result directly instead of turning back to the SERP. However
to the best of our knowledge, few existing works investigate its influence in user
behavior.

Fig. 1. Image preview page (shown after the image is clicked on the SERP).

In this study, we analyze user behavior including individual query analyses,
temporal distribution, click-through behavior on the SERPs, and behavior on
preview page based on the logs collected from a popular image search engine.

To summarize, the main contributions of this work are as follow:

– We find a number of differences in search behavior between general Web
search and image search. Compared to general Web search, image search
users usually submit shorter query strings and their selections of query terms
are more diverse.

– We show that clicked images for the same query vary greatly across users,
which potentially indicate serious challenge for click models to perform as
well as they do in general Web search.

– We analyze users’ exploratory behavior on preview page. 61.4% of users view
more than one image on a preview page. It provides further evidence of
exploratory behavior in image search.
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The paper is organized as follows. In the next section, we review related work.
Section 3 introduces our dataset. We report the analysis results of user behavior
in image search in Sects. 4–7. Finally, we discuss conclusions and future work.

2 Related Work

With the wide application of Web search engines, log analysis has become one
of the most common approaches to understand user behavior. There are many
previous studies in large-scale Web search studies [3,8,13,14], from which we can
get a timeline of the evolution of general Web search. Intents behind queries can
be classified into three categories: informational, navigational, and transactional
[1]. Search engines need to deal with all three types because each type is best
satisfied by very different results.

Several image search studies characterizing the general user behavior also
have been performed in the past [2,4–6]. Their approach take different factors
into consideration, such as query length, query reformulation patterns, and the
search depth. Andre [4] made a large-scale analysis of query logs to character-
ize some of the differences between general Web search and image search. It
derived four main characteristics that make image search unique from its Web
search counterpart. Compared to general Web search, image search leads to
shorter queries, tends to be more exploratory, and requires more interactions
[10]. Another related work in understanding image search behavior was con-
ducted by Goodrum and Spink [7] They found that image queries contained on
average 3.74 words. They also reported a high percentage of unique terms. These
studies help us better understand the general user behavior in image search.

What do users search for in image search? A query log analysis showed that
more than 20% of image search queries are related to location, nature, and
daily life categories [15]. Pu [10] classified the 1,000 most frequent image queries
based on a proprietary subject-based categorization scheme. They found that
the majority of the queries were in the entertainment domain. Most recently,
Park, et al.[2] further examined the differences between head queries and long-
tail queries. They looked at the query types which belong to the intersection
of subject-based and facet-based categorizations to uncover more fine-grained
categories that cover a significant amount of search requests. It sheds light on the
importance of considering query categories to better understand user behavior
on image search platforms.

Understanding interactive behavior with image search result pages is also
of vital importance. Interactive behavior provides abundant implicit user feed-
back for image search engine. Smith [16] presented a study that compares click-
through on image searches with what has been discovered for traditional text
search. They also evaluated searches for different types of images. Since the pre-
sented results are quite different (image v.s. text), the findings of previous studies
based on traditional text search interactions were not applicable to image search
interactions.

Most of the above studies mainly focused on interactive behavior on image
search result pages. The variance of click behavior between different users still
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lacks fine-gained analysis. Although Park et al. [2] showed several user behavior
patterns across query types on preview pages, little attention has been paid to
the general situation.

3 Dataset

We take 7 days’ image search server logs on desktop collected in March 2017.
We extract four types of behavior from the log: the SERP information, click
events, download events, and preview page events. The details of the data are
presented in Table 1. From the SERP information, we can get the rank position
of all thumbnail result images. For click events, we have the id of the clicked
image. For download events, we extract the entrance information including time
and image id. For preview page events, we have the event type (e.g. mouse scroll,
click the thumbnails below).

Table 1. The details of the data.

Data type Data field

SERP information id, user, query, time, resolution, page, images

Click events id, user, query, time, image

Download events user, query, time, entrance

Preview page events user, query, time, event type, entrance

The dataset contains approximately 19.2M searches, 7.9M unique queries,
7.6M sessions, and 5.3M users (see Table 2). In this study, we also use another
dataset collected in January 2017 from a popular Web search engine in China.
It contains 287.5M searches and 67.9M unique queries.

Table 2. Dataset statistics.

Image search Web search

Number of searches 19,231,768 287,487,327

Number of unique queries 7,910,311 67,904,480

Number of sessions 7,573,304 #

Number of users 5,255,563 #

4 Query Distributions

In this section, we analyze the query distributions from different aspects, includ-
ing query length, query frequency, and the usage of advanced search. We also
make a comparison between image search and general Web search.
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4.1 Query Length

As the first step of our analysis, we look at the number of words and characters
per query. It should be noted that the number of words here refers to the number
of words separated by spaces. As shown in Fig. 2, there are 5.69 characters in
each query on average. Among all the queries, 6.3% contain only one word and
each query contains only 1.05 words on average. It means that the average length
of words used in image search is 5.69/1.05=5.42, which is much larger than the
average length of Chinese words. Users usually put two or more Chinese words
together as the query string, instead of using spaces to separate each word. The
search engine should run an effective word segmentation program after receiving
a query.

We also investigate that the average number of words per query is 6.64 in
Web search. This reflects that users are lazy when they input a query string.
Image search engine gets even less information about what users really want to
search for. Therefore we need to pay more attention to analysis of user behavior
in image search. It helps understand users’ search intent and improve the quality
of search results.

Fig. 2. The distribution of query length: (a)number of words per query, (b)number of
characters per query.

4.2 Query Frequency

We also focus on the query frequency distribution. We get how many times each
unique query was submitted in the 7 days.

As expected, a small number of queries account for a large part of all queries.
At the head of the distribution, the top 0.17% of unique queries occur more than
100 times, which account for 26.12% of all queries and the top 3.5% of unique
queries account for 50% of all queries, the top 23% of unique queries account
for 70% of all queries. It also has a long tail, 78.14% of unique queries were
submitted only once, and they account for 30.41% of all queries.
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This is very similar to Jaimie Y. Park’s report in English environment [2]:
75% of unique queries were issued only once, and they account for approximately
25% of the traffic in the sample; the other 25% of queries account for 75% of all
traffic. Only the top 5.99% queries account for 70% of all queries in Web search.
It seems that their selections of query terms are less diverse.

This goes to show that a large part of queries committed by users are
repeated. A small number of queries account for a large part of users’ needs.
If the search engine can pay more attention to improving the ranking quality of
those popular searches’ results, users’ satisfaction will improve significantly.

4.3 Usage of Advanced Search

Users can add some specific words and symbols (such as “and”, “or”, “not”,
‘+’) to query strings to use advanced search. The percentage of advanced search
is only 0.73% reported in 2007 [3]. In our analysis, the percentage has grown
substantially to 4.57% in image search, 6.06% in Web search.

5 Temporal Distribution

Next, we focus on what time of the day users use the image search engine on
desktop. Figure 3 illustrates the queries as a distribution of the hour of the
day. It shows that the majority of desktop image search occurs from 9AM to
5PM which are normal working hours. Interestingly, this is very similar to the
statistics by Yang Song on Web search: the majority of desktop search occurs
from 8AM to 5PM [11]. The number of searches decreases significantly during
the lunch time. We also compare the time distribution between weekend and
workday. The number of searches from 9AM to 5PM on a workday is obviously
greater than that on weekend. Desktop searchers tend to use image search engine
at work.

Fig. 3. Temporal distributions: (a)for hour of the day, (b)comparison between weekend
and workday.
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6 Session Characteristics

A session is “a series of queries by a single user made within a small range of
time” as defined in Craig Silverstein’s study [8]. In this section, we partition a
user’s actions into separate sessions when the time between consecutive actions
exceeds 30 min [2]. We look at the distribution of queries per session and average
number of sessions for a user in one day.

As is shown in Fig. 4, the average number of queries per session is 2.54. 56.6%
of sessions contain only one query. 91% of sessions contain less than 6 queries.
It is similar to the previously published result [2]: 2.95 queries per session.

Fig. 4. Number of queries per session.

5,255,291 users ever used image search engine in the 7 days. The average
number of queries per user is 3.66, sessions per user is 1.44. 78.9% of users used
the image search engine only once in the 7 days.

7 Interaction with Search Results

Understanding users’ interaction with search results helps make search intent
explicit. Users’ interaction behavior can be used by search engine as relevance
feedback data. In this section, we analyze browsing depth, the position distrib-
ution of clicks and click entropy distribution.

7.1 Browsing Depth

There are 5 rows of images on each page in the data we use. As users scroll down
the result page, images are loaded page after page automatically. We use how
many pages of results user explores during one query to define browsing depth.
From Table 3 we can see a clear distribution of browsing depth. We find that
image search has deeper browsing depths than Web search. Experiments show
that 85% of users view only the first page of results in Web search [3].
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Table 3. Distribution of browsing depth.

Browsing depth (page) 1 2 3 4 � 5

Queries (%) 3 21 17 11 48

Differ from the automatically loading of image search results, normal Web
search engines have only 10 results each page. Users must click on the next page
button if they want to browse more results. So rather than view more results,
users tend to change query strings to get new results. This also indicates that
image search is more exploratory than text search.

7.2 Dwell Time

In our previous work, we conducted an eye-tracking study to investigate users
examination behavior in image searches [17]. Based on the fixation data collected
in the eye-tracking experiment, in this paper we calculate the dwell time for
images on each page/row and plot users dwell time distribution in Fig. 5.

Fig. 5. Distribution of dwell time on each (a)page, (b)row.

As is shown in Fig. 5, the dwell time decreases with the page number and
row number. The first page and first row have longer dwell time than the other
positions. It shows that users pay more attention to images placed in the first
page, especially in the first row.

7.3 Click Position Distribution

Next, we examine the position distribution of click. Most image search engines
adopt two-dimensional result placement instead of linear result list in general
Web search. As is stated in previous section, each result page contains 5 rows.
Since each of the search engine result pages we collected contains 5 pages of
results. Figure 6 shows the distributions of click counts on each row and page.
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Clicks on the first page account for 57.68% of all clicks. A sharp decay is
observed over the top 2 rows and top 2 pages. The top-ranked images have more
clicks than those of lower ranked. It shows that position has more influence on
click. On the other hand, this indicates that the first page have better relevance
and users trust in search engine’s ranking.

Fig. 6. Distribution of click position: % of Clicks on (a)N-th row, (b)N-th page.

7.4 Click Entropy Distribution

In this section, we use click entropy to explain the following questions.

– What’s the distribution of clicks in one session?
– Is click behavior different between users in the same query?

The click entropy is calculated as follows:

ClickEntropy =
∑

Pi

Pilog(Pi). (1)

Clicks in One Query: In one query, Pi refers to the distribution of one user’s
clicks on image i. Pi = the number of clicks on image i

the number of all clicks . We compute entropy only
for queries that have at least one click. Figure 7 shows that for 72.04% of queries
there is only one image clicked (maybe multiple clicks on the same image). A few
queries have clicks on two or more images. However, in general Web search clicks
are more dispersive. For 32.2% of queries, there is only one doc clicked [12].

Possibly because there are few click behavior in image search (average number
of clicks is 0.89 per query). Based on Rongwei Cen’s findings [12], if users’ clicks
are definite, we tend to think users are satisfied with the search results.
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Fig. 7. Distributions of clickEntropy (considering click in one session).

Clicks of Different Users: Across users, we compute click entropy on all
clicks and first click in one query. Pi refers to the distribution of all users’ (who
submit the same query) clicks on image i, Pi = the number of clicks on image i

the number of all clicks .
We compute entropy only for queries that are submitted by at least two users.

Figure 8 shows that for 4.7% of queries there is only one image clicked. Clicked
images for the same query vary greatly across users. It potentially indicates a
large challenge for click models to perform as well as they do in general Web
search.

Fig. 8. Distributions of clickEntropy (considering click in one query between different
users): (a)all clicks of different users in one query, (b)the first click of different users in
one query.

7.5 Behavior on Preview Page

Most of the image search engines provide preview of an image for users after
clicking on it. Users can click the thumbnail, previous and next button to view
more images. They can also download the full-size image. We make an analysis
on these interaction behaviors.
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Table 4 shows that the average preview duration is 4.67 min. It illustrates
that users spend long time on further exploration. There is a huge difference
between the average number of clicks on previous button and next button. Few
users ever look back on previous images. For 38.60% of result clicks, only one
image is viewed on the preview page. In means that a user clicks on an image,
views the image, and does not preview any other result images on the page. In
other words, 61.4% of users view more than one images on a preview page. It
provides further evidence of exploratory behavior in image search.

Table 4. Preview page characteristics.

Preview Duration (min) 4.67

Single Image Previews (%) 38.60

Average number of download 0.07

Average number of previous button clicked 1.20

Average number of next button clicked 20.15

Average number of mouse scroll 11.21

Average number of thumbnail clicked 2.18

8 Conclusions and Future Work

In this paper, we carry out an analysis of user behavior in image search based on
logs. It includes individual query analyses, temporal distribution, click-through
behavior on the result pages, and behavior on preview page search. We obtain
three interesting findings. (1) A number of differences in search behavior between
general Web search and image search is found. Compared to general Web search,
image search users usually submit shorter query strings and their selections of
query terms are more diverse. (2) We show that clicked images for the same
query vary greatly across users, which potentially indicate serious challenge for
click models to perform as well as they do in general Web search. (3) We analyze
users’ exploratory behavior on preview page. 61.4% of users view more than one
image on a preview page. It provides further evidence of exploratory behavior
in image search.

Our study makes a comprehensive analysis on user behavior in image search.
Interesting directions for future work include the impact of image content, rele-
vance, and diversity on the click. As mobile search is getting larger than desktop
search, we also plan to investigate user behavior in image search on mobile
devices and examine the difference between mobile devices and desktop.
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Abstract. As search requests from mobile devices are growing very
quickly, mobile search evaluation becomes one of the central concerns
in mobile search studies. Beyond traditional Cranfield paradigm, side-
by-side user preference between two ranked lists does not rely on user
behavior assumptions and has been shown to produce more accurate
results comparing to traditional evaluation methods based on “query-
document” relevance. On the other hand, result list preference judge-
ments have very high annotation cost. Previous studies attempted to
assist human judges by automatically predicting preference. However,
whether these models are effective in mobile search environment is still
under investigation. In this paper, we proposed a machine learning model
to predict user preference automatically in mobile search environment.
We find that the relevance features can predict user preference very well,
so we compare the agreement of evaluation metrics with side-by-side
user preferences on our dataset. We get inspiration from the agreement
comparison method and proposed new relevance features to build mod-
els. Experimental results show that our proposed model can predict user
preference very effectively.

Keywords: Mobile search · Search evaluation · User preference
prediction

1 Introduction

With the rapid development of mobile devices, people can address their informa-
tion needs almost anywhere and anytime with their mobile devices. Since more
and more search requests are from mobile devices, in particular smart phones,
the massive shift of users makes the evaluation of mobile search become an
essential issue.

In the field of search evaluation, the traditional Cranfield [1] evalua-
tion method consists of corpus, queryset, relevance judgements, and metrics.
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The Cranfield evaluation method calculates the evaluation metrics, such as
Accuracy, Recall, etc., according to the document lists returned by the retrieval
system. Moffat et al. studied the correlation between different evaluation met-
rics and user behavior [2]. They found that different evaluation metrics implied
different user behavior assumptions and the evaluation metrics can usually be
presented as a weighted sum of relevance scores for each result in the results list.

Recently, the preference-based evaluation of the search engine result pages
(SERPs) has been widely concerned in the search evaluation. In user prefer-
ence judgment, the assessors are presented with two SERPs in parallel. Then
they are instructed to annotate their preferences based on their satisfaction with
each search result list. This method of annotation naturally take more contextual
information into consideration than the traditional Cranfield evaluation method.
Sanderson et al. found that there was a strong correlation between users’ pref-
erence and various evaluation metrics [3]. Although the preference evaluation
may be more accurate, the cost of collecting user preference labels is relatively
high. To evaluate N ranking systems, it is a necessity to collect user prefer-
ences between every two systems. That’s to say, there will be (N + 1) ∗ N/2
annotations for each query. Compared to user preference, traditional Cranfield
evaluation methods are much easier to reuse: once the relevance judgment is
done, the evaluation metrics can be calculated with little marginal effort. Thus,
researchers want to investigate machine-assisted method to assist human judges
thus reducing judgement cost.

Awadallah et al. studied the method of automatically predicting user pref-
erences based on relevance features and click-through [4]. However, their study
was carried out in traditional desktop search environment, where the search
results are mainly presented in textual form (“ten-blue-link”). In contrast, mod-
ern SEPRs usually contains far richer information from heterogeneous infor-
mation resource (News, Images, Videos, and etc.). These results may have a
significant impact on users’ interactions with SERP. On the other hand, mobile
search is quite different from traditional desktop search from the perspective of
interaction. Modern mobile devices are usually equipped with a touchable screen
and users mainly interact with their mobile devices with touch gestures rather
than mouse and keyboard. The visual area of mobile device is also much smaller
comparing to desktop monitors. The impact of these differences between mobile
search and desktop search on users’ preference lacks investigation.

In this study, we focus on automatically predicting user preferences in the
context of mobile search with a machine learning model. More specifically, we
present a series of features based on the SERP and the search results relevance.
We find that the most powerful features are relevance features. We calculate
the agreement of a series of traditional desktop evaluation metrics with the
users preference. We get inspiration from the agreement comparison method
and proposed a new relevance feature. We prove that we can get good prediction
effect based on this feature and propose a method to improve the feature. The
results prove that our method does predict the preference very effectively.
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To summarize, we make the following contributions in this study:

• We compare the difference between the relevance features and other indicators
in terms of predicting user preference.

• We investigate the relationship between the evaluation metrics and user pref-
erence in mobile environment.

• We propose a model to predict the user preference between ranked lists to
reduce human effort in making preference judgments.

The remaining of this paper is organized as follows. We first review related
studies in Sect. 2. The dataset and features are given in Sect. 3. In Sect. 4, we
describe the study methods and experimental results, and analyse the exper-
imental results. Finally, Sect. 5 summarizes the conclusions and discusses the
direction of future work.

2 Related Work

2.1 Search Evaluation

Retrieval system performance evaluation is one of the most important research
issues in information retrieval (IR) related studies. The traditional search evalu-
ation method, referred to as Cranfield paradigm, is mainly based on corpus, fixed
queryset, relevance judgment of “query-document” pairs, and evaluation met-
rics. A lot of evaluation metrics have been proposed based on different insights
about users’ search behavior, such as NDCG [7], ERR [8], RBP [9], TBG [10]
and etc. Moffat et al. concluded that different evaluation metrics were based on
different user behavior models [2]. For example, Reciprocal Rank (RR) is a metric
suitable for navigational intents and it assumes that users will be satisfied by the
first relevant document in the list. Maskari et al. found that the evaluation met-
rics correlate well with users’ satisfaction [11]. However, some researchers argue
that the relevance annotation does not take into account the interaction between
the results, which may lead to certain differences between the evaluation of the
results and actual users’ feelings. The advantage of Cranfield evaluation para-
digm is that the relevance judgment can be easily reused. However, the fixed user
behavior models behind metrics may lead to failure in reflecting actual users’
experience during search.

The preference-based evaluation method tries to infer users’ satisfaction
about result lists based on users’ implicit or explicit feedback. The preference-
based evaluation method was first proposed by Joachims [12]. In their approach,
a user’s click can be interpreted as a preference vote to a specific result. Their
study facilitated the emergence of the Interleaving and A/B Testing methods.
The Interleaving method selects results from two retrieval systems alternately
to form a new result list in a fair way. Then the users’ click behavior will be
collected to analyze the relative preference. In the A/B Testing method, differ-
ent users will be served with different systems, then the performance of different
system will be compared based on some metrics, e.g. Click Depth, Click-Through
Rate (CTR), and etc.
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Thomas et al. proposed an evaluation method, referred to as User Prefer-
ence Test, which presents two search result lists to the users side-by-side [13].
The users are then instructed to choose the result list that they preferred. This
method was used to compare the first and third page of search results from
Google. Their experimental results show that users prefer the results of the first
page. This observation also demonstrates that user preference can be used to
predict the quality of search results effectively (Fig. 1).

Fig. 1. User preference annotation interface schematic diagram.

Awadallah et al. investigated the method of predicting user preferences auto-
matically to assist human judges [14]. They proposed a series of features and
used different feature combinations to train the automatic prediction model. The
results showed that the relevance based features are the most effective. However,
their experiments were carried out in the traditional desktop search environ-
ment. Traditional textual results, which usually contains a title, a URL and a
short summary. This is quite different from the heterogeneous results returned
by current retrieval system.

2.2 Search on Mobile Device

There are many differences between mobile search and traditional desktop
search, for example: (1) The distribution of query topic is not the same, people
prefer to search pictures, entertainment class information on mobile device [18];
(2) The way of interacting is different, rich gesture operations can be conducted
on mobile device, such as scaling, sliding, etc. Guo et al. found that there is
a significantly correlation between the interactive behavior and document rele-
vance on mobile device [5]; (3) Screen size is not the same, the screen of mobile
device is usually smaller and less results can be displayed so that more interac-
tion costs are required to get the same amount of information than the desktop.
Jones et al. found that small screen would make the search tasks to be more dif-
ficult to complete [6]. Due to these differences, traditional techniques on desktop
are not necessarily adequate on mobile devices (Fig. 2).
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Fig. 2. Traditional desktop SERP (left) and mobile SERP (right).

3 Dataset and Features

The evaluation dataset we used contains SERPs from four commercial search
engines, referred to as A, B, C and D. There are 50 queries in the dataset. Thus
there are 200 SERPs in total. For all SERPs, the relevance of the top 5 results
is accessed by the professional assessors with six-level relevance criteria. The
relevance value ranges from 0 to 5, indicating completely irrelevant to completely
relevant respectively. The labeling procedure is similar to typical TREC [14]
settings. For user preference assessment, we will show assessors two SERPs of
the same query side-by-side. One SERP is from A and the other SERP is from
B, C, or D. Each “SERP-SERP” pair is marked by seven assessors with five-level
preference criteria (from −2 to +2, indicating that the left page is much better
than the right page to the left page is much better than the right page). If there
is a disagreement between assessors, following Zhou et al. [15], we adopt the
majority annotation as the final user preference.

We use a series of features to compare the two SERPs. We first consider the
relevance evaluation features. We think that the relevance of the search results
may have the greatest impact on the user’s preferences. In addition to the rele-
vance features, we also consider other features that may affect user preferences.
The first is textual features, since when users browse the search results, the tex-
tual similarity between query and result may affect users’ perceived relevance.
The second one is heterogeneous features. Compared to the traditional SERPs,
the SERPs used in our experiment have far richer heterogeneous information
(pictures, videos, news, etc.), which may affect user’s preferences. The third
one is height features, different height of the results may cost the user different
browsing time, which may be a factor affecting the preferences.
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3.1 Relevance Features

The researches about document relevance and user preference do not agree with
each other all the time. Some studies find that there is no significant correlation
between user preference and document relevance [16], but there are some studies
show that there is a significant correlation between relevance and preference [13].
We adopt a hypothesis from the study by Awadallah et al. [4]: user preference
has correlation with document relevance, and the relevance features of the entire
page is very important. For relevance features, we calculate not only the features
value of the two pages respectively, but also the differences between the two
SERPs. More specifically, we selected the following features:

• Relevance: Relevance of result in each rank
• Precision@5: Proportion of relevant documents in top 5 results
• Best@5: The most relevant document in top 5 results
• Worst@5: The least relevant document in top 5 results
• FirstRR: The rank reciprocal of the first relevant document in result list

3.2 Other Features

Text Features: We mainly focus on the textual content of result title and snip-
pet. For each search result, we calculated the length of the text, the number of
words in the text and the similarity of the text and query, extract the maximum
and average of all results as text features.

Heterogeneous Features: The SERPs used in our experiment contains more
diversity information than the traditional ten-blue-link SERPs, and we hope to
use the diversity information to assist us predict user preferences. We classify all
the results into ordinary results and vertical results, vertical results include five
categories: multimedia (such as video, audio, pictures, etc.), wikipedia forum
(such as Encyclopedia, Post Bar, Knows, etc.), text reading (such as news,
library, WeChat articles, etc.), life services (such as shopping, booking, express,
etc.) and other vertical results.

Height Features: The mobile search results list contains many card-style search
results. The geometric height of these cards in the user’s screen is quite different,
some cards even cover more than a screen. The user needs to spend more time to
browse the higher results, which may have an influence on the user’s preferences,
so we extract the height of each result and the height of the landing page as
features of the predict model.

4 Experiments and Results

Our goal is to predict the user’s preference between two SERPs. First, we clas-
sify the user preference into three categories: the user preference of −1 and
−2 are classified as preferring the page in the right side, denoted as −1; the
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user preference of +1 and +2 are classified as preferring the page in the left
side, denoted as +1; the user preference of 0 means no preference, still denoted
as 0. We train a classifier to predict the user preference based on the features
mentioned in Sect. 3, all experiments used 5 fold cross validation. We have tried
different learning models, such as Logistics Regression, Support Vector Machine,
Random Forest and Gradient Boosting Decision Tree. But the difference of pre-
diction effect of the best model and the worst model is not greater than 3%, so
we only present the results of the Logistic Regression in this paper.

4.1 Preference Predicting

We train a classifier only with relevance evaluation feature first (Relevance Only),
then we train a classifier without relevance evaluation feature (All but Rele-
vance), finally we train classifier with all the features (All Features).

Table 1. Results for different features combination.

Model Accuracy

Relevance Only 74.73%

All but Relevance 58.70%

All Features 75.37%

The results of this experiment are shown in Table 1. The table shows the
Accuracy for each classifier. It can be seen that the Accuracy of the classifier
without relevance evaluation features is only 58.70%, which means that the other
type of features we used can not describe the user preference very well. The
Accuracy of the classifier only with relevance evaluation features is 74.73%, this
indicates that the relevance features can describe the user’s preference well. And
there is no significant improvement when we use all features to train the classifier,
indicating that the other features can not improve the predict effect obviously
under the existence of relevance evaluation features.

4.2 Agreement with Preference

For the relevance features can predict the user preference very well, so we try
to use the evaluation metrics directly to predict the user preference. We first
calculate the agreement of a series of traditional desktop evaluation metrics
with the user’s preference, and also calculate the HBG metric which is based on
the characteristics of mobile interaction [17], the parameters of HBG are from
the original paper, the results are shown in Table 2.

Compared with the prediction precision in Sect. 4.1, we can tell that our
prediction precision is not worse than the traditional desktop search evaluation
metrics, which indicates that our proposed classifier is indeed effective. However,
compared with the HBG evaluation metric, there is still a gap, which indicates
that HBG is a good evaluation metric in mobile search. On the other hand, we
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Table 2. Agreement between evaluation metrics and user preference.

Metrics Agreement

HBG 85%

ERR 75%

DCG 72%

nDCG 59%

AP 53%

think this is acceptable because the parameters of HBG is calculated based on
real user behavior data, it is reasonable that HBG metric can better reflect the
mobile search users’ preferences.

4.3 New Feature

Because the agreement between the evaluation metrics and user preference is
relatively high. We get inspiration from the agreement comparison method and
proposed a new relevance feature. It is called the difference ratio of evaluation
metrics which divides the max metric value by the difference value of metrics. We
only use the difference ratio feature to train classifier to predict user preference,
the Accuracy of the prediction can reach 74%.

Although using the evaluation metric difference ratio feature can get a sat-
isfactory prediction effect, we still expect to be able to improve the difference
ratio feature to get better prediction effect. So we have further analysis on this
feature. As shown in Fig. 3, using ERR as an example, gives the distribution of
difference ratio and the user preference (DCG has a similar distribution).

As shown in Fig. 3, for each class of user preference judgment, the difference
ratio is distributed in a relatively concentrated area. This also proves that the
evaluation metric difference ratio feature can reflect the user preference better.

Fig. 3. Distribution of evaluation metric (ERR) difference ratio.
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While analyzing the data that we can not give correct prediction, we find that if
the two contrast pages are low quality pages, the difference ratio can not describe
the user’s preference very well. This is easy to understand for the difference
ratio feature only reflects the relative differences but not the absolute differences
between the contrast pages.

In order to solve the problem of low-quality pages, we start our analysis from
the aspect of the distribution of evaluation metrics score. As shown in Fig. 4,
we firstly plot the distribution of the minimum ERR between the two contrast
pages. We find that the distribution of ERR can be roughly divided into two
parts, the one is less than 0.1 and the other is greater than 0.2. So we consider
that the page with ERR smaller than 0.1 is a low-quality page. Therefore, we
propose a solution that combines the absolute value with the relative difference
of evaluation metrics. If both pages belong to the low-quality pages at the same
time, then the difference ratio is 0. Otherwise the difference ratio is calculated
according to the original method. We use the modified difference ratio feature
to train the new classifier to predict the user preference, the Accuracy rate can
reach 78%. This indicates that our proposed solution does very effective. Which
needs to be emphasized is that we just provide a general idea to solve the problem
of low quality pages, rather than giving a perfect solution. We believe that we
can find a more reasonable answer in a larger dataset, we would like to explore
this in our future work.

Fig. 4. Distribution of the minimum evaluation metric (ERR) of two SERPs. The two
blue lines indicate that the metric value equals to 0.1 and 0.2. (Color figure online)

4.4 Assist Human Annotator

Since our goal is not to build a perfect user preference predictor, we just want
to use the automatic predictor to assist human annotator to reduce the cost
of preference evaluation. If we can pick out the data which is difficult to be
predicted automatically, make this part annotated by human annotator, leaving
the remaining part to be predicted with automatic predictor, then we can save
the cost while ensuring the quality.
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Looking back to Fig. 3, we find that there is an overlap when the absolute
difference ratio is small, so we re-plot the distribution of the data which the
absolute difference ratio is less than 0.1. As show in Fig. 5, there is a large
amount of overlap in the preference distribution when the absolute value of the
difference ratio (ERR for example) is around 0.05. We suspect that the reason
may be that whether there exists preference or not is a very vague concept when
the difference between two pages is not very obvious. So we think this part of
user preference data is not easy to be predicted automatically.

Fig. 5. Distribution of evaluation metric (ERR) difference ratio that in [−0.1, 0.1].

The solution we proposed is to manually annotate the data that difficult to be
predicted and leave the remainder to be predicted automatically. We set different
vague regions when the absolute difference ratio is at about 0.05, compare the
prediction effect under different vague regions and calculate the proportion of
data that can be automatically predicted. As can be seen from Table 3, the
proportion of data that can be predicted automatically is showed in the followed
parentheses of prediction accuracy. When the upper boundary of the vague region
is between 0.06 and 0.07, the lower boundary is between 0.01 and 0.02, we can
get higher prediction accuracy (about 85%) and it can predict most of the data
(about 85%). And we can achieve our goal that save the cost of evaluation while
ensuring the quality.

Table 3. Predicting effect in different vague regions.

min/max 0.06 0.07 0.08 0.09

0.01 88.4%(76%) 89.3%(74.7%) 89.0%(72.7%) 88.9%(72%)

0.02 85.6%(83.3%) 86.2%(82%) 85.8%(80%) 85.7%(79.3%)

0.03 83.5%(88.7%) 84.0%(87.3%) 83.6%(85.3%) 83.5%(84.7%)

0.04 80.8%(94%) 81.3%(92.7%) 80.9%(90.7%) 80.7%(90%)
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5 Conclusions and Future Work

In conclusion, in this paper, we compare the differences between the relevance
metrics and other metrics in user preference prediction in the mobile search
environment. The results show that the relevance evaluation feature has a very
good effect on the user preference prediction. We further examine the correlation
between the evaluation metrics and the preference, and put forward the method
of converting the search evaluation metrics of single search engine into the pref-
erence results of two search engines. That’s to say, using the difference ratio of
two evaluation metrics can effectively describe the user’s preference.

Yet there are some limitations to our study: (1) The current dataset is not
large enough, we would like to verify our conclusions on a larger dataset in
the future. (2) Some of the threshold parameters used in our experiments are
based on statistical analysis of current small-scale data, these parameters can
be obtained on a larger scale dataset by the method of machine learning in the
future.
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Abstract. Query suggestion (or recommendation) has become an
important technique in commercial search engines (e.g., Google, Bing
and Baidu) in order to improve users’ search experience. Most existing
studies on query suggestion focus on formalizing various query suggestion
models, while ignoring the study on investigating how users select query
suggestions under different satisfaction states. Specifically, although a
number of effective query suggestion models have been proposed, some
basic problems have not been well investigated. For example, (i) how
much the importance of query suggestion feature for users with respect
to different queries; (ii) how user’s satisfaction for current search results
will influence the selection of query suggestions. In this paper, we conduct
extensive user study with a search engine interface in order to investigate
above problems. Through the user study, we gain a series of insightful
findings which may benefit for the design of future search engine and
query suggestion models.

Keywords: Query suggestion · User study · Eye tracking · User satis-
faction · Novelty

1 Introduction

Query suggestion technology has been widely used in modern search engines
(e.g., Google, Bing and Baidu) in order to help users type potentially intended
queries and improve users’ search experience. In this paper, we will further inves-
tigate the query suggestion problem in order to enhance our understanding on:
how users select query suggestions under different satisfaction states.

A number of query recommendation models have been developed in order
to suggest similar or relevant queries against original issued query for users.
Existing query recommendation models mainly depend on the query related
documents and global query logs. They usually extract related query terms from
these data as the recommendation candidate set. Then, reorder the query terms
in the candidate set based on some specific ranking rules and select the top
n queries as the final query recommendations. Although a number of effective
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J. Wen et al. (Eds.): CCIR 2017, LNCS 10390, pp. 93–105, 2017.
https://doi.org/10.1007/978-3-319-68699-8_8



94 Z. Shang et al.

query suggestion models have been proposed, some basic problems on query
suggestion have not been well investigated. For example, (i) we still do not know
how much the importance of query suggestion in search engine for users with
respect to different queries; (ii) if user’s satisfaction for current search results
will influence the selection of query suggestions.

In order to investigate above problems, we conducted extensive user’s study
based on a simulated search engine interface which can record user’s search
behaviors, e.g., result rating, query recommendation selection and eye move-
ment, etc. To this end, we first develop a simulated search engine interface which
contains two main interaction areas, including search results area and query rec-
ommendation area. In the search results area, we display a series of web pages
(each result contains a title and a snippet) with respect to a specific query. In
the query recommendation area, we display some query recommendations for
users with respect to the issued query. Furthermore, we design 15 queries cor-
responding to 3 types of search tasks, i.e., navigational search task, information
search task and transactional search task. We ask participants to search for the
15 designed queries with the search engine interface, meanwhile rate the rele-
vance for each displayed webpage and the satisfaction for overall search results,
then select any number of query suggestions.

In order to deepen our understanding on aforementioned research problems,
we conducted a series of data analyses from different perspectives. We first ana-
lyze user’s interest degree for query recommendation functionality of the search
engine by computing the correlation between user satisfaction and the num-
ber of selected recommendations. We find that users’ interest degrees for query
recommendation are different across different search tasks and under different
user satisfactions. Similar findings are found through eye tracking data analy-
sis. Then, we analyze the relationship between user satisfaction and the novelty
of the selected recommendations. From the analysis results, we find that when
users are satisfied with the current search results, they will tend to select novel
query recommendations. For different search tasks, the trend will be different.
More detailed findings will be introduced in the following sections.

The rest of the paper is organized as follows: Sect. 2 reviews the relative
work briefly. Section 3 presents the research problems of this paper. Section 4
introduces the methods of the user study in detail. The analysis of experiment
results are given in Sect. 5. Finally, we will conclude this paper and give some
possible research directions in the future.

2 Related Work

There are two directions of work that are related to this paper, i.e., query
recommendation and query classification.

Query recommendation techniques focus on providing similar (or relevant)
query suggestions to users by analyzing users’ potential query intention and
information need. Classic query recommendation models can be generally
grouped into two categories from the perspective of the data sources they
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depend on, they are document collection based and query log based query rec-
ommendation models [9]. The document collection based models recommend
relevant queries by mining co-occurred terms from human-edited documents
which include the issued query [1]. While, the log-based models recommend
relevant queries by mining frequently issued historical queries from logs [2,13].
For example, Guo et al. proposed a query recommendation approach based on
social annotation data [6]. Dupret used the click-through data in query logs
to generate query recommendation automatically [5]. Previous researchers have
realized that the search engines should recommend different types of queries to
users according to the different user satisfaction states [8]. They model users’
satisfaction for current search results with click through data, then recommend
queries based on historical query logs considering the real-time satisfaction. The
query recommendation model is proposed based on an assumption that users
will tend to select novel recommendation queries if they are satisfied with cur-
rent search results, and vice versa. However, the assumption has not been well
studied and verified. In this paper, we will investigate this assumption and aim
to gain more insightful findings about users’ behaviors on the selection of query
suggestions.

In this paper, we aim at investigating query suggestion problems for different
categories of queries. Therefore, query classification is also related to our work.
Broder [3] propose for the first time a taxonomy for web search queries according
to different search tasks. The proposed taxonomy classifies web queries into three
types, i.e., navigational, informational and transactional. Navigational queries
aim to get certain web sites. The informational query intent is to get some rele-
vant information about the query topic, which may be uncertain. And the aim
of users’ transactional search tasks may be completing some types of interaction
in some specific websites. For example, when the query is “book flight”, users
may want to finish the search task of booking flight ticket. On this basis of clas-
sification, Lee et al. explored the user’s click features in different query types [7].
In this paper, we aim to explore users’ behaviors in selecting recommendation
queries for aforementioned three types of search tasks.

3 Research Questions

3.1 RQ1: How Much the Importance of Query Recommendation
for Users with Respect to Different Queries?

As we know, most commercial search engines (e.g., Google, Bing and Baidu)
contain the query recommendation functionality displayed in some specific areas
(e.g., bottom and right side) of the search engine results page (SERP). However,
we still do not know if the query recommendation functionality is important
for all queries and how much the importance for users with respect to different
queries. In this paper, we will explore the relationship between user satisfaction
and the interest of users who want to use the query-recommendation function-
ality in search engine for different types of search tasks.
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We explore this research problem motivated by the fact that traditional
search engines usually response (query recommendation) users’ input in the same
way, while ignore the special cases where users may don’t need the query rec-
ommendation functionality. This traditional one-fit-all mechanism may be not
appropriate and even bring harm to users’ search experience for some queries. If
we know when users are interested in the query recommendation or not, search
engines can adjust the query recommendation algorithms or adjust the deploy-
ment of the result page with respect to different types of queries in order to cater
to users’ different tastes.

3.2 RQ2: If Users’ Satisfaction Will Influence Their Behaviors on
Selecting Query Suggestions?

Most existing query recommendation models focus on mining the similarity and
relevance between originally issued query and the candidate recommendation
queries, and providing most similar (or relevant) query terms to users without
considering users’ satisfaction for current search results. This query recommen-
dation mechanism may not be reasonable for some cases. Intuitively, if users have
been satisfied with the current search results, search engines should provide more
novel recommendation queries. On the contrary, for the cases where users are not
satisfied with the current search results, the search engines should provide some
relevant recommendation queries with increasing representation ability. In order
to investigate this research question, we will explore the relationship between
user satisfaction and the novelty of user-selected query recommendations for
different search tasks.

We explore this research question motivated by an intuitive fact that users
may prefer different recommendation queries under different satisfaction states.
If we gain the knowledge about how users select query suggestions under dif-
ferent satisfaction states for specific search tasks, search engine can adjust the
recommendation algorithms to provide suggestions with different novelty. In this
way, the recommendation algorithm will be more wisdom.

4 User Study

In this section, we first introduce the search tasks (queries) and participants of
user study in detail. Then, present the experimental environment of Tobii Pro
TX300 eye tracker. Finally, introduce the process of user study. In the user study,
we collected 450 (30 × 15) valid datum.

4.1 Search Tasks

We designed 15 queries corresponding to three different types of search tasks,
including navigational, informational and transactional. Navigational task aims
to reach a particular web site. Informational task’s intent is to acquire informa-
tion from some web pages. Transactional task is to perform some web-mediated
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activity. We ask each experiment participant to finish the designed 15 query
tasks (there are five queries in each type of task). For each search task, users
are randomly provided 3 documents as the search results. The designed queries
in the user study are shown in Table 1. In order to make the experimental envi-
ronment as practical as possible, we develop a simulated search engine interface
to display the search results. The layout of search engine interface is shown
in Fig. 2. Ten recommended candidate queries are displayed in the right of the
interface. When users conduct the task, they will be asked to rate the relevance
for each document and rate the overall satisfaction scores in the bottom of the
interface. Users can select any number of recommendation queries by selecting
the checkboxes. The process of experiment can be found in Fig. 1.

Fig. 1. The framework of user study.

Liu et al. has proved that the title and snippets of returned results are major
judgement of relevant for users before they click the search results [10]. Xing has
found that the user’s attention will decrease with the decreasing of the result
position for different types of query tasks [12]. We preselected 6 results from
the real commercial search engine as the results candidates. Among the result
candidates, 3 web pages are positive results which can meet the information needs
and the others are negative results which can not meet the users’ information
need. In order to differ users’ satisfaction as far as possible, the interface will
randomly sample three results from the predefined candidate results and display
on the search result pages for each query. In this way, the search results will be
diversified and the satisfaction will become various across different users. This
setting is to simulate the real search scenario in commercial search engine. Users
give each result a relevance score and a overall satisfaction score, the full score
are 5, 1 is defined as very dissatisfied, 2 defined dissatisfied, 3 defined as kind, 4
defined as satisfied, 5 defined as very satisfied.

For all recommended queries with respect to each original query, we manually
divided them into 4 levels of novelty compared to original query. If the recom-
mendation queries belong to the same topic, they are defined as level 1; if belong
to similar topic, defined as level 2; if belong to novel topic, defined as level 3; if
belong to completely novel topic, defined as level 4. We employ five participants
who have related knowledge background to annotate the novelty data manually.
Considering the diversity of recommend queries with different novelty, we select
all candidate recommend queries from the commercial search engine.

4.2 Participants

The participants of our user study are recruited through university Advertise-
ments. In total, 30 persons (including 13 female and 17 male) participated in
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Fig. 2. The simulated search engine interface (take query “youku” as an example).

Table 1. The query lists of user study experiment.

Task Types Query Description

Navigational youku Search youku home page

tmall Search for youku home page

12306 Search for tmall home page

ifeng Search for 12306 book ticket home
page

E-Banking Service of
China Construction
Bank

Search for China Construction
Bank home page

Informational what machine learning
algorithms there are

Acquire the information about
machine learning algorithms

latest movie Acquire latest movie information

two sessions reports Acquire two sessions reports infor-
mation

university rankings Acquire university rankings infor-
mation

twelve zodiac Acquire twelve zodiac information

Transactional download QQ Finish interaction download QQ

inquiry express Finish interaction inquiry express

download Eclipse Finish interaction download
Eclips

flight booking Finish interaction booking ticket

download cet-6 exams Finish interaction download cet-6
exams
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our study, all of them are between 20 and 26 years old (average 23.2). Each
participant is asked to complete the designed 15 search tasks. They are payed
$10 per person after completing all tasks. They come from the same university
and different majors, including math, computer science, etc. Their eyesight are
normal or correct normal (no achromatopsia or tritanope) to ensure their eye
movement trace can be captured and recorded by eye tracker.

4.3 Environment

The user study is conducted on a Windows 7 system, running a IE Web browser
and equipped with Tobii Pro TX300. The eye tracker with a 23” screen resolution
of 1920 * 1080 pixels captures gaze positions at a frequency of 300 HZ and have
an accuracy of 0.4◦. The participants seated in front of the eye tracker 50–60 cm
to ensure the user’s eye-tracking data can be recorded at high precision by the
Tobii studio.

4.4 Process

Before conducting the experiment, the participants have to make a 5 points
calibration to make the eye movement data more precisely recorded. When the
calibration is accepted, the participants are introduced the content and proce-
dure of experiment and take a test task before they begin the formal tasks. After
the test, each participants should finish 15 search tasks sequentially, the number
of navigational, informational and transactional tasks are 5, respectively. For
each task, the search query is predefined in the interface, the participants need
just to click the search button, the 3 search results will be returned randomly.
After each task, there is a break allowing users have a rest and the experiments
have no time limitation.

For each task, the participant is asked to look at each of the three results
and rate a relevance score. Then, according to the whole quality of the returned
results, rate a overall satisfaction score. Finally, the participants select the rec-
ommended queries in the recommendation lists according to their own judgment.
The number of selected recommended queries maybe one or more. If the partic-
ipants feel there is no necessary to select any recommended queries, the number
of selected queries can be zero. After the participants submit their interaction
data, they will finish one task and they can continue to search until finishing the
15 query tasks.

5 Analysis and Discussion

From the user study, two kinds of data are collected, namely (1) users’ interaction
behavior information including the rating scores of each returned results, the
overall satisfaction scores and the clicked recommend queries; (2) users’ eye
movement data including fixation point and duration, etc. In total, we collected
450 records (30 participants each finish 15 query tasks). We will analyze the
collected data from different angles in order to investigate the aforementioned
two research questions, i.e., RQ1 and RQ2.
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5.1 Investigating RQ1

5.1.1 Correlation Analysis
In this subsection, we explore the correlation between user satisfaction and user-
interest on query recommendation functionality in order to investigate how much
the importance of query recommendation for user with respect to different types
of queries. To this end, we obtain the average overall satisfaction scores for each
queries (S sat), the average of max relevance score of three returned results
(Avg max) and the average number of selected recommended queries (Avg num)
in each task, then plot them in one line chart and observe their change trend
across different queries. S sat and Avg max can reflect users’ satisfaction for
current search results to some extent. The Avg max is defined as follows:

Avg max =
1
|P |

|P |∑

i=1

max(i) (1)

where P is the participant sets, it represent the 30 recruited persons, max(i)
represents the max scores among the three returned results. The results are
shown in Fig. 3.
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Fig. 3. The change trend for average overall satisfaction scores for each queries (S sat),
the average of max relevance score of three returned results with respect to a specific
query (Avg max) and the average number of selected recommended queries (Avg num)
in each task, across different queries.

From Fig. 3, we gain a series of meaningful findings. For navigational search
tasks, there is strong negative correlations between user satisfaction and the
average number of clicked query in navigational query tasks, which shows that
when users are satisfied with current search results, their interests on the query
recommendation functionality will decrease, on the contrary, they become more
interested in the query recommendation functionality. For informational and
transactional search tasks, we find that there is significant positive correlation
between user satisfaction and average selected recommendation queries, which
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shows that if users are satisfied with current search engine, they will have more
interests to continue to search for other information (do other transactions).
Compared among three types of search tasks, we find that informational search
tasks have the highest average number of selected recommended queries, which
shows that users may have the most interest on query recommendation when
they are searching for informational tasks.

5.2 Investigating RQ2

In this subsection, we will compute correlation between user satisfaction and
the novelty of user-selected recommended queries in order to investigate the
research question RQ2. To this end, we formalize some evaluation metrics for
current search results, i.e., MRR [4] and NDCG [11]. MRR and NDCG can
reflect the quality of the returned search results in an objective way. Moreover,
the average satisfaction and overall satisfaction to reflect subject satisfaction.
The overall satisfaction can be obtained directly. The average satisfaction is the
average scores of the results for each query. MRR is defined as follows:

MRR =
1
|Q|

|Q|∑

i=1

1
ranki

(2)

where Q is the result sets, ranki is the rank position of the ith relevant search
results. MRR metric reflects the impact of rank position to search experience.
We define the results whose overall satisfaction scores are more than 3 as relevant
results, others as irrelevant results. NDCG is defined as follows:

DCG@n =
n∑

i=1

2rel(j) − 1
log(1 + j)

(3)

In this equation, n is rank position in the search results. rel(j) defined as the
correlation of the ith results, in this experiment it represented by the score of
the ith satisfaction. log(1 + j) is the position discount factor. The normalized
DCG defined as:

nDCG@n =
DCG@n

idealDCG@n
(4)

where idealDCG@n is the DCG in the condition of ideal ranking results.
We firstly explore the consistency of subjective metrics and objective metrics,

in order to investigate the research question RQ2 in different angles. To this end,
we calculate the Pearson correlation coefficient between user overall satisfaction
(S sat) and user average satisfaction (S avg), MRR and NDCG@3 as shown in
Table 2. The results show that there is significant positive correlation between
them and the evaluation metrics MRR and average satisfaction could reflect the
overall satisfaction more accuracy. It’s also reflect the fact that the user satis-
faction is influenced by the rank position and number of relevant results. In the
results, MRR has more strong positive correlation than NDCG@3, which illus-
trates that user satisfaction are more influenced by the results rank position.
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Table 2. Pearson correlation coefficient between user overall satisfaction and user
average satisfaction, MRR and NDCG@3

NDCG@3 MRR S avg

S sat 0.49 0.83 0.87

Because the search results are only three in this experiment. The average satis-
faction have the strongest positive correlation means the user’s intuitive feeling
are consistency with judgment.

After that, we explore the correlation between user satisfaction and the nov-
elty of user-selected query recommendations. The results are illustrated in Fig. 4,
which shows that there are positive correlative between them in three types tasks.
That is to say, when users are satisfied with the current search results they prefer
to select more novel recommended queries.

Query ID
1 2 3 4 5

1.5

2

2.5

3

3.5

4

4.5
Navigational

S_sat
S_nov

Query ID
1 2 3 4 5

1.5

2

2.5

3

3.5

4

4.5
Informational

S_sat
S_nov

Query ID
1 2 3 4 5

1.5

2

2.5

3

3.5

4

4.5
Transactional

S_sat
S_nov

Fig. 4. The scores of satisfaction (S sat) and novelty (S nov) in different types tasks.

There are weak positive correlation in the navigational tasks for that users
are usually have specific search targets. The logical relations are weak between
the current query and the next novel query. At the most time, when users are
satisfied, they want to stay in the current results or close search engine page
rather than click a novelty query. For the informational task, there is strong
positive correlation. When they get enough relevant information, they will be
interested in the novel recommended queries. Because they prefer to achieve more
information. For the transactional tasks, there are strong positive correlative.
Most of the transactional tasks have potential search intent, when they finish
the current query, they will naturally begin a novel query tasks. For example,
after the user booked airplane, usually they will search for the hotel or airport
pick up services.

The Fig. 5 illustrate the relationship between MRR, NDCG@3, average sat-
isfaction and the novelty of user selected queries. NDCG evaluation metrics
usually represent the quality of current results. The results shows that strong
positive correlation in the navigational tasks, medium negative correlation in the
informational tasks and medium positive correlation in tractional tasks. There
are clear or specific search needs in the navigational and tractional tasks, so the
user can easily get satisfied if the special sites or information are contained in the
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Fig. 5. The scores of novelty (S nov),average satisfaction(S avg), MRR and NDCG@3
in different types tasks.

returned results. For other tasks, there are no fixed sites or specific information
need, users’ satisfaction is cumulative. Only the information is accumulated to a
certain amount, will they feel satisfied and then stop the current query or start
a new novel search task.

MRR evaluation metrics usually reflect the impact of results position to user
satisfaction. The results show that strong positive correlative in informational
and transactional tasks and weak negative correlative in navigational tasks. The
results of average satisfaction evaluation are similar with MRR. Different evalu-
ation metrics reflect different relationship between the user satisfaction and the
novelty of user selected query. In the navigational tasks, there are strong positive
correlation reflected by MRR, NDCG@3, S avg and overall satisfaction.

5.3 Further Study with Heat Map of User Eye Movement

In this subsection, we further investigate the research questions through ana-
lyzing the eye movement data. Specifically, we plot the superposed heat map
and choose the typical user heat maps for each types tasks. The results show
that weak relationship in navigational tasks while strong in informational and
transactional tasks. The Fig. 6(a) reflects that users are more focus on relative

Fig. 6. (a) Heat map of a navigational task; (b) Heat map of a informational task; (c)
Heat map of a transactional task.
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queries in navigational tasks. When users are unsatisfied with current results,
they prefer to select less novel and same topic query in informational tasks shows
in Fig. 6(b). The Fig. 6(c) illustrate the situation that when user are satisfied,
they prefer to select the novel queries (red hot spot covered in the figure) in
transactional tasks.

6 Conclusions and Future Work

In this paper, through extensive user study, we investigated two important
research questions on query recommendation. From the experimental results,
we can gain a series of meaningful findings. For example, when users are satis-
fied with the current search results, they are interested in query recommendation
functionality in the informational and transactional query tasks, but not inter-
ested in navigational query tasks. When users are searching for navigational
tasks, they will not prefer to select the recommended queries. Moreover, when
users are satisfied with current search results, they will prefer novel recommended
queries especially in transactional query tasks. The findings of this paper may
benefit for the design of future search engine, especially the design of query
recommendation functionality.

In the future, this work can be extended to more general recommendation
systems, e.g., commodity recommendation and news recommendation. Practical
recommendation algorithms or products which consider current user satisfaction
could be developed.
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Abstract. Text mining tasks based on machine learning require inputs to be
represented as fixed-length vectors, and effective vectors of words, phrases, sen-
tences and even documents may greatly improve the performance of these tasks.
Recently, distributed word representations based on neural networks have been
demonstrated powerful in many tasks by encoding abundant semantic and lin-
guistic information. However, it remains a great challenge for document repre-
sentations because of the complex semantic structures in different documents. To
meet the challenge,we propose two novel tripartite graphicalmodels for document
representations by incorporating word representations into the Replicated Soft-
max model, and we name the models as Tripartite-Replicated Softmax model
(TRPS) and directed Tripartite-Replicated Softmax model (d-TRPS), respec-
tively. We also introduce some optimization strategies for training the proposed
models to learn better document representations. The proposed models can cap-
ture linear relationships among words and latent semantic information within
documents simultaneously, thus learning both linear and nonlinear document
representations. We examine the learned document representations in a document
classification task and a document retrieval task. Experimental results show that
the learned representations by our models outperform the state-of-the-art models
in improving the performance of these two tasks.

Keywords: Document representations � Replicated softmax model � Text
mining

1 Introduction

Text mining tasks usually require their inputs to be fixed-length vectors for machine
learning algorithms to deal with. With the number of documents increasing rapidly on
the Internet, there is an urgent need to represent documents effectively to improve the
performance of these tasks. Research on document representations has been studied for
years, and various models have been developed [1–6]

Vector space model, as a traditional method, is based on the bag-of-words
assumption, and has been widely used in information retrieval, which represents
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documents with feature vectors. In these vectors, each dimension stands for a word in
the vocabulary, which is weighted based on weighting schemes, such as term frequency
inverse document frequency (tf-idf). However, there are two weaknesses of these
models. For one thing, the word order may be lost by assuming the independency among
words, and as a result representations for different documents may be the same when the
documents contain the same words. For another, these models have little sense about the
semantics embedded in documents for representing the documents, and the dimen-
sionality of representations by these models is proportional to the size of vocabularies,
which limits their generalization ability in different tasks due to the curse of dimen-
sionality. Therefore, it poses a great challenge for effective document representations.

Recently, neural network-based models exhibit powerful capabilities in represent-
ing words, phrases and even documents. As one of the most effective models,
Restricted Boltzmann Machines (RBMs) [7, 8] have been used for document modeling
in the Replicated Softmax model (RPS) [9], which outperforms LDA [10] in different
text mining tasks. The RPS model is constituted with an ensemble of RBMs with
shared parameters, and outputs the values of hidden units as replacements to the
original documents, thus learning fix-length features for document representations. To
enhance the RPS model, Srivastava et al. [11] introduces another hidden layer into the
original RPS model to learn document representations more effectively and more
efficiently. However, these models still are subject to the bag-of-words assumption,
which may lose semantic information about words when learning the document rep-
resentations. Therefore, we may further enhance these models by taking more semantic
information of words into consideration to learn the representations of documents.

Inspired by the successful use of distributed word representations based on neural
network language model [12, 13], some studies attempt to integrate distributed word
representations into topic models. For example, Niu et al. [14] proposed a method to
train LDA-based topic models using a neural network language model [13], which
achieves better performance and outperforms original LDA. Nguyen et al. [15] replaced
the probability of generating words from topic distribution with the probability of
co-occurrence between a topic vector and a word vector, and introduce a Bernoulli
distribution to optimize the learning process. In some other works, distributed word
representations have been widely used to generate presentations of phases, sentences
and paragraphs [13]. These studies indicate that word representations may enhance
document modeling with abundant semantic information.

Based on this idea, we propose two Tripartite-Replicated Softmax models (TRPS)
to learn better document representations. The proposed models integrate distributed
word representations into the Replicated Softmax model to encode more semantic
information about words into document representations. The learned models, as tri-
partite graphical belief networks, can learn both linear representations and nonlinear
representations for documents simultaneously. We conduct extensive experiments on
publicly available datasets in a text classification task and an information retrieval task
to examine the performance of the proposed models, and investigate the effectiveness
of the learned representations for documents with different lengths. Experimental
results show that the proposed models outperform state-of-the-art models, and achieve
impressive improvements over the Replicated Softmax model and the Over-Replicated
Softmax model.
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2 Replicated Softmax Model

Before introducing the proposed models, we first introduce the undirected graphical
model, Replicated Softmax model (RPS), which can automatically extract
low-dimensional latent semantic representations of documents. The RPS model com-
prises of a family of RBMs with shared parameters, and each RBM has Softmax visible
variables that can have one of the different states. The RPS model takes document
vectors as inputs and low-dimensional representations of documents as outputs, where
the input vectors are generated based on term frequencies in each document.

Specifically, let K be the size of vocabulary, N be the length of a document (the
total number of words in a document), F be the number of units in the hidden layer (the
dimensionality of the outputted representations). The values of hidden units are defined
as binary stochastic hidden topic features h 2 {0,1}F. Let V be an N � K observed
binary matrix with vik = 1 if visible unit i takes on the kth value. The energy of the RPS
model is defined as:

EðV;H; hÞ ¼ �
XN

i¼1

XF

j¼1

XK

k¼1
Wijkhjvik �

XN

i¼1

XK

k¼1
vikbik � N

XF

j¼1
hjaj ð1Þ

where h = {W, a, b} are parameters of the model, Wijk is a symmetric interaction term
with value k between the visible unit i and the hidden unit j, bik is the bias of visible unit
i with value k, and aj is the bias of hidden unit j. The probability that the model assigns
to a visible binary matrix V is defined as follows.

PðV; hÞ ¼ 1
Zðh;NÞ

X

h

expð�EðV; h; hÞÞ ð2Þ

Zðh;NÞ ¼
X

V0

X

h0
expð�EðV0; h0; hÞÞ ð3Þ

where Z(h, N) is a normalization factor. The RPS model creates a separate RBM for
each document with as many Softmax units as the number of words in each document.
All of these Softmax units share the same weights without consideration of the order of
words, connecting them to binary hidden units. Therefore, the energy of the state {V,
h} for a document that contains N words can also be interpreted as follows.

EðV;H; hÞ ¼ �
XF

j¼1

XK

k¼1
Wjkhjv̂k �

XK

k¼1
v̂kbk � N

XF

j¼1
hjaj ð4Þ

where v̂k ¼
PN

i¼1 vik refers to the number of occurrences of the kthword. The bias terms of
the hidden variables are scaled up by the length of the document, which is important for
the hidden units to behave sensibly when dealing with documents of different lengths.
The conditional distributions are given by Softmax and logistic functions as follows.
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Pðvik ¼ 1j hÞ ¼ expðhW�kþ bkÞ
PK

k0
expðhW�k0 þ bk0 Þ

ð5Þ

Pðhj ¼ 1jVÞ ¼ rðv̂WT
j� þNajÞ ð6Þ

Exact maximum likelihood learning of RPS is intractable as computing the
derivatives of the partition function takes time exponentially proportional to min{D, F}.
In practice, the learning can be approximated by contrastive divergence (CD) [16].

3 Tripartite-Replicated Softmax Model

The RPS model takes the outputs of the binary hidden layer as document representa-
tions, which can be considered as nonlinear mappings from inputs to low-dimensional
latent representations of documents. However, some semantic information in docu-
ments may be ignored because of the bag-of-words assumption. To capture more
semantic information in the learned representations, we attempt to introduce distributed
word representations into the RPS-based model in consideration of much semantic
information embedded in word representations. It has been demonstrated that the
learned distributed representations of words have powerful capabilities to embed rich

Fig. 1. The Tripartite-Replicated Softmax model. The bottom layer represents softmax visible
units V. The middle layer represents binary latent topics h. The top layer represents softmax
hidden units H. All visible and hidden softmax units share the same set of weights, connecting
them to binary hidden units, and all visible and second hidden softmax units are connected with
distributed word representation-based weights. The dotted nodes are pseudo nodes only used for
model outputs. Left: The model for a document containing N = 3 words with M = 2 softmax
hidden units. Right: A different interpretation of the model, in which N softmax units with
identical weights are replaced by a single multinomial unit which is sampled N times and the
M softmax hidden units are replaced by a multinomial unit sampled M times. (Color figure
online)
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semantics within the context. From this point of view, we introduce the word repre-
sentations to learn meaningful linear representations of documents together with the
nonlinear representations in the proposed models. We name the new model as
Tripartite-Replicated Softmax model (TRPS), whose structure is illustrated in Fig. 1.

Before introducing distributed word representations, we first add another hidden
layer H to the RPS model to give a complementary prior over the hidden units, which
has been proved effective to provide more flexibility in defining the prior [11]. As a
result, the model’s prior over the latent topics h can be viewed as the geometric mean
of two probability distributions: one is defined by an RBM composed of V and h, and
the other is defined by an RBM composed of h and H.

On this basis, we fully connect visible units and units in the second hidden layer by
extra edges (the blue edges in Fig. 1). We then define weights on these edges based on
the distributed word representations. The dotted circles on the blue edges stand for a set
of pseudo nodes, which can output linear representations of the documents. We call
these nodes as pseudo nodes because no activations on these nodes are executed during
the model training, and we only use the outputs of the models when the final model is
learned. The connections between visible units and units in the second hidden layer
convey much semantic information from word representations during the model
training, and may generate more useful document representations. Like the RPS model,
the TRPS model can also be interpreted as an RBM-based model that uses a single
visible multinomial unit with support {1,…, K}, which is sampled N times.

Specifically, let L be the dimensionality of the word representations, K be the
vocabulary size, and E be the word representation matrix in K � L. We define the
weights on the edges between the visible layer and the second hidden layer as
WEE = WE(WE)T where wE

kl ¼ ck � Ekl. c is a vector in K, and can be tuned during the
model training. (WE)T is the transpose of the matrix WE. The values of the elements in
c are forced to be non-negative, standing for the weights on each word in the vocab-
ulary. We define the outputs for pseudo nodes as VWE, which can be taken as a linear
conversion of the original inputs by weighting on each word, and can be considered as
linear document representations learned from the proposed model. It is worth noting
that the number of pseudo nodes equals to the dimensionality of the word represen-
tations based on the above setting. The energy of the proposed model can be formalized
as follows.

EðV; h;H; hÞ ¼ �
XF

j¼1

XK

k¼1
Wjkhjðv̂k þ ĥ0kÞ �

XK

k¼1
ðv̂k þ ĥ0kÞbk � ðMþNÞ

XF

j¼1
hjaj

�
XK

k

XK

k0

XL

l

WE
klW

E
k0lv̂kĥ

0
k0 ð7Þ

where h = {W, a, b, c} are parameters of the TRPS model. E is the matrix based on the
pre-trained distributed word representations. v̂k ¼

PN
i¼1 vik refers to the number of

occurrences for the kth word in the document, and ĥ0k ¼
PM

i¼1 ĥ0i refers to the number of
occurrences for the kth words in the second hidden layer H. Based on the energy
definition, we define the joint probability distribution of our model as follows.
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PðV; hÞ ¼ 1
Zðh;NÞ

X

H

X

h

expð�EðV; h;H; hÞÞ ð8Þ

Zðh;NÞ ¼
X

V0

X

h0

X

H0
expð�EðV0; h0;H0; hÞÞ ð9Þ

Similar to the RPS model, the complexity of the TRPS model is mainly caused by Z
(h,N) and

P
H

P
h expð�EðV; h;H; hÞÞ, we can adopt Contrastive Divergence

(CD) algorithm [16] or Persistent Contrastive Divergence (PCD) [17] algorithm to
estimate these two probability. The corresponding conditional probability can be
derived as follows.

Pðvik ¼ 1j h;HÞ ¼ expðhW�kþ bk þ ĥ
0
WEE
�k Þ

PK

k0¼1
expðhW�k0 þ bk0 þ ĥ

0
WEE
�k0 Þ

ð10Þ

Pðĥ0ik ¼ 1jV; hÞ ¼ expðhW�kþ bk þ v̂WEE
�k Þ

PK

k0
expðhW�k0 þ bk0 þ v̂WEE

�k0Þ
ð11Þ

Pðhj ¼ 1jV;HÞ ¼ rððv̂þ ĥ
0ÞWT

j� þ ðMþNÞajÞ ð12Þ

From the probabilities, we can see that the main difference of our model compared
with the RPS model lies in the conditional probability P(vik = 1|h,H). In TRPS, the
probability is not only determined by the binary hidden layer, but also impacted by the
second layer. The information flow between the visible layer and the second layer
conveys semantic information based on distributed word representations. As a result,
the document representations by our model learn both original document information
from the visible layer and semantic information from the second hidden layer. The
learned weight c balances the importance of different words in the document, and help
to give a linear representation of documents.

Since final outputs of our model are the values of units in binary hidden layer, we
further modify the TRPS model by converting the edges from the visible units to the
units in second hidden layer as directed edges. This modification restricts that the
conditional probability for units in the visible layer is only impacted by the latent topic
units to encode as much document information as possible in the model outputs,
namely P(vik = 1|h,H) = P(vik = 1|h). We refer to the new model as directed Tripartite
Replicated softmax model (d-TRPS).

The d-TRPS model is similar to the TRPS model except that the energy repre-
sentation E(V,h,H;h) is different, which produces different conditional probability
P(vik = 1|h) and qðh0i ¼ k jVÞ. In our experiments, we will examine the effectiveness of
both of the proposed models.
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3.1 Model Training

Since introducing the high-level hidden layers makes it difficult to calculate the posterior
probability for the TRPS model and the d-TRPS model, we resort to some methods to
estimate the posterior probability to obtain better local optimum to approximate the
global optimum. We give detailed explanations of the training process of our model as
follows. We first give the probability distribution in its free energy form.

PðV; hÞ ¼ expð�FEðV; hÞÞP
V
�FEðV; hÞ ð13Þ

where FE(V; h) refers to the free energy of our model. To calculate the maximum
likelihood for P(V; h), we give the derivative of parameter h as follows.

� @ logðpðV; hÞÞ
@h

¼ @FEðV; hÞ
@h

�
X

V0
PðV0Þ @FEðV

0; hÞ
@h

ð14Þ

The first item in Eq. (14) is related to the data distribution, and can be estimated
using mean field variational approach. The estimation can be formalized as follows to
approximate the posterior probability P(h,H|V;h).

QMFðh;H jV; lÞ ¼
YF

j¼1
qðhjjVÞ

YM

i¼1
qðh0i jVÞ ð15Þ

where l = {l(1), l(2)} are the parameters of the distribution, and can be estimated
iteratively as follows.

lð1Þj  rððv̂þMlð2ÞÞWT
j� þ ðNþMÞajÞ ð16Þ

lð2Þk  
expðlð1ÞW�kþ bk þ v̂WEE

�k Þ
PK

k0¼1
expðlð1ÞW�k0 þ bk0 þ v̂WEE

�k0 Þ
ð17Þ

The second item in Eq. (14) is related to the distribution by the model, and can be
estimated using Persistent Contrastive Divergence (PCD) [17] algorithm. Specifically,
let xt = {Vt,ht,Ht} and ht be the state and parameters at current time. To obtain a new
state xt+1, we update xt using alternating Gibbs sampling, and obtain a new parameter
ht+1 by making a gradient step. After iterations, we obtain a new state Vt’, which can be
taken as the estimation for the item. Besides, we normalize and scale the trained word
representations as the initial weight, and tune the parameter c in the training process.

3.2 Pre-training

As mentioned above, due to the complexity of computation, the global optimum is
intractable. Therefore, we adopt some estimation method to obtain a local optimum to
accelerate the model training. To obtain better initial values for parameters of our
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models, we use a pre-training phase to make the model have good initial values. The
pre-training for the proposed models are based on the RPS model except that we
replace the posterior probability P(hj = 1|V) and the energy E(V,h; h) as follows.

Pðhj ¼ 1 jVÞ ¼ rðð1þ M
N
Þv̂WT

j� þ ðMþNÞajÞ ð18Þ

EðV; h; hÞ ¼ �
XF

j¼1

XK

k¼1
Wjkhjðv̂k �MþN

N
Þ �

XK

k¼1
ðv̂k �MþN

N
Þbk � ðMþNÞ

XF

j¼1
hjaj ð19Þ

We conduct the pre-training to achieve two goals: one is to make the initial values
of units in the second layer to have a nearer distribution as the visible layer, since the
latent topic layer units are determined by the other two layers; the other is since the
numbers of units in the input layer and units in the second hidden layer are different, we
adjust the values of units on the second hidden layer with a normalization factor
M/N. Since the TRPS model and the d-TRPS model have similar structures, we take the
same pre-training method to optimize the two models.

4 Experiments

4.1 Experimental Settings

We use two publicly available datasets, the 20-newsgroups dataset and the Tagmynews
dataset, to examine the effectiveness of our models in document classification task and
information retrieval task. We preprocess documents from both datasets by removing
non-letter characters and stopwords, and lowercasing all the letters. We also remove the
words not appearing in pretrained distributed word representations in advance. Finally,
we keep top-3000 most frequent words for training our models. For the 20-newsgroups
dataset, we use the existed division of the training set and the testing set. For the
Tagmynews dataset, we perform 10 fold cross validations, each fold uses 90% of the
data as the training set and 10% as the testing set, and the reported results are averaged
over all the folds. We give detailed statistics of these datasets in Table 1.

To examine the performance of the proposed models on documents with different
lengths, we take the 20-newsgroups dataset as long documents and the Tagmynews
dataset as short documents. We also extract the last paragraph of each document in the
20-newsgroups dataset as a new short document to construct a new dataset with medium
length, denoted as 20-newssingle. We refer to the 20-newsgroups, 20-newssingle and

Table 1. Statistics about the datasets

Datasets #documents (train + test) # words Average length of docs

20-newsgroups 11314 + 7532 1,115,342 99.58
20-newssingle 11298 + 7516 344,188 30.46
Tagmynews 29344 + 3260 487,152 14.94
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TagmyNews datasets as 20-NG, 20-NS, and TMN, respectively. We compare our
models with the Replicated Softmax model [9] and the Over-Replicated Softmax model
(ORPS) [11]. The ORPS model is a modified RPS model with a second hidden layer.

4.2 Training Details

In our experiment, we use the word representations provided by Google to train the
TRPS model and the d-TRPS model. A validation set is held out from the training set
for hyper-parameter selection. Using the validation set, we choose the dimensionality
of the word representations as 300, which equals to the number of pseudo nodes. We
choose the value of M and the number of hidden units over a grid search using the
validation set, and finally set M for the 20-newsgroups dataset and M = 20 for the other
two datasets. We also find that a large M cannot contribute much to the performance in
the proposed models. We set the number of units in the binary hidden layer as F = 200,
since more nodes on the binary hidden layer may cause overfitting. We use the Ada-
delta [19] in our training to avoid manual tuning of the learning rate. We transform the
raw term frequencies using equation log(1 + wi), and round the values to improve the
performance.

4.3 Document Classification

To evaluate our models on document classification task, we first learn all the models on
the training sets to represent documents as feature vectors, and then use logistic
regression as the classifier to examine the effectiveness of the learned document rep-
resentations. We give the experimental results in Table 2. For the proposed models, we

Table 2. Performance of models for document classification task on three datasets

Dataset Methods Nonlinear
Dim. = 200

Linear
Dim. = 300

Combination
Dim. = 500

20-newsgroups RPS 79.01 – 79.34
ORPS 80.21 – 81.43
TRPS 77.55 73.29 89.80
d-TRPS 81.65 73.45 92.81

20-newssingle RPS 46.19 – 43.09
ORPS 48.78 – 49.59
TRPS 48.36 37.23 51.22
d-TRPS 50.01 32.96 50.94

Tagmynews RPS 77.94 – 76.93
ORPS 79.29 – 80.28
TRPS 77.64 61.32 79.42
d-TRPS 79.88 57.94 80.25
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show the classification accuracies with 200-dimensional nonlinear representations, 300
dimensional linear representations and their combinations in a 500 dimensional vector.
For other models, since they only output nonlinear representations, we show their
results in 200 and 500 dimensional vectors to facilitate the comparisons.

From the table, we can find that the TRPS model achieves comparable performance
with the baseline models, especially when combined with linear features, and the
d-TRPS model further enhances the performance, which shows transforming the edges
from the inputs to the hidden units as direct connections is effective to build more
effective models.

4.4 Document Retrieval

Similar to the settings in [11], we take documents in testing sets as queries, and take
documents in training sets as documents. We label a document as relevant when the
document and the query are in the same class, and label a document as irrelevant when
the document and the query are in different classes. We measure the distances between
a query representation and its corresponding document representations by cosine
similarity, and rank the documents based on similarity scores. Since our model can
learn both the linear and the nonlinear representations for documents, we compute their
similarity with query representation respectively, and combine them by the equation
ks1þð1� kÞs2, where s1 is the similarity score with nonlinear features, and s2 is the
score with linear features. We tune the parameter k on the validation set, and find that
the best performance can be achieved when set k = 0.9. We evaluate the retrieval
performance in terms of precision-recall curves, shown in Fig. 2.

From the results, we find that in the information retrieval task the TRPS model
outperforms the baseline models, and the d-TRPS model achieves the best performance
on all the datasets. We also find that the proposed models achieve better results
especially when modeling long documents. A possible explanation for this may be that
the TRPS model connects the input layer and the second hidden layer to make them
compete for the contribution to the binary hidden layer and benefit from the word
representations. Furthermore, d-TRPS model replaces the undirected connections with
directed connections to reduce the influence of the competition.

Fig. 2. Precision-Recall curves for (a) 20-newsgroups, (b) 20-newssingle and (c) Tagmynews
datasets when a query document from the test set is used to retrieve similar documents from the
training corpus. Results are averaged over all queries of each dataset.

118 B. Xu et al.



4.5 Discussion

For documents with different lengths, the TRPS model is especially suitable for
modeling long documents according to the experimental results on both of the tasks,
compared with the RPS-based models. This may attribute to the introduction of dis-
tributed word representations while learning the model. Distributed word representa-
tions are learned mainly based on the co-occurrence of words within a certain window
size in a large corpus, thus capturing much semantic information of words, while long
documents contains more complicated semantic structures compared with short doc-
uments. Therefore, the TRPS model learns better document representations for long
documents. Meanwhile, compared with the RPS model, the conditional probability for
the visible units in the TRPS model is not only impacted by the latent topic layer, but
also impacted by the second hidden layer, which may miss some document information
while learning the document representations.

The d-TRPS model further enhances the TRPS model by transforming the con-
nection from the visible units to the second hidden units as directed edges, namely P
(vik = 1|h,H) = P(vik = 1|h). This modification restricts the conditional probability for
the units in the visible layer is only impacted by the latent topic units to encode as
much document information as possible in the final document representations, thus
achieving better performance.

As to the complexity of the proposed models, our models only require an extra
parameter c as the weights on word representations, whose dimensionality equals to the
dimensionality of the word representations. Therefore, the complexity of our models is
comparable with the RPS-based models. Besides, since our model is general, the
learned document representations can also be applied in other text mining tasks, and the
learned weight vector c for words can be applied for weighting words in different tasks.
When setting the weight vectors as zero vectors and setting M = 0, our model reduces
to the RPS model. Therefore, the proposed models can be considered as a general-
ization of the Replicated Softmax model.

5 Conclusion and Future Work

In the paper, we propose two tripartite graphical models, the Tripartite-Replicated
Softmax model and the directed Tripartite-Replicated Softmax model, to represent
documents as fixed-length representations. The proposed models introduce distributed
word representations based on neural network to encode much semantic information of
words into the document representations, and learn the linear and the nonlinear rep-
resentations simultaneously. Experimental results show that the proposed models,
especially the d-TRPS model, outperform the state-of-the-art models for document
representations in document classification task and document retrieval task, which
indicates the effective of the learned document representations.

We will carry out our future work in two directions: one is to investigate more
powerful word representations in our framework to further enhance the learned doc-
ument representations, and the other is to explore effective ways to make the most of

Tripartite-Replicated Softmax Model for Document Representations 119



the linear and the nonlinear document representations, together with the learned
weights on words, in consideration of characteristics of different tasks.
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Abstract. Document re-ranking has been widely adopted in Information
Retrieval as a way of improving precision of top documents based on the first
round retrieval results. There are methods that use semi-supervised learning based
on graphs constructed based on similarities between documents. However, most
of them only consider relationships between documents. In this paper, we propose
an approach to take the relationships between documents, between words in
documents, as well as between documents and words into consideration. We
develop a novel generative model which integrates neural language model with
latent semantic model, then we incorporate the relationships between documents
and words into a normalized framework to re-rank documents based on the initial
retrieval results. Experimental results show that the method show significant
improvements in comparison with other baseline methods.

Keywords: Document re-ranking · Word Embeddings · Latent semantic model

1 Introduction

The goal of Information Retrieval (IR) is to generate a list of retrieval results that meet
user’s’ information needs (referred to as queries). Results ranked by the correlation
between queries and documents in corpus. Previous research has shown that few people
would browse results after two pages when using the Google1 search engine [1].
Researchers have found that only part of the first round retrieval results meet user’s’
information needs because of ambiguity among queries and texts. To tackle this problem,
there are two methods can improve accuracy of retrieval results to a large extent without
personal intervention. One is document re-ranking [2, 3], another is query expansion
[4–6]. Query expansion needs a second retrieval or extra resources. Therefore, it is
attractive to re-rank the initial results from a practical perspective. How to effectively
improve the accuracy of top documents is an important issue in IR. From the document
re-ranking perspective, inter-document relationships are favored by previous studies.
For instance, Lee et al. [3] clustered texts to re-rank the retrieval results according to the
combined similarities between documents and cluster. Yang et al. [7] considered the
relationships of documents and incorporated these relationships into a normalized

1 http://www.google.com.
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framework for document re-ranking. Zhou et al. applied Latent Dirichlet Allocation
(LDA) model to re-rank initial results, by exploiting the latent structure of documents
and queries [8]. As pointed out by other researchers [9], the LDA model tends to describe
the statistical relationships of occurrence rather than real semantic information
embedded in words [11]. Instead, recent advances in neural language models like Word
Embeddings [12] are playing an increasingly vital role in capturing the semantics of
context words.

There are some limitations in these approaches. One of the drawbacks is that those
approaches only focused on the relationships between documents, by ignoring multiple
relationships between documents and words in documents. In this paper, we propose a
novel generative model to capture the semantics of words in corpus for computing the
similarities between documents, between words in documents, as well as between docu‐
ments and words. Then we incorporate the relationships between documents and words
into a normalized framework to re-rank documents based on the initial results. To illus‐
trate the effectiveness of our methodology, we apply the approach to a public dataset.
Experimental results show that our proposed method is consistent and promising
compared with the state-of-the-art techniques.

The rest of this paper is organized as follows. In Sect. 2, we briefly present related
work on document re-ranking. We summarize the problem definition and demonstrate
our approach in Sect. 3. Then, Sect. 4 describes the details about experiments and results.
Finally, Sect. 5 concludes our paper and discusses the future works.

2 Related Work

To improve the accuracy of top documents, there are a large amount of studies of docu‐
ment re-ranking have been proposed in the IR domain. These studies can be broadly
classified into four categories according to different resources used by researchers [7].

The first category performs re-ranking by using inter-document relationships. For
example, Baliński et al. [2] re-ranked documents by using different inter-document
distances based on text or hyperlinks to modify their relevance weights. Lee et al. [3]
proposed their approach to re-rank documents according to the combined similarities
between documents similarities and query-cluster similarities. Authors in [13] re-ranked
documents by utilizing the document classification, where the documents with low
classification scores would be irrelevant to the query. The second category of work uses
various external resources for document re-ranking purpose. Qu et al. [14] computed
similarities between document vectors and query vectors produced by manually built
thesaurus for document re-ranking purpose. Kamps et al. [15] re-ranked documents
based on the controlled vocabularies assigned to documents. The third category of work
re-ranks documents by using specific information extracted from documents or queries.
Authors in [16] used structural information (such as document title and query title) to
re-rank documents. Xu et al. [17] made use of global and local information to re-rank
documents through local context analysis from the top-ranked documents. Raviv et al.
[18] utilized the information about single terms in the query and documents as well as
term sequences marked as entities to retrieve documents. The fourth category explores
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the intrinsic structure of documents over graphs for document re-ranking purpose.
Researchers in [19–21] proposed a structural re-ranking approach using asymmetric
relationships among documents induced by language models scores, through a weighted
version of PageRank algorithm and HITS-style cluster-based approaches. Diaz et al.
[22] used score regularization to adjust ad-hoc retrieval scores from an initial retrieval
so that topically related documents received similar scores. Deng et al. [23] built a latent
space graph based on content and explicit links information for further developing this
method. Authors in [24] proposed an affinity graph to re-rank documents by optimizing
their diversity and information richness. Yang et al. [7] re-ranked documents by consid‐
ering the relationships between documents. Zhou et al. applied LDA model to re-rank

Table 1. Basic notations used in the paper

Names Description Names Description
w a word K number of topics
d a document 𝛼 the prior parameter of model
q a query 𝛽 the prior parameter of model
n number of documents in corpus 𝜃 multinomial distribution of topics
D corpus consisted of n documents 𝜑 multinomial distribution of words
b top documents extracted from first

retrieval results
wj,i i-th word in the document dj

m number of words in top b documents zj,i topic associated with the i-th word in
the document dj

f the re-ranking results dim dimensionality of word embeddings
g ranking scores of words in

documents
Ndj

number of words in documents dj

y a list of documents in the first
retrieval results

w⃗ pivot word representation or pivot
word embedding of w

l distance between a query q and words
in documents

f e
j,i dimension e of the embedding of

word wj,i

A an n × n matrix representing graph
between documents.

𝜇z mean of normal distribution of
retrieval scores for topic z

M an m × m matrix representing graph
between words in documents

𝜎z deviation of normal distribution of
retrieval scores for topic z

R an n × m matrix representing graph
between documents and words in
documents

nj,k the number of times that topic
sampled from document dj

DA an diagonal matrix reflecting
relationships between documents

𝜐k,wj,i
the number of times wj,i generated by
topic k

DM an diagonal matrix reflecting
relationships between words in top b
documents

xi a vector representing di in WE-LDA
model

DR an diagonal matrix reflecting
relationships between documents and
words in top b documents

ci a vector representing wi in WE-LDA
model
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initial results and combined LDA model with Explicit Semantic Analysis (ESA) models
for producing global consistency across the semantic space to achieve the goal [25].
Ermakova et al. introduced an approach for document re-ranking based on topic structure
of texts [26]. Tu et al. proposed a new term weighting approach to calculate the degree
of semantic coherence between the query and documents for document ranking [27].

However, most of these researches focused on the relationships between documents,
ignoring multiple relationships between documents and words in documents. In this
paper, we propose a novel generative model to capture the semantics of words in corpus
for computing the similarities between documents, between words in documents as well
as, between documents and words. We further incorporate these relationships into a
normalized framework to re-rank documents based on the initial results.

3 Framework of Document Re-ranking

3.1 Problem Definition

Given a query q, a set of documents D =

{
d1, d2,… , dn

}
 is retrieved by a standard IR

model, that returns the first retrieval results y ∈ D. Normally, users are interested in the
top retrieval results. However, the first retrieval results tend to be imperfect. Therefore,
the goal of our document re-ranking is to reorder the initial retrieval documents set y by
using effective algorithms and models. It can improve precision at the top retrieval
documents and user satisfaction. In Table 1, we list the definition of basic notations used
in our paper.

3.2 Affinity Graph Construction

In this section, we propose a novel generative model to construct affinity graphs for
reflecting relationships between documents, between words in documents, as well as
between documents and words in documents. As we known, LDA model and Word
Embeddings can both capture the semantic of words in the text. But there exits differ‐
ences between the LDA model and Word Embeddings [9, 10]. LDA model is based on
the statistic relationships of words in the corpus, while Word Embeddings take
advantage of the semantics of context words. In this paper, we make the most use of the
merits of each other. Thus, we integrate the first retrieval results y and a query q (here a
query viewed as a document) into a generative probabilistic topic model named Word
Embeddings based on Topic Model (WE-LDA).

To jointly model words and word embeddings produced by Word Embeddings. WE-
LDA model can learn latent topic to generate words in documents of the first retrieval
results and corresponding Word Embeddings. We use the Skip-Gram model [12] to learn
the Word Embeddings. Skip-gram model is usually used to predict context words of a
target word in s sliding window. Each target word w will be associated with a vector
w⃗ ∈ ℝ

dim, where dim is the dimensionality of Word Embeddings. We regard the target
word vector as a feature to predict the context words. We employ a normal distribution
for Word Embeddings to infer latent topics with the documents and words. With Word
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Embeddings trained by the Skip-Gram model, the generation process of the WE-LDA
model can be summarized as follows (see Algorithm 1).

In Algorithm 1, 𝜇 and 𝜎 are the mean and deviation of the normal distribution. f e
j,i is

Word Embeddings. 𝛼 and 𝛽 are the Dirichlet prior parameters. 𝜽j and 𝝋 are the posterior
distributions of latent variables. In this model, the posterior distributions of latent vari‐
able and a particular topic zj,i can be approximated by Gibbs sampling method [28]. In
the sampling procedure, for each word the topic is sampled by using latent topic infor‐
mation of words and Word Embeddings, update rule is as follows:

P(zj,i = k) ∝
nj,k,ℸi + 𝛼

nj,⋅,ℸi + K𝛼
×

𝜐k,wj,i ,ℸ + 𝛽

𝜐k,⋅,ℸ + V𝛽

×

dim∏
e=1

1√
2𝜋𝜎zj,i

exp(−
(f e

j,i − 𝜇zj,i
)

2

2𝜎2
zj,i

)

(1)

In this formula, for each sampled document dj, nj,k,ℸi represents the number of times
that topic k has been sampled from the multinomial distribution specific to documents
dj with the current zj,i not counted. Another counter variable 𝜐k,wj,i ,ℸ denotes the number
of times word wj,i has been generated by topic, but not counting the current word wj,i.
After that we can calculate the posterior estimate of 𝜽 and 𝝋. Figure 1 shows a graphical
representation of our generative model.
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Fig. 1. Plate Notion of WE-LDA model

To construct matrices which can reflect relationships between documents, between
words, as well as between documents and words, we use our generative model to
compute the similarities between semantics of documents and words. In order to raise
the effectiveness of document re-ranking, we choose words from top b documents in the
first round retrieval results. Like the LDA model, we can obtain the topic vectors repre‐
senting documents and words in documents after training the WE-LDA model. We
compute the semantic similarities between documents, then we have

sim
(
di, dj

)
=

xi.xj||xi||.||xj|| (2)

where xi and xj are the topic vector representing the document di and dj in our generative
model respectively. Thus, an matrix A representing the relationships between documents
can be defined as Aij = sim(di, dj). Likewise, we can get the semantic similarities
between words in top b documents.

sim
(
wi, wj

)
=

ci.cj||ci||.||cj|| (3)

where ci and cj are the topic vector representing the word wi and wj in our generative
model respectively. An matrix M denoting the relationships between words in top b
documents can be defined as Mij = sim

(
wi, wj

)
. Moreover, we can get the semantic

similarities between documents and words in top b documents.

sim
(
di, wj

)
=

xi.cj||xi||.||cj|| (4)

where xi and cj are the topic vector representing the document di and word wj in our
generative model respectively. An matrix R representing the relationships between

documents and words in top b documents can be defined as Rij = sim
(
di, wj

)
. In order

to show how to model these relationships into a normalized framework for document
re-ranking, we define four diagonal matrices DA, DM , DRA, DRM for the ease of represen‐
tation. The ith row of the diagonal element of DA, DM , DRA, DRM are equal to the sum of
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ith row of A, the sum of ith row of M, the sum of ith row of R and the sum of ith column
of R respectively. Secondly, to make the data in a unified orders of magnitude, we define

matrices SA = D
−1∕2
A

AD
−1∕2
A

, SM = D
−1∕2
M

MD
−1∕2
M

, SR = D
−1∕2
RA

RD
−1∕2
RM

.

3.3 A Normalized Framework Based Document Re-ranking

We propose an objective function incorporating three relationships between documents,
between words in top b documents, between documents and words in top b documents.
This normalized framework where the learned ranking f  and g should be as consistent
as possible with the given information M, A, R, y, l and we aim to minimize it.

Q(f , g) =
1
2
𝜆

p∑
i,j=1

Aij

⎛⎜⎜⎜⎝
1√
DAii

fi −
1√
DAjj

fj

⎞⎟⎟⎟⎠

2

+
1
2
𝛿

m∑
i,j=1

Mij

⎛⎜⎜⎜⎝
1√
DMii

gi −
1√
DMjj

gj

⎞⎟⎟⎟⎠

2

+ 𝛾
p∑

i=1

m∑
j=1

Rij

⎛⎜⎜⎜⎝
1√
DRAii

fi −
1√
DRMjj

gj

⎞⎟⎟⎟⎠

2

+ 𝜌
p∑

i=1

(
fi − yi

)2

+ 𝜂
m∑

j=1

(
gj − lj

)2

(5)

where yi is the vector representing the initial result of ith document, fi is the vector
representing the re-ranking result of ith document. In the objective function, the first
term captures the relationships between documents. It means that a good ranking of
documents should assign similar ranking score to similar documents. The second term
captures the relationships between words in documents, meaning that similar words
more likely to belonging to the same topic, which can enhance the relationships of
documents where word come from. That can increase relevance between documents for
document re-ranking. The third term captures the relationships between documents and
words in documents. The fourth and fifth terms minimize the difference between the
ranking scores and the given training data. The tradeoff among those terms are controlled
by the regularization parameters 𝜆, 𝛿, 𝛾 , 𝜌, 𝜂, 0 < 𝜆, 𝛿, 𝛾 , 𝜌, 𝜂 < 1.

We can rewrite the objective function in the equivalent matrix-vector form:

Q(f , g) = 𝜆f T
(
I − SM

)
f + 𝛿gT

(
I − SA

)
g + 𝛾

(
f T f + gTg − 2f TSRg

)
+ 𝜌(f − y)

T
(f − y) + 𝜂(g − l)

T
(g − l)

(6)

We can minimize the objective function with respect to f and g by differentiating it
and set the corresponding derivatives to 0.

Differentiating Q(f , g) with respect f and g respectively, we have

𝜕Q

𝜕f
=

[
(1 − 𝛿 − 𝜂)I − 𝜆SA

]
f − 𝛾SRg − 𝜌y = 0 (7)
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𝜕Q

𝜕g
=

[
(1 − 𝜆 − 𝜌)I − 𝛿SM

]
g − 𝛾ST

R
f − 𝜂l = 0 (8)

Denoting F =

[
(1 − 𝛿 − 𝜂)I − 𝜆SA

]
, G =

[
(1 − 𝜆 − 𝜌)I − 𝛿SM

]
, we can first solve for

g using Eq. (8) as

g = G−1
(𝛾ST

R
f + 𝜂l) (9)

Then substitute g into Eq. (7), we obtain the closed form solution of final re-ranking
results f

f =

(
F − 𝛾2SRG−1ST

R

)−1
(𝛾𝜂SRG−1l + 𝜌y) (10)

Firstly, the framework is depended on the initial results. Secondly, we compute
similarities between documents, between words in documents, between documents and
words in documents and queries and words in documents by using our generative model.
Then, we construct matrices which reflect those relationships and incorporate them
together. Finally, we re-rank the initial results by using the normalized framework.

4 Evaluation

In this section, we present the experimental settings in details, then describe the
compared state-of -the-art techniques and the evaluation methodology. At last, we
present and analyze the results.

4.1 Experimental Setup

We perform our experiments on two public available text corpora which made up from
the CLEF-2008 and CLEF-2009 of the European Library (TEL) Collections2. The
primary source of data for this study consists of British Library Data written in English.
For preparation, all documents written in English in the corpus were pre- processed by
using English analyzer, Porter’s stemmer and a stopword list.

In addition, the corpora were indexed by using Terrier3 toolkit. Table 2 shows the
statistics of the test collection.

We choose the following evaluation metrics to measure our approach and other
baselines: normalized discounted cumulative gain (NDCG@1), mean reciprocal rank
(MRR) and Precision@5 (P@5). Statistically significant differences were determined
using a paired t-test at a confidence level of 95%.

2 http://www.clef-campaign.org.
3 http://www.terrier.org.
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Table 2. Statistics of test collections

Collection Contents Language Num of
documents

Size Queries

CLEF-2008 British
Library Data

English
(Main)

1000,100 1.2 GB 50

CLEF-2009 British
Library Data

English
(Main)

1000,100 1.2 GB 50

4.2 Experiment Runs

We compared our approach with several state-of-the-art methods for document re-
ranking, including:

InitialResult. We use the quite popular TF-IDF model as the retrieval model to get
the initial results.

Aff. The method re-ranked the results based on an affinity graph which depended on
a linear combination of results from text search and authority ranking [24].

Structline. Kurland et al. performed re-ranking based on the centrality of graph by
language model [19].

LDA. Zhou et al. proposed a generative model which used LDA model to re-rank
initial results [8].

Yang. This is a method used in Yang et al.’s paper [7]. They considered incorporating
the relationships of documents into a method to re-rank documents.

WELDAMFL. From our proposed method, we use the WE-LDA model to construct
the affinity graphs of relationships between documents, between words in document, as
well as between documents and words, then utilize the normalized framework to re-rank
documents.

We describe the impact of eight parameters on document re-ranking performance.
These parameters control relative importance of different types of information sources.
Specifically, 𝜆 controls the importance of the information between documents, 𝛿 controls
the importance of the information between words in documents, 𝛾 controls the impor‐
tance of information between documents and words in documents. 𝜌 controls the impor‐
tance of information source, and 𝜂 controls the importance of document re-ranking
results. There exit another three parameters, b controls the number of top documents in
the lists of result. K controls the number of topic in our generative model, 𝜍 controls the
percentage of re-ranking results and initial results. To enhance efficiency of results re-
ranking, b sets to be from 10 to 50, K ranges from 5 to 50, the rest of parameters range
from 0.1 to 0.9. In this experiment, parameters-tuning are based on one corpus and
applied to the rest of test collection. After several trails, results show that when K and
𝜍 is equal to 5 and 0.9 respectively, b sets to 20, 𝜆, 𝜌, 𝜂 are set 0.3 or 0.4, 𝛿, 𝛾 are equal
to 0.5 or 0.6, our algorithm achieves the best results.
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Table 3. Evaluation results of various methods. Statistically significant differences between our
method and the best baseline are indicated by *.

CLEF-2008 CLEF-2009
P@5 NDCG@1 MRR P@5 NDCG@1 MRR

InitialResult 0.492 0.68 0.7413 0.476 0.54 0.6824
Aff 0.504 0.68 0.7412 0.432 0.5 0.6237
Structline 0.504 0.69 0.744 0.484 0.56 0.7003
LDA 0.508 0.72 0.7575 0.496 0.58 0.7026
Yang 0.496 0.7 0.7512 0.488 0.54 0.681
WELDAMFL 0.52* 0.74* 0.7661* 0.508* 0.6* 0.7169*

4.3 Results

Table 3 shows the document re-ranking performance of baselines and our proposed
method for different corpora. Statistically significant differences between our method and
the best baseline are indicated by *. As illustrated by the results, the initial result is the
lowest performance for all evaluation metrics. With the help of an affinity graph, Aff
works consistently better than the InitialResult baseline. Moreover, Structline outper‐
forms the InitialResult baseline. This demonstrates the power of the methods based on
graphs. Taking the relationships of documents into consideration, LDA and Yang show a
better performance of document re-ranking. We are able to see that our method effec‐
tively boosts document re-ranking performance compared with the baselines for different
corpora for all evaluation metrics. The much better performance of our proposed method
is due to incorporating more relationships relevant to documents, it can enhance relation‐
ships between documents and increase relevance between documents.

As seen from Table 3, several conclusions can be drawn. First, our proposed method
outperforms all baselines in all metrics. Moreover, the difference between our proposed
method and baseline runs is always statistically significant. We believe that the strong
performance of our method is due to incorporating more relationships relevant to docu‐
ments. Secondly, we integrate the Word Embeddings with LDA model, we can make
the most use of merits between each other. It can accurately capture semantics of the
context words for better embedded presentations. Thus, we can get better semantic
similarities between documents, between words in documents. Finally, we use a normal‐
ized framework to regularize the smoothness of the initial ranking scores over graphs,
which can refine the results by leveraging the global consistency over three affinity
graphs.

4.3.1 Performance with Different Number of Topics
In this sub-section, we describe the impact of number of topic in our model on docu-
ment re-ranking performance. We adjust the number of topics from 5 to 50. We evaluate
the performance by the P@5, NDCG@1, MRR. The results are shown in Fig. 2. As
illustrated by the results, when the number of topics sets to 5, the performance of our
approach achieves good results in terms of P@5 and MRR.
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Fig. 2. Performance with different number of Topics

Fig. 3. Performance with different dimensions of Word Embeddings

4.3.2 Performance with Different Number of Dimensions of Word Embeddings
This sub-section examines the performance of our model on different dimensions of
Word Embeddings. We set the dimensions of Word Embeddings from 50 to 100. We
also use P@5, NDCG@1, MRR to evaluate the performance with different size of Word
Embeddings. The results are shown in Fig. 3. As can be seen from the figure, the highest
performance of dimensions of Word Embeddings is 50 in terms of P@5, NDCG@1 and
MRR.
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5 Conclusion

Document re-ranking can improve accuracy of top documents of the first round retrieval
by using effective algorithms to adjust their positions. In this paper, we propose a novel
generative model which integrate neural language model with latent semantic model to
make the most use of the merits of each other to capture the semantics of words for
calculating similarities between documents. Then we use a normalized framework to
incorporate the relationships between documents, between words in top documents, as
well as between documents and words in top documents for document re-ranking
purpose. The proposed method performed well on a public dataset. Experimental results
show that our method can effectively boost re-ranking performance. We will further
improve the performance of document re-ranking by combining other effective algo‐
rithms and incorporating more detailed information in documents.
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Abstract. Semantic hierarchies construction means to build structure
of concepts linked by hypernym-hyponym (“is-a”) relations. A major
challenge for this task is the automatic discovery of hypernym-hyponym
(“is-a”) relations. We propose a fusion learning architecture based on
word embeddings for constructing semantic hierarchies, composed of
discriminative generative fusion architecture and a very simple lexi-
cal structure rule for assisting, getting an F1-score of 74.20% with
91.60% precision-value, outperforming the state-of-the-art methods on
a manually labeled test dataset. Subsequently, combining our method
with manually-built hierarchies can further improve F1-score to 82.01%.
Besides, the fusion learning architecture is language-independent.

Keywords: Semantic hierarchies · Hypernym-hyponym relation ·
Fusion learning architecture

1 Introduction

Ontologies and semantic thesauri [16,22] are significant for many natural lan-
guage processing applications. The main components of ontologies and seman-
tic thesauri are semantic hierarchies. In the WordNet, semantic hierarchies are
organized in the form of “is-a” relations. For instance, the words “dog” and
“canine” have such relation, and we call “canine” is a hypernym of “dog”.
Conversely, “dog” is a hyponym of “canine”. The hypernym-hyponym (“is-a”)
relation is the main relationship in semantic hierarchies. However, such manual
semantic hierarchies construction as WordNet [16] and YAGO [22], the primary
problem of them is the trade-off between coverage scope and human labor. A
number of papers have proposed some approaches to extract semantic hierarchies
automatically.

Hypernym-hyponym relation discovery is the key point of semantic hier-
archies construction, also the major challenge. The usage of the context is a
bottleneck in improving performance of hypernym-hyponym relation discovery.
Several works focus on designing or learning lexical patterns [8,21] via observ-
ing context of hypernym-hyponym relation, which suffer from covering a small
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proportion of complex linguistic circumstances. Besides, distributional inclusion
hypothesis, which states that hypernyms tend to occur in a superset of contexts
in which their hyponyms are found. In other words, hypernyms are semantically
broader terms than their hyponyms [11,12]. However, it is not always ratio-
nal. To acquire more contexts of words, Fu [6] applies a web mining method
to discover the hypernyms of Chinese entities from multiple sources, assuming
that the hypernyms of an entity co-occur with it frequently. The method works
well for named entities. But for class names with wider range of meanings, this
assumption may fail.

Word embedding is a kind of low-dimensional and dense real-valued vector
encoding context information. Inspired by Mikolov [15] who founded that word
embeddings can capture a considerable amount of syntactic/semantic relations,
and found that hypernym-hyponym relations are complicated and a uniform
linear projection cannot fit all of the hypernym-hyponym word pairs, Fu [5]
proposed an architecture for learning semantic hierarchies via word embeddings
with clustered hypernym-hyponym relation word pairs in advanced. But the
method just focuses on linear transformation of word embeddings, using shallow
level semantic of the representation. Besides, the method needs clustering for
hypernym-hyponym relation word pairs in advanced.

Since word embeddings can capture a considerable amount of syntac-
tic/semantic relations [15], we considered constructing a uniform architecture for
semantic hierarchies learning based on nonlinear transformation of word embed-
dings. Inspired by advantages of discriminative model and generative model (see
in Sect. 3), we fuse the two kind of models into one architecture. Considering
word embeddings encode context information but ignore the lexical structures
which contain some degree of semantic information, we integrate a very simple
lexical structure rule into the previous fusion architecture aiming at building
semantic hierarchies construction (see in Sect. 3.4).

For evaluation, the experimental results show that our method achieves
an F1-score of 74.20% which outperforms the previous state-of-the-art meth-
ods. Moreover, and gets a much higher precision-value of 91.60%. Combining
our method with the manually-built hierarchy can further improve F-score to
82.01%. The main contributions of our work are as follows:

– We present a uniform fusion architecture which can learn semantic hierarchies
via word embeddings without any background knowledge.

– The method we proposed outperforms the state-of-the-art methods on a man-
ually labeled test dataset especially with a good enough precision-value for
application.

– The fusion learning architecture is language-independent which can be easily
expanded to be suitable for other languages.

2 Related Work

During the early phase of semantic hierarchies study, some focused on building
manually-built semantic resources, WordNet [16] is a representative thesauri
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among them. Such manually-built hierarchies have exact structure and high
accuracy, but their coverage is limited, especially for fine-grained concepts and
entities. Some researchers presented automatic approaches for supplementing
manually-built semantic resources. Suchanek et al. [22] linked the categories in
Wikipedia onto WordNet in construction of YAGO. However, the coverage is
still limited by the scope of Wikipedia.

The major challenge for building semantic hierarchies is the discovery of
hypernym-hyponym relations automatically. The usage of the context is a bot-
tleneck in improving performance of discovery of hypernym-hyponym relations.
Some researchers proposed method based on lexical pattern abstracted from con-
text manually or automatically to mine hypernym-hyponym relations. Hearst [8]
pointed out that certain lexical constructions linking two different noun phases
(NPs) often imply hypernym-hyponym relation. A representative example is
“such NP1 as NP2”. Considering time-consuming of manually-built lexical pat-
terns, Snow et al. [21] proposed an automatic method extracting large numbers of
lexico-syntactic patterns to detect hypernym relations from a large newswire cor-
pus. But the method suffers from semantic drift of auto-extracted patterns. Gen-
erally speaking, these pattern-based methods often suffer from low recall-value
or precision-value because of the coverage and quality of extracted patterns.

Some measures rely on the assumption that hypernyms are semantically
broader terms than their hyponyms. The assumption is a variation of the
Distributional Inclusion Hypothesis [7,24]. The pioneer work by Kotlerman
et al. [11] designed a directional distributional measure to infer hypernym-
hyponym relations. Differently from Kotlerman et al. [11], Lenci and Benotto [12]
focus on applying directional, asymmetric similarity measures to identify hyper-
nyms. However the broader semantics hypothesis may not always infer broader
contexts [5].

Considering the behavior of a person exploring the meaning of an unknown
entity, Fu [6] applies a web mining method to discover the hypernyms of Chi-
nese entities from multiple sources. The assumption is that the hypernyms will
co-occur with its hyponym entity frequently. But the assumption maybe failed
when involved with concept words which have boarder semantic compared with
entities. Inspired by the fact [15] that word embeddings can capture a consider-
able amount of syntactic/semantic relations (e.g. v(king) - v(queen) ≈ v(man)
- v(woman), where v(w) is the word embedding of the word w), Fu [5] present an
approach to learn semantic hierarchies with clustered hypernym-hyponym rela-
tion word embedding pairs. However the method just focuses on linear transfor-
mation of word embeddings, using shallow level semantic of the representation.
Besides, the method needs clustering for hypernym-hyponym relation word pairs
in advanced and the precision-value on test data is not good enough for prac-
tical application. Shwartz et al. [19] included additional linguistic information
for LSTM-based learning, but the method has co-occurrence requirements for
hyponym-hypernym pairs in corpus.

Enlightened from good properties of word embeddings for capturing semantic
relationship between words in work of Fu [5], we further explore capacity of word
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embedding for semantic hierarchies using neural networks based on a fusion
learning architecture. Above all, the method we proposed do not need clustering
for hypernym-hyponym relation word pairs in advanced.

3 Method

Given the hypernyms list of a word, our goal is building a semantic hierarchies
construction of these hypernyms and the given word, following Fu [5], the process
is presented in Fig. 1.

Fig. 1. An example of learning semantic hierarchies

Word embeddings representation is the only information we have to figure out
whether there exists a hypernym-hyponym relation for the word pair. There are
two major kind of architectures for such problem in general, one is discrimina-
tive and the other is generative. Discriminative Architecture: Discriminative
architecture regards the discovery of hypernym-hypernym relation as a classifica-
tion task, the process of learning semantic hierarchies equates to classifying word
pair into yes or no for whether exists hypernym-hypernym relation. Genera-
tive Architecture: Generative architecture focus on generating the hypernym
of a given hyponym directly. Direct generation is usual impractical, so generative
method produces a fake target which is very similar with the true one.

We consider fusing these two models to discovery hypernym-hyponym rela-
tion much more precisely. We use Multilayer Perceptron (MLP) [18] to achieve
a generative model and Recurrent Neural Network (RNN) [14] to implement a
discriminative model.

3.1 Word Embedding Training

Various methods for learning word embeddings have been proposed in the recent
years, such as neural net language models [1,15,17] and spectral models [3]. More
recently, Mikolov et al. [13] propose two log-linear models, namely the Skip-gram
and CBOW model, for inducing word embeddings efficiently on a large-scale cor-
pus because of their low time complexity. Additionally, their experiment results
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have shown that the Skip-gram model performs best in identifying semantic
relationship among words. For this reason, we employ the Skip-gram model for
estimating word embeddings in this study.

3.2 Generative Architecture Based on MLP

Multilayer Perceptron (MLP) [18] is a feedforward artificial neural network which
maps inputs onto a set of appropriate outputs. An MLP consists of multiple
layers connecting each layer fully connected to the next one. Except for the input
nodes, each node is a neuron with a nonlinear activation function (e.g. sigmoid).
MLP is a modification of the standard linear perceptron and can distinguish
data that are not linearly separable. For single hidden layer MLP, there are
input layer x, hidden layer h and output layer y range from bottom to top. The
value of neurons in each layer is a nonlinear projection of the previous layer.

In our work, we use Multilayer Perceptron as the main component for gen-
erative architecture. The inputs of MLP is word embedding representation of
hyponym and outputs a fake hypernym embedding which is very similar with
the true hypernym vector. The model produces final result by calculating the
distance between the fake hypernym and the candidate hypernym word in contin-
uous space, subsequently, comparing the distance and a predefined threshold to
give a judgment. By adjusting the threshold value of similarity, we expect MLP
model obtain much higher precision compared with the discriminative one.

3.3 Discriminative Architecture Based on RNN

Recurrent Neural Network (RNN) [14] is a kind of artificial neural network
in which connections between neuron form a directed cycle, creating an inter-
nal state of the network which allows it to exhibit dynamic temporal behavior
according to the history information. Unlike feedforward neural networks (e.g.
MLP), RNNs can use their internal memory to process future inputs. The fea-
tures of RNN makes them applicable to tasks such as unsegmented connected
handwriting or speech recognition. There are some variants of original RNN, the
most representative one of them is Long Short Term Memory (LSTM) [9] which
is capable of learning long-term dependencies. In this paper we use the original
simple recurrent networks (SRN). There are two major classes of SRN, know
as Elman networks [4] and Jordan networks [10]. In this paper, we use Elman
networks as the main component for discriminative architecture.

In Elman networks, the main architecture is composed of three classes layers,
namely, input layer x, hidden layer h, and output layer y. Different from feed-
forward neural networks, the hidden layer ht is depended on the previous time
step hidden layer ht−1 and the current time step input layer xt−1. And the out-
put layer yt is updated by the current time step hidden layer ht. Formalization
denotation in formulas are as follows:

ht = fh(Uxt + Wht−1 + bh) (1)
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yt = fy(V ht + by) (2)

Where U, V, W are matrices for linear projection. And fh, fy are nonlinear
activation functions for nonlinear transformation.

The inputs of RNN is word embeddings representation of hyponym and can-
didate hypernym sequence. We regard the hyponym and candidate hypernym
as a sequence, because that the judgment of candidate hypernym is depended
on hyponym in discrimination process. Ignoring the outputs during recurrent
process, we take the final output of the last input in the sequence as the result
of discrimination.

3.4 Fusion Learning Architecture Combined with a Simple Lexical
Structure Rule

Generative architecture can get a very high precision by adjusting the threshold
value of similarity, but will pay a high price for low recall-value. Compared with
generative method, discriminative architecture can obtain a higher recall-value
with low guarantee for precision-value.

The feature of discriminative architecture indicates that if it determines a
candidate hypernym-hyponym relation word pair as negative, then the word
pair will have high probability for negative. We can use discriminative architec-
ture to help the generative one to get rid of some false positive instance. For
this reason, we fuse the generative and discriminative architectures together by
applying Boolean operator “AND” to the results outputted by the two architec-
tures. Excepting a much higher precision-value than the precious two models
and almost the same recall-value as the generative one.

By combining discriminative and generative architectures, the fusion
architecture can discover hypernym-hyponym much more precisely but
becomes only focusing deep level semantic and ignoring the lexical
structure information which is very useful for discovery of hypernym-
hyponym relationship, especially for compound nouns (CNs), for instance,

. The root word
of CN often indicates a hypernym relation, like the word is
the hypernyms of the precious CN. Root word of a CN can be obtained via using
syntax dependency parsing or semantic dependency parsing of CN. Due to the
word formation rule of Chinese, the root word is usually the last word in CN
segmentation result. To supplement the capacity of learning semantic hierarchy
from lexical structure, we use the simple lexical structure rule to assist previous
fusion model.

The final fusion learning architecture (showed in Fig. 2) is composed of three
parts, namely generative architecture, discriminative architecture and lexical
structure rule module.

4 Experiments

In the experimental stage, we implement our fusion architecture for learning
semantic hierarchies. To the end of this, we first introduce the preparation of
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Fig. 2. Fusion learning architecture.

experimental setup. Next, we report the performance of fusion architecture and
its components. Subsequently, we compare the performance of our method to
those of several previous methods in different aspects and give an example for
construction of semantic hierarchies.

4.1 Experimental Setup

Pre-trained Word Embeddings: We use a Chinese encyclopedia corpus
named Baidubaike1 to learn word embeddings, which contains about 30 mil-
lion sentences (about 780 million words). The Chinese segmentation technology
is provided by the open-source Chinese language processing platform LTP2 [2].
Then, we employ the Skip-gram method (Sect. 3.1) to train word embeddings for
the further experiment. We obtain the embedding vectors of 0.56 million words
in total.

Dataset and Evaluation Metrics: The training data for learning semantic
hierarchies is collected from CilinE3 which contains 100,093 Chinese words and
organized as a hierarchy of five levels, in which the words are linked by hypernym-
hyponym relations. Finally, we obtain 15,242 word pairs of hypernym-hyponym
relation for positive instances and constructed 15,242 negative instances for
training.

1 Baidubaike (https://baike.baidu.com/) is one of the largest Chinese encyclopedias.
2 http://www.ltp-cloud.com/demo/.
3 http://www.ltp-cloud.com/download/.

https://baike.baidu.com/
http://www.ltp-cloud.com/demo/
http://www.ltp-cloud.com/download/
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Table 1. The experimental data.

Relation # of word pairs

Training Test

Hypernym-hyponym 15,242 1,079

Hyponym-hypernym 7,621 1,079

Unrelated 7,621 3,250

Total 30,484 5,408

For comparability we use the same test dataset as Fu et al. [5] in evaluation
stage. They obtain the hypernyms for 418 entities, which are selected randomly
from Baidubaike, following their previous work [6]. The final data set was man-
ually labeled and measured the inter-annotator agreement by using the kappa
coefficient [20]. The kappa value is 0.96, which indicates a good strength of agree-
ment. Training data and test data are showed in Table 1. We use precision-value,
recall-value, and F1-score as metrics to evaluate the performances of the meth-
ods. Since the discovery of hypernym-hyponym relation is a binary classification
task, we only report the performance of the positive instances recognition in the
experiments.

Parameter Settings and Training: In our fusion architecture, there are MLP
for generation (see in Sect. 3.2) and RNN for discrimination (see in Sect. 3.3) need
to be trained. We experimentally study the effects of several hyper-parameters
on this two neural networks: the number of neutrons in hidden layer, the selection
of activation function. Table 2 shows all parameters used in the experiments. We
use Adadelta [23] in the update procedure, which relies on two main parameters,
ρ and ε, which do not significantly affect the performance. Following Zeiler [23],
we choose 0.95 and 1e−6, respectively, as the values of these two parameters.

Table 2. Parameters used in our experiments.

Word dimension # neutrons
in hidden
layer(RNN)

# neutrons in hid-
den layer (MLP)

Batch size Adadelta parameter

dw = 300 nh = 800 nh = 500 b = 20 ρ = 0.95, ε = 1e−6

In the training stage, we train the discriminative architecture and generative
architecture respectively. For training discriminative architecture based on RNN,
we use the whole training data. But for training generative architecture based on
MLP, we only use the positive instances in training data as Fu [5] for generating
positive hypernym vectors.

4.2 Comparison with Previous Work

In this section, we compare the proposed method with previous methods, includ-
ing pairwise hypernym-hyponym relation extraction based on patterns, word
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distributions, web mining, and based on word embeddings (see in Sect. 2).
Results are shown in Table 3.

Table 3. Comparison of the proposed method with existing methods in the test set.

Method P (%) R (%) F1 (%)

MPttern 97.47 21.41 35.11

MSnow 60.88 25.67 36.11

MbalApinc 54.96 53.38 54.16

MinvCL 49.63 62.84 55.46

MWeb 87.40 48.19 62.13

MEmb 80.54 67.99 73.74

MlexicalRule 100.0 16.88 28.88

MMLPgen. 77.96 53.51 63.46

MRNNdis. 55.97 77.40 64.96

MMLP+RNN 90.00 51.48 65.50

MFusion 91.60 62.36 74.20

Overall Comparison: MPattern refers to the pattern-based method [8]. The
method uses the Chinese Hearst-style patterns [6]. The result shows that only a
small part of the hypernyms can be extracted based on these patterns because
only a few hypernym relations are expressed in the fixed patterns, and most of
them are expressed in highly flexible manners. MSnow originally proposed by
Snow et al. [21], this method relies on an accurate syntactic parser, and the
quality of the automatically extracted patterns is difficult to be guaranteed.
There are two previous distributional methods MbalApinc [11] and MinvCL [12].
Each word is represented as a feature vector in which each dimension is the
point-wise mutual information (PMI) value [7,24] of the word and its con-
text words (see in Sect. 2). MWeb refers to a web mining method proposed by
Fu et al. [6] which mines hypernyms of a given word w from multiple sources
returning a ranked list of the hypernyms. MEmb [5] refers to a novel method based
on word embeddings achieving the best F1-value among previous methods.

MlexicalRule refers to using lexical structure rule to discover hypernym-
hyponym relations (see in Sect. 3.4). The 100% precision-value on test data
indicates the lexical rule is correct for most compound nouns (CNs). However
the rule only takes effect for CNs which are minority. MMLPgen.

represents the
generative architecture based on MLP neural network (see in Sect. 3.2), the
method gets a higher F1-score than most of previous semantic hierarchy dis-
covery method except MEmb. MRNNdis.

represents the discriminative architec-
ture based on RNN neural network (see in Sect. 3.3) which obtains the high-
est recall-value in comparison of the proposed methods. MMLP+RNN combines
these two architectures based on MLP and RNN (see in Sect. 3.4), getting a much



Constructing Semantic Hierarchies via Fusion Learning Architecture 145

higher precision-value than any components and a comparable recall-value with
MMLPgen.

. MFusion refers to a fusion learning architecture composed of discrim-
inative and generative architectures and assisted with lexical structure rule (see
in Sect. 3.4). Assisted with the simple lexical structure rule, the fusion learning
architecture get a better F1-score than all of the previous methods do and sig-
nificantly improves the precision-value over the state-of-the-art method MEmb.

Table 4. Out-of-CilinE data.

Method P (%) R (%) F1 (%)

MWiki+CilinE 80.39 19.29 31.12

MEmb 65.85 44.47 53.09

MFusion 79.92 44.94 57.53

Table 5. Combining manually-built
hierarchies.

Method P (%) R (%) F1 (%)

MEmb 80.54 67.99 73.74

MFusion 91.60 62.36 74.20

MEmd+CilinE 80.59 72.42 76.29

MFusion+CilinE 91.64 70.76 79.85

MEmd+Wiki+CilinE 79.78 80.81 80.29

MFusion+Wiki+CilinE 91.00 74.63 82.01

Comparison on the Out-of-CilinE Data: Since the training data is extracted
from CilinE, we are greatly interested in the performance of our method on
the hypernym-hyponym relations outside of CilinE. We assume that as long as
there is one word in the pair not existing in CilinE, the word pair is outside of
CilinE. In our test data, about 61% word pairs are outside of CilinE. Table 4
shows the performances of the baseline method MWiki+CilinE which means the
existing manually-built hierarchies in Wikipedia and CilinE, previous state-of-
the-art method MEmb and our method MFusion on the out-of-CilinE data. In
comparison, MWiki+CilinE has the highest precision-value but has a lowest recall-
value, MEmb significantly improves recall-value and F1-score. By contrast, our
method MFusion can discover a little bit more hypernym-hyponym relations than
MEmb with achieving a more than 14% precision-value improvement. And our
method can get an F1-score of 57.53%, which is a new state-of-the-art result on
the Out-of-CilinE Data.

Combined with Manually-Built Hierarchies: For further exploration, we
combine our method MFusion with the existing manually-built hierarchies in
Wikipedia and CilinE. The combination strategy is to simply merge all pos-
itive results from the two methods together, and then to infer new relations
based on the transitivity of hypernym-hyponym relations. The same manner is
allied to precious method MEmb to be compared. The comparison is showed in
Table 5. Combining our fusion method MFusion with manually-built hierarchies
Wikipedia and CilinE can further improve F1-score to 82.01%, getting an about
1.7% improvement compared with the same manners on MEmb.
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4.3 Example of Learning Semantic Hierarchies

In Fig. 3, there is an example of learning semantic hierarchies based on our fusion
architecture (MFusion) and combined method using manually-built hierarchies
(MFusion+Wiki+CilinE). From the results, we can see that our method can actu-
ally learn the semantic hierarchies for a given word and its hypernyms list rela-
tively precisely. The dashed line frames in Fig. 3(a) refers to the losing hypernym-
hyponym relations words. For instance, our method fail to learn the two semantic
hierarchies, namely, between ,
and between . The reason
maybe that their semantic similarity effects representations close to each other in
the embedding space and our method can not find suitable projection for these
pairs. Though failing to learn the two hierarchies, our method doesn’t learn any
wrong relations for this case. By combining our method with manually-built
hierarchies, we can improve the capacity of learning semantic hierarchies. In this
case, the combined method can build the semantic hierarchies correctly (see in
Fig. 3(b)).

Fig. 3. Example of learning semantic hierarchies.

5 Conclusion

This paper proposes a novel method for learning semantic hierarchies based on
discriminative generative fusion architecture combined with a very simple lex-
ical structure rule. The fusion architecture method can be easily expanded to
be suitable for other languages. In experiments, the proposed method achieves
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the best F1-score of 74.20% on a manually labeled test dataset outperform-
ing state-of-the-art methods with a much higher precision-value of 91.60% for
application. Further experiments show that our method is complementary with
some manually-built hierarchies to learn semantic hierarchy construction more
precisely.

Fundings. The research in this paper is supported by National Natural Science Foun-
dation of China (No. 61632011, No. 61772156), National High-tech R&D Program (863
Program) (No. 2015AA015407).
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Abstract. Cross-language sentiment classification (CLSC) aims at leveraging
the semantic and sentiment knowledge in a resource-abundant language (source
language) for sentiment classification in a resource-scarce language (target
language). This paper proposes an approach to jointly learning bilingual
semantic and sentiment representations (BSSR) for English-Chinese CLSC.
First, two neural networks are adopted to learn sentence-level sentiment repre-
sentations in English and Chinese views respectively, which are attached to all
word semantic representations in the corresponding sentence to express the
words in the certain sentiment context. Then, another two neural networks in
two views are designed to jointly learn BSSR of the document from word
representations concatenated with their sentence-level sentiment representations.
The proposed approach could capture rich sentiment and semantic information
in BSSR learning process. Experiments on NLP&CC 2013 CLSC dataset show
that our approach is competitive with the state-of-the-art results.

Keywords: Jointly learning � Cross-language � Sentiment classification

1 Introduction

With the exponential growth of online reviews, sentiment classification has attracted
much attention in the field of natural language processing (NLP). Lots of previous
researches [1–3] focus on the sentiment classification in English, the most commonly
studied language in NLP. Such researches produce a great quantity of high-quality
labelled corpora and sentiment knowledge in English. However, sentiment resources
are imbalanced in different languages. To leverage resources in a resource-rich lan-
guage (such as English) for sentiment classification in a resource-scarce language (such
as Chinese), cross-language sentiment classification (CLSC) approaches have been
investigated.

Existing CLSC approaches concentrate on bridging the gap between the source and
the target languages. Machine translation (MT) services are usually employed to
connect the two languages by translating one language (view) to another language.
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Then training and testing are performed in one view [4] or in two independent views
respectively [5, 6]. However, learning language-specific classifiers in each view fails to
capture the common sentiment and semantic information between two languages
during training process. Besides, MT services unavoidably introduce translation errors,
which may even change the sentiment polarities of translated texts [6].

With the revival of interest in deep learning, common semantic representations
[7–9] for the source and the target languages are also used to eliminate the gap between
the two languages. Common semantic representations project data from the two lan-
guages into a common space, where training and testing are performed. However,
high-quality common semantic representations require a large-scale parallel corpus,
which is not always readily available in many real-world scenarios. Meanwhile, though
common semantic representations capture cross-language semantics between the two
languages, sentiment knowledge is hard to be exploited. Recently, some researches
incorporate sentiment knowledge into common semantic representations to enhance the
ability of sentiment expression [10–13]. However, these approaches learn semantics
and sentiment separately, and fail to adjust the complex relations between sentiment
and semantics.

This paper proposes an approach to jointly learning bilingual semantic and senti-
ment representations (BSSR) for CLSC. First, MT services are used to translate English
training data into Chinese and translate Chinese test data into English. Then, two
convolutional neural networks are applied to learn the sentiment representation of each
sentiment fragment in the two views, based on the polarities of sentiment words,
respectively. The learned fragment sentiment representations of all sentiment words in
a sentence are averaged up as the sentence-level sentiment representations (SLSR).
Finally, two Long Short-Term Memory (LSTM) in two views are designed to learn
BSSR of the documents from the concatenations of word semantic and sentence-level
sentiment representations, since LSTM has shown powerful ability on modeling long
sequences [3]. Our approach is motivated by the intuition that sentence-level sentiment
representations are composed by fragment sentiment representations in the sentence,
and the words in different sentences express different sentiment though their word
semantic representations (WSR) are the same.

The proposed BSSR could capture sentiment and semantic information in
cross-language document representations without relying on extra parallel corpora.
Experiments on NLP&CC 2013 CLSC dataset show that our approach gets competitive
performance compared with the state-of-the-art CLSC systems.

The major contributions of this work can be summarized as follows:

• We propose an approach to jointly learning BSSR of documents for CLSC, with
only English training data and their translations. In the BSSR learning process, the
sentiment information and cross-language semantic information can be adjusted to
optimize CLSC performance.

• Cross-language semantic information is captured by minimizing the differences
between the original and translated languages. It is proved that cross-language
semantic information could bridge the gap between two languages effectively.
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• We simply learn document representations from word semantic representations
concatenated with sentence-level sentiment representations, which considers the
words in the certain sentiment context. To the best of our knowledge, this repre-
sentation approach has not yet been used for CLSC.

2 Related Work

In this section, we review the literature related to this paper from two perspectives:
cross-language sentiment classification and sentiment classification.

2.1 Cross-Language Sentiment Classification (CLSC)

The goal of CLSC is to bridge the gap between the source language and target lan-
guage. Wan [5] translates both the training and testing data to train different models in
both source and target languages, which could learn language-specific classifiers in
each view. However it is hard to capture the common sentiment and semantic
knowledge of the two languages during training process.

Recently, there has been an interest in common semantic representations for two
languages. Some approaches to common representation learning [7, 12, 13] require
parallel data. These works use an encoder-decoder architecture with a shared hidden
layer to learn common semantic representations. Zhou et al. [14] propose a
cross-lingual representation learning model which simultaneously learns both the word
and document representations in both languages. However, large-scale task-related
parallel corpora may be a scarce resource for the English-Chinese sentiment classifi-
cation task.

Some other works simply utilize the labelled corpora and their translations to learn
common semantic representations. Zhou et al. [11] learn bilingual sentiment word
embeddings (BSWE) with denoising autoencoders. BSWE is hard to adjust the com-
plex relations between sentiment and semantics to optimize the CLSC performance.
Zhou et al. [15] use a hierarchical attention model which is jointly trained with the
bidirectional LSTM network to learn the document representations.

2.2 Sentiment Classification

Traditional sentiment classification approaches usually use a sentiment lexicon. The
lexicon-based approaches compute the sentiment polarity for each text based on sen-
timent words and negatives [1]. Machine learning-based approaches employ sentiment
words as important features to construct sentiment classifiers.

Tang et al. [2] incorporate sentiment polarity of the text to learn sentiment-specific
word embeddings. Tang et al. [3] connect the target word representations with its context
word representations to learn the semantic representations related to a target by LSTM
models. Without requiring parser, CNN or LSTM could capture the fragment sentiment
representations in a sentence by leveraging contexts of the sentiment words [16].
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Inspired by Tang et al. [3], we attach contextual sentiment representations to the
word semantic representations. Such concatenation representations are exploited for
jointly learning BSSR in CLSC task.

3 Bilingual Semantic and Sentiment Representations
for CLSC

Sentiment is expressed by phrases or sentences rather than by words [17]. The same
words in different contexts could express different sentiment. To incorporate rich
contextual sentiment information into BSSR learning process, we first extract
fixed-length sentiment fragments centered at each sentiment word, and use CNN to
learn the fragment sentiment representations based on the polarities of sentiment words.
The fragment sentiment representations in corresponding sentences are averaged up as
the SLSR (Sect. 3.1).

Then, the SLSR are attached to word semantic representations to express the words
in the specific sentiment context. Finally, the concatenations are fed into LSTM for
jointly learning BSSR.

3.1 Sentence-Level Sentiment Representations (SLSR) Learning

The context words within a window ½�2; 2� centered at each sentiment word senti are
considered as its sentiment fragment: fwordi�2;wordi�1; senti;wordiþ 1;wordiþ 2g. We
extract these sentiment fragments, and adopt two CNN to learn sentiment representa-
tions of each sentiment fragment in English and Chinese views respectively.

CNN for SLSR Learning. The fragment sentiment representations learned with CNN
in the two languages follows the same process. Let xi 2 R

d be the d-dimensional
word representations. Then the sentiment fragment could be represented as
x ¼ fxi�2; xi�1; xi; xiþ 1; xiþ 2g with the word representations. A convolution operation
involving a filter w 2 R

h�d is applied to the sentiment fragment to produce a new
feature. We set the filter window size h ¼ 3 in our work. For example, a feature ct is
generated from a window of words xt:tþ 2 by ct ¼ f ðw � xt:tþ 2 þ bÞ, where xt:tþ 2 refers
to the concatenation of xt, xtþ 1 and xtþ 2. Here b is a bias term and f is a non-linear
function such as the hyperbolic tangent. This filter is applied to each possible window
of words in the sentiment fragment to produce a feature map c ¼ ½ct�2; ct�1; ct�, with
c 2 R

3.
We apply a max pooling operation over the feature map and take the maximum

value ĉ ¼ maxfcg as the feature corresponding to this filter. 200 filters are used in our
work to obtain 200 features. These features are fed to a multilayer perceptron to
produce the fragment sentiment representations, which are passed to a logistic
regression to predict the sentiment polarities.
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After obtaining the fragment sentiment representations from the CNN model for
each sentence, we average them to produce the SLSR.

We also introduce LSTM to learn fragment sentiment representations to compare
with CNN. The same sentiment fragment used in CNN is fed into LSTM to learn the
SLSR as well.

LSTM is designed to cope with the gradients vanishing or exploding problem of
RNN [18]. It introduces a gating mechanism, which comprises four components: an
input gate it, a forget gate ft, an output gate ot, and a memory cell ct. For the standard
LSTM, each of the three gates receives the information from the inputs at current time
step and the outputs at previous time step. In our work, we adopt an LSTM variant,
which adds the “peephole connections” to the architecture [19] to let the memory cell
ct�1 directly control the gates as follows:

it ¼ rðW ðiÞxt þUðiÞht�1 þV ðiÞct�1 þ bðiÞÞ ð1Þ

ft ¼ rðW ðf Þxt þUðf Þht�1 þV ðf Þct�1 þ bðf ÞÞ ð2Þ

ot ¼ rðW ðoÞxt þUðoÞht�1 þV ðoÞct þ bðoÞÞ ð3Þ

ct ¼ ft � ct�1 þ it � tanhðW ðcÞxt þUðcÞht�1 þ bðcÞÞ ð4Þ

ht ¼ ot � tanhðctÞ ð5Þ

where W, U and V are the transition matrices for the input xt, the hidden state vector
ht�1, and the memory cell ct�1, respectively, b is a bias term of the hidden state vector,
r represents the sigmoid function, and � denotes component-wise multiplication. In
our work, hidden representations at every time step are fed into a mean pooling layer to
obtain the final representations.

3.2 Jointly Learning Bilingual Sentiment and Semantic Representations
(BSSR) of Documents

The gated recurrent architecture of LSTM is suitable for encoding sentiment and
semantics of words and inherent relations of words into document representations. In
this paper, we employ two LSTM for BSSR learning and the framework of jointly
learning is shown in Fig. 1.

As shown in Fig. 1, one LSTM is used to produce the English representations of
documents, while the other is used for the representations of their Chinese translations.
These two LSTM are designed to minimize the difference between the representation
pairs for capturing the cross-language semantic information. Meanwhile, the polarity
labels of documents are used to guide the learning process for incorporating sentiment
information into BSSR.
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For an English training document dEk containing p sentences and n words, it can be
represented by a word sequence fwE

1 ;w
E
2 ; . . .;w

E
i ; . . .;w

E
ng. Once the jth SLSR rsj 2 R

d2

are attached to its WSR rwi 2 R
d1 . The input matrix dEk 2 R

ðd1 þ d2Þ�n of the English
view can be represented as:

dEk ¼ rw1

rs1

� �
;

rw2

rs1

� �
; . . .;

rwi

rsj

� �
; . . .;

rwn

rsl

� �� �
ð6Þ

If no SLSR is found during the learning process, we attached a zero vector which
dimension is also d2. The same step repeats for its Chinese translation dCk . Thus paired
documents ðdEk ; dCk Þ are expressed by the concatenations of WSR and their SLSR,
which are fed to LSTM model in English (LSTME) and Chinese (LSTMC)
respectively.

As for an English training document dEk , LSTME recursively computes its repre-
sentations hEk . The same step repeats for its Chinese translation dCk to generate docu-
ment representations hCk . The learned document representations hEk , hCk and the
concatenation of them ½hEk jj hCk � are used to compute the polarity probabilities

pEðs j dk; nEÞ, pCðs j dk; nCÞ and pEjjCðs j dk; nEjjCÞ through a logistic layer, where s ¼
f0; 1g is the sentiment polarity of a document, and nE, nC, and nEkC are the
hyper-parameters of the models.
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Fig. 1. The framework of jointly learning BSSR with LSTM.
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The sum of three errors predicted by hEk (lossE), h
C
k (lossC), and ½hEk jj hCk � (lossEkC) are

used as the sentiment loss function to adjust the sentiment information in BSSR learning:

losssen ¼ lossE þ lossC þ lossEjjC ð7Þ
Meanwhile, we also define a semantic loss function to minimize the differences

between the representation pairs to adjust the cross-language semantic information:

losssem ¼ hEk � hCk
�� ��2 ð8Þ

To investigate the relations between sentiment and cross-language semantic
information, we learn BSSR by minimizing the loss function:

loss ¼ a � losssen þð1� aÞ � losssem ð9Þ

where a is the hyper-parameter which controls the weight of sentiment information.

4 Experiment

4.1 Experimental Settings

Dataset. The proposed approach is evaluated on NLP&CC 2013 CLSC dataset1. The
dataset consists of product reviews in three domains: Book, DVD, and Music. Each
domain contains 4,000 English labelled documents as training data and 4,000 Chinese
unlabeled documents as test data.

Sentiment Words. Based on the Chi-square method, 2245 English sentiment words in
MPQA subjectivity lexicon [20] and 3010 Chinese sentiment words in affective lexicon
ontology [21] are used for SLSR learning. Note that if there are any negative word in
the sentiment segment, the polarity of sentiment word is inversed. Here, we choose the
negation words as follows: no, never, none, few, little, hardly and seldom. The Chinese
negation words are listed as follows: 不 (no), 没有 (none), 很少 (few), 几乎不 (sel-
dom), 从未 (never).

Tools. In our experiments, Google Translate2, is adopted for both English-to-Chinese
and Chinese-to-English translation. All corpora are segmented by Stanford Word
Segmenter3. CNN and LSTM are developed based on Theano [22]. The SLSR are
learned for 50 epochs, and BSSR are learned for 20 epochs. To make a comparison
between SLSR and WSR, we use 200-dimensional WSR to produce 200-dimensional
SLSR. The details of the SLSR learning are shown in Sect. 3.1. As for the BSSR, the
model has 30-dimensional SLSR and 200-dimensional WSR. Besides, publicly
available Global Vectors [23] (GloVe)4 are adopted as the pre-trained WSR in English.

1 http://tcci.ccf.org.cn/conference/2013/dldoc/evsam03.zip.
2 http://translate.google.cn/.
3 http://nlp.stanford.edu/software/segmenter.shtml.
4 http://nlp.stanford.edu/projects/glove/.
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We pre-train the Chinese WSR on a 27 MB-sized unlabeled dataset (also included the
NLP&CC 2013 CLSC training set) with GloVe toolkit.

Evaluation Metric. The performance is evaluated by the correct classification accu-
racy of each domain, and the average accuracy of three domains, respectively. The
domain accuracy is defined as:

Accuracyn ¼ #system correct
#system total

ð10Þ

where n is one of the three domains, #system correct and #system total stand for the
number of being correctly classified reviews and the number of total reviews in the
domain n, respectively.

The average accuracy is shown as:

Average ¼ 1
3

X
n

Accuracyn ð11Þ

4.2 Evaluations on BSSR

We compare our model with several different representations learning methods in
Table 1. The following methods are used for comparison.

CHN: The labeled English reviews are translated to Chinese. Then training and testing
are performed only in Chinese view with LSTM.

WSR: Only the 200-dimensional WSR is fed into the two LSTM models to classify the
document.

SLSR: Only the 200-dimensional SLSR is fed into the multilayer perceptron model to
classify the document. We use the SLSR learned by the CNN model.

CNN-BSSR: SLSR learned by the CNN are used in the BSSR learning. The
hyper-parameter a is set to 0.5.

LSTM-BSSR: SLSR learned by the LSTM are used in the BSSR learning. The
hyper-parameter a is set to 0.5.

Table 1. The comparison of different representations

Methods Book DVD Music Average

CHN 74.20 74.02 73.50 73.91
WSR 77.45 77.45 77.00 77.30
SLSR 74.00 75.85 66.38 72.08
LSTM-BSSR 79.88 79.38 77.58 79.40
CNN-BSSR 81.78 83.00 80.68 81.82
CNN-SegBSSR 78.92 78.67 77.30 78.30
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CNN-SegBSSR: To evaluate our model, we only concatenate the SLSR with the
sentiment words and its context words in the window of ½�2; 2�. We use the SLSR
learned by the CNN model. As for the other words out of the window, we concatenate a
zero vector 0 instead of the SLSR.

From Table 1, we can see that:

• The bilingual representations (WSR, CNN-BSSR and LSTM-BSSR) outperform
the sole Chinese representations (CHN).

• SLSR gets a lower accuracy than others. The reason is that only the coarse-grained
sentence-level sentiment representations could not capture polarity of the document.
WSR is still needed.

• Both CNN-BSSR and LSTM-BSSR outperform WSR in all the three domains.
The average accuracy of CNN-BSSR reaches 81.82%, which is 4.52% higher than
that of WSR. These indicates that SLSR and WSR are both effective for sentiment
expression and their concatenation could improve the performance further.

• CNN-BSSR outperforms LSTM-BSSR, which indicates that CNN is superior in
sentence-level sentiment representation.

• CNN-SegBSSR cannot catch up with CNN-BSSR, which demonstrates that SLSR
is important for each word expression in sentences.

4.3 Influences of Sentiment and Cross-Language Semantic

We investigate the influences of sentiment and cross-language semantics for BSSR
learning in Fig. 2. We use the CNN-BSSR with weighting parameter a varying from
0 to 1. From Fig. 2, we can see that:

• The three curves start from the initial accuracies of the sole cross-language semantic
information, and then increase to their individual highest accuracy, finally fall to the
individual accuracy of the sole sentiment information. These results indicate that
both the sentiment and semantic information are effective in CLSC task and the
combination of the two types of information outperforms either one of them
obviously.

Fig. 2. Relations between sentiment and semantics with different a.
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• When a ¼ 0, the model only has the cross-language semantic loss and produces
poor results. When a ¼ 1, the model only has the sentiment loss and gets relatively
better results than a ¼ 0.

• With the weighting parameter varying from 0 to 1, CLSC performances change in
the Book, DVD, and Music domains. The best performances are obtained when the
weighting parameter a is 0.4 (82.15% accuracy), 0.7 (83.03% accuracy), and 0.7
(81.55% accuracy) in Book, DVD and Music domains respectively. It shows that
the effects of sentiment and cross-language semantics are different in various
domains.

4.4 Comparison with Related Work

Table 2 shows the comparison results of our approach with some state-of-the-art
systems on NLP&CC 2013 CLSC dataset.

Gui et al. [24] propose a transfer detection approach to learn sentiment classifiers
with removing the noise from the transferred samples to avoid negative transfers
(NTD) and achieved an 80.80% average accuracy. Such two-view approach is difficult
to capture the common sentiment and semantics between two languages.

Zhou et al. [11] propose the bilingual sentiment word embedding algorithm based
on denoising autoencoders. It learns common representations of two views by a
semantic learning phase and a sentiment learning phase and achieves 80.68% accuracy.
The two-phase approach is hard to adjust the relations between sentiment and
semantics for different application domains.

Zhou et al. [15] propose a hierarchical attention mechanism with bidirectional
LSTM for bilingual representation. They achieve 82.40% accuracy benefiting from the
word-level attention model and the sentence-level attention model. However, training
bidirectional LSTM models in both English and Chinese views are time consuming and
high cost.

Our approach incorporates contextual sentiment information into word semantic
representations, and learns the bilingual sentiment and semantic representations jointly.
We achieve a high accuracy of 82.24% by simply employing the training data and their
translations. Comparing with the Zhou et al. [15], our model is easy to train and has a
comparable result. Considering the attention method and bidirectional architecture are
effective for the CLSC task, we would like to explore that in our future work.

Table 2. Cross-language sentiment classification accuracy of different methods.

Book DVD Music Average

Gui et al. [24] 80.50 82.20 79.70 80.80
Zhou et al. [11] 81.05 81.60 79.40 80.68
Zhou et al. [15] 82.10 83.70 81.30 82.40
Ours 82.15 83.03 81.55 82.24
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5 Conclusion

This paper proposes an approach to jointly learning bilingual sentiment and semantic
representations in a unified framework. The learned representations are employed for
calculating the sentiment polarities of documents. In the learning process, the predicted
errors are used as the sentiment loss to capture the sentiment information. Meanwhile,
the differences between the English and Chinese representation pairs are used as
cross-language semantic loss to capture the cross-language semantic information. The
experimental results demonstrate that sentiment and cross-language semantic infor-
mation are both effective for CLSC, and the performance of CLSC in different domains
could be optimized by adjusting sentiment and cross-language semantic loss.
Attention-based methods show effectiveness in the sentiment classification task, and we
leave it as future work to further boost the performance of CLSC.
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Abstract. The existing discourse relation recognition systems have dis-
tinctive advantages, such as superior classification models, reliable feature
selection, or holding rich training data. This shows the feasibility of mak-
ing the systems collaborate with each other within a uniform framework.
In this paper, we propose a stacked learning based collaborative approach.
By the two-level learning, it facilitates the application of the confidence of
different systems for the discourse relation determination. Experiments on
PDTB show that our method yields promising improvement.

1 Introduction

Discourse relation recognition aims to automatically classify the discourse rela-
tions between two adjacent arguments (abbr., Arg). In the Penn Discourse Tree-
bank 2.0 corpus (PDTB v2.0) [16], discourse relation falls into explicit and
implicit cases. See the examples as below:

(1) Shorter maturities are considered a sign of rising rates (Arg1).
[Because] portfolio managers can capture higher rates sooner (Arg2).

(2) The woman has “psychic burns” on her back from the confrontation
(Arg1) [?] She declines to show them (Arg2).

Example (1) shows an explicit Causality relation signaled directly by the dis-
course connective “Because”. Example (2) shows an implicit Comparison rela-
tion. In the example, there isn’t any explicit connective between the arguments,
though we can imagine a possible connective as “but”. In this paper, we focus
on studying on the implicit discourse relation recognition.

Great effort has been put into the exploration of effective linguistic and struc-
tural features for relation recognition, such as polarity, verbs, inquirer tags, brown
cluster pairs, word pairs, etc. [10,13–15,20,24]. Meanwhile, the validity of dif-
ferent classification models has been evaluated [6]. Hong et al. [4] and Wang
et al. [20] mine high-quality comparable samples to enrich the reference data
for estimating the relations. Li and Nenkova [8] propose a novel feature rep-
resentation method to fulfill multidimensional aggregate of sparse data. Ji and
Eisenstein et al. [5] propose an solution to recognize implicit discourse relation
c© Springer International Publishing AG 2017
J. Wen et al. (Eds.): CCIR 2017, LNCS 10390, pp. 161–169, 2017.
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through surface feature and distributed representations of discourse arguments
and entity mentions. Recently, Zhang et al. [23] present a Shallow Convolu-
tional Neural Network (SCNN) based approach to learn better relation classifiers
and Chen et al. [3] take advantage of word embeddings to solve the problem of
data sparsity and present a deep architecture to recognize discourse relation. Liu
et al. [11] introduce an strategy of repeated reading by a bidirectional LSTM with
multi-level attention to generalize which words in the arguments are really useful.

It has been proved that the existing implicit relation recognition systems
actually have distinctive advantages. For example, some are equipped with rep-
resentative features [9,10,15,24], while others employ sophisticated classification
models [6].

With the aim to combine the advantages, we propose a stacked learning
based collaborative approach [12,18]. The approach involves two-level learning
processes, base-level and meta-level.

In the base-level, it evaluates different well-trained classification systems,
so as to grasp their suitability for different types of samples (a sample refers
to a pair of arguments). The suitability indicates the ability of a system to
correctly recognize the relations of a specific type of samples. It is measured by
the confidence of the classifiers.

In the meta-level, we regard the suitability of the base-level classifiers as
novel features, and use them(optimized in the middle-level) to equip a superior
classifier. This classifier, therefore, inherits the suitability of all the base-level
ones when trained on the same training data. Accordingly, for every sample in
the test data, the meta-level classifier can reinforce the positive effect of the most
suitable base-level classifiers on the relation recognition.

2 Stacked Learning for Cooperation

We combine the advantages of the relation classifiers by two-level stacked learn-
ing. The learning process help the meta-level classifier inherit the suitability of
different base-level classifiers.

2.1 Base-Level: Suitability Measurement

The main task of the base-level stacked learning is to evaluate the suitability of
the basic classifiers. In our discussion, we define the suitability as the degree in
which a classifier are appropriate for dealing with a type of relation samples. For
example, a well-equipped classifier with the syntactic features is ideally suited
for relation recognition for those adjacent arguments in long sentences, but not
those in short sentences or nonadjacent arguments. It is because that such a
classifier can apply rich knowledge of syntactic structure for discourse-structural
relation analysis in the former case. By contrast, there is less available syntactic
information in the latter case.
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We use the confidence of classifiers as the measure of their suitability. Given
a classifier F and a test sample s, the suitability of F for s is expressed as
{Cp, Cn}F−s, where C denotes the confidence of F for its decision on the relation
of s. If F accurately determines the relation, the confidence will be positive, i.e.,
Cp, else negative, i.e., Cn. The sum of Cp and Cn is 1.

Fig. 1. Examples of suitability measurement.

For example, in Fig. 1, the confidence of the classifier F1 for the relation
determination on the sample γ is 0.9. However it is a negative determination
(N). Thus Cn is 0.9 but Cp is 0.1, resulting in a suitability {0.1, 0.9}F1−γ . This
means that F1 is quite likely to make mistakes when dealing with the samples
similar to γ. In other words, F1 is unsuitable for those samples.

It is worth noting that the confidence score is an output of the basic classifiers,
attached to the determination results on discourse relation. We employ the score
directly as the measure of suitability. The assertion of the positive (P) or negative
(N) confidence is achieved by comparing the determination results with the
ground-truth.

2.2 Meta-level: Suitability Inheritance

In Meta-level, we employ the suitability of the base-level classifiers as features to
train a new classifier. We combine the suitability in a uniform confidence-based
feature space. See the space built by the confidence of F1 3 in Fig. 1 below:

{R|Cp, F1, Cn, F1, Cp, F2, Cn, F2, Cp, F3, Cn, F3}
where R denotes discourse relation type, such as the ones discussed in the paper,
Expansion, Contingency, Comparison and Temporality. Accordingly, the training
data represented by the suitability of F1, F2 and F3 for the samples α, β, γ and
δ (Fig. 1) are specified as:



164 Y. Xu et al.

{Rα|0.1, 0.9, 0.4, 0.6,0.9,0.1}
{Rβ |0.5, 0.5,0.8,0.2,0.8,0.2}
{Rγ |0.2, 0.8,0.8,0.2, 0.6, 0.4}
{Rδ|0.9,0.1, 0.4, 0.6, 0.1, 0.9}

A well-trained meta-level classifier can inherit the suitability of the basic
classifiers. As an example, similar to F1, it is well suited for dealing with those
samples like δ, achieving the positive confidence for its decision on Rδ. Similarly,
it inherits the suitability of F2 for β and γ, as well as F3 for α and γ.

2.3 Training Process

There are two training processes. One happens in the base level, the other the
meta level.

In the former case, we train the basic relation classifiers on the PDTB-v2
corpus, in which each sample is consisted of an argument pair and the ground-
truth relation senses. On the basis, the classifiers conduct relation recognition
on small-scale test data. The confidence of the classifiers for each test sample
will be delivered to the meta-level, along with the ground-truth relation senses
of the samples. They will be used as new training data to support the suitability
learning of the meta-level classifier.

The scale of the training data in the meta-level, therefore, is equivalent to
that of the test data in the base-level, generally much smaller than the base-
level training data. In order to enrich the meta-level training data, we follow the
stacked learning to conduct n-fold cross-validation based iterative training.

In the training process, we divide the base-level training data into n subsets,
in which we employ n − 1 for training the base-level classifiers, 1 for test. By
reassigning the test data for n times and n-fold cross-validation, we can obtain all

Fig. 2. Training process in stacked learning.
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Table 1. Settings of the relation detection systems.

Classifiers Settings Classifiers Settings

Clas1 (base) NB (f1–f6) Clas6 (base) SVM + (f3)

Clas2 (base) LR (f1–f6) Clas7 (base) SVM + (f4)

Clas3 (base) SVM (f1–f6) Clas8 (base) SVM + (f5)

Clas4 (base) SVM (f1) Clas9 (base) SVM + (f6)

Clas5 (base) SVM (f2) Clas10 (meta) SVM + Confidence

Features: verbs (f1), polarity (f2), inquirer tags (f3), first-last-
first3 (f4), brown pairs (f5), semantic vectors (f6)

Table 2. Settings of the relation detection systems.

Systems Training data Base-level Meta-level

Single-NB (baseline) All Clas1 N/A

Single-LR (baseline) All Clas2 N/A

Single-SVM (baseline) All Clas3 N/A

Stacking-Data All, 1/2, 1/3 Clas3 SVM

Stacking-Algorithm All Clas1–3 SVM

Stacking-Feature All Clas4–9 SVM

the test results on the whole base-level training data, including the determination
on discourse relation and the confidence scores. On the basis, we re-employ every
base-level training samples and the confidence scores to build the meta-level
training data. See the detailed algorithm in Fig. 2.

In the algorithm flow, pti provides the temporary storage of the confidence
scores. Besides, x denotes an argument pair, while y a relation type.

3 Experiments

3.1 Experimental Settings

Data Setting: We evaluate the relation recognition systems on PDTB v2.0
corpus. We use sections 2–20 as the training data, sections 21–22 as the test,
and sections 0–1 as the development for parameter optimization. We consider
four discourse relation types, including Expansion (Exp.), Comparison (Comp.),
Contingency (Cont.) and Temporality (Temp.).

Features: We employ 6 features to equip the relation classifiers, including
verbs [7], polarity [21], inquirer tags [19], first-last-first3 [15], brown clusters
pairs [1,2] and semantic vectors [17].
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Classification models: We employ the Naive Bayes (NB), Logistic Regres-
sion(LR) and Support Vector Machines (SVM) and models to build the relation
classifiers. We implement the models by using the toolkit WEKA [22].

In our experiments, we build 9 basic classifiers (Table 1), in which 3 were
specified as the baselines (Table 2), including single NB, LR, and SVM based
classifiers, i.e., Clas1–3. They are equipped with same features, f1–f6 (Table 1).
By the evaluation of these 3 systems, we can confirm the optimal classifica-
tion model. The model will be used to build the meta-level relation classifier in
the stacked learning process. As shown in Table 2, we employ the SVM-based
classifier (Clas10) in meta level.

Other 6 basic classifiers, i.e., Clas4–9 (Table 1), are built with the same clas-
sification model but equipped with different features. Each employs a distinctive
linguistic feature. Clas10 in Table 1 shows the framework of the meta-level clas-
sifiers. It is built with a SVM model. And it employs the confidence as feature
to learn and inherit the suitability of the base-level classifiers.

We totally built 3 meta-level relation classifiers, including Stacking-Data,
Algorithm and Feature (see Table 2). Stacking-Data learns the suitability of 3
base-level classifiers. Similar to Clas3, all the 3 classifiers are built with SVM
and equipped with all available features (f1–f6). The only difference is that they
were trained on the training data of different sizes, 1/2, 1/3 and all of the avail-
able. Stacking-Algorithm considers the suitability only from the perspective of
learning algorithm, involving Single-NB, LR and SVM in the two-level learn-
ing. Stacking-Feature only concerns the feature-oriented suitability, learning that
from Clas4–9.

We evaluate the classifiers by F-score (F1) and accuracy (Acc).

3.2 Results and Analysis

The first three rows in Table 3 indicate the performance of the individual clas-
sification model based relation recognition systems. The last three rows list the
performance of the stacked learning based systems. In the individual cases, SVM
is reliable when trained by small-scale training data. We use it to build meta-level
classifier.

The stacked learning yields substantial performance gain for the 4 relation
types. In particular, the feature-oriented stacking significantly outperforms the
other two. It implies that the effect of the linguistic features on the suitability
of the classifiers is more substantial than data scale or classification models. It
also proves that stacked learning is conductive to the reinforcement of the effect
in practice.

We compare our best system with the state of the art, including [6]’s multi-
task learning based classifier and [8]’s novel feature representation based classi-
fier. We show the performance in Table 4. It can be found that ours is compara-
ble to [6]’s system. Nevertheless we employ smaller-scale training data, which is
nearly 1/5 of that used in [6]’s system. It implies that stacked learning is more
efficient than multi-task learning for task-specific linguistic knowledge under-
standing. Besides, [8]’s system outperforms our baselines which are equipped
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Table 3. Performance comparison of stacked learning based methods with traditional
learning methods.

Models F1(Acc)

Exp. Comp. Cont. Temp.

Single-NB .59 (.54) .25 (.42) .42 (.37) .15 (.35)

Single-LR .69 (.53) .27 (.54) .41 (.50) .18 (.63)

Single-SVM .70 (.54) .28 (.45) .45 (.58) .19 (.63)

Stacking-Data .64 (.62) .29 (.57) .47 (.65) .20 (.58)

Stacking-Algorithm .69 (.53) .31 (.60) .48 (.48) .22 (.64)

Stacking-Feature .72 (.56) .32 (.65) .51 (.63) .23 (.65)

Table 4. Performance comparison of our best system with the state of the art.

Systems F1(Acc)

Exp. Comp. Cont. Temp.

Our best .72 (.56) .32 (.65) .51 (.63) .23 (.65)

Pitler et al. (2009) .76 (.64) .22 (.63) .47 (.67) .17 (.63)

Zhou et al. (2010) .70 (.55) .32 (.58) .47 (.49) .20 (.55)

Biran et al. (2013) .76 (.63) .25 (.63) .47 (.68) .20 (.68)

Lan et al. (2013) .70 (-) .32 (-) .48 (-) .30 (-)

Li et al. (2014) .57 (-) .30 (-) .48 (-) .24 (-)

with nearly all the well-known important features. It illustrates that [8]’s multi-
dimensional aggregate overcomes the problem of lack of feature learning caused
by sparse data. By contrast, our best system, i.e., the feature-oriented stacking
based classifier, outperforms [8]’s. Therefore it can be concluded that stacked
learning helps improve the feature learning effect on sparse data.

Others include the relation classifiers of Pitler et al. [15], Zhou et al. [24]
and McKeown et al. [13]. They are similar to Single-NB, LR and SVM, except
employing more features. Overall, Single-NB, LR and SVM are slightly weaker
than the state of the art. Tables 3 and 4 show their performance. Nevertheless,
by algorithm-oriented stacking, their distinctive advantages are inherited and
combined in a uniform classifier. This yields a comparable performance to the
state of the art. Ording to Tables 3 and 4, our model undoubtedly gains the best
result in ERC.

4 Conclusion

In the future, we will study on seed-based relation network building and relation-
ship reasoning methods. In particular, we will develop a more advanced stacked
learning method among base-level classifiers, a relation network based reasoning
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model (middle-level) and a meta-level classifier. By error correction in the mid-
dle, it provides reliable training data for meta-level learning, and employs the
boosting method to iteratively refine the initial seed-centered relation network.

Acknowledgments. This research is supported by the National Natural Science
Foundation of China, No. 61373097, No. 61672368, No. 61672367, No. 61331011. The
authors would like to thank the anonymous reviewers for their insightful comments and
suggestions. Yu Hong, Professor Associate in Soochow University, is the corresponding
author of the paper, whose email address is tianxianer@gmail.com.

References

1. Brown, P.F., Desouza, P.V., Mercer, R.L., Pietra, V.J.D., Lai, J.C.: Class-based
n-gram models of natural language. Comput. Linguist. 18(4), 467–479 (1992)

2. Chang, C.C., Lin, C.J.: Libsvm: a library for support vector machines. ACM Trans.
Intell. Syst. Technol. (TIST) 2(3), 27 (2011)

3. Chen, J., Zhang, Q., Liu, P., Qiu, X., Huang, X.: Implicit discourse relation detec-
tion via a deep architecture with gated relevance network. In: Proceedings of the
54th Annual Meeting of the Association for Computational Linguistics (vol. 1 -
Long Papers), pp. 1726–1735. Association for Computational Linguistics, Berlin,
Germany (2016). http://www.aclweb.org/anthology/p16-1163

4. Hong, Y., Zhou, X., Che, T., Yao, J., Zhu, Q., Zhou, G.: Cross-argument inference
for implicit discourse relation recognition. In: Proceedings of the 21st ACM Inter-
national Conference on Information and Knowledge Management, pp. 295–304.
ACM (2012)

5. Ji, Y., Eisenstein, J.: One vector is not enough: entity-augmented distributed
semantics for discourse relations. Trans. Assoc. Comput. Linguist. 3, 329–344
(2015). https://tacl2013.cs.columbia.edu/ojs/index.php/tacl/article/view/536

6. Lan, M., Xu, Y., Niu, Z.Y., et al.: Leveraging synthetic discourse data via multi-
task learning for implicit discourse relation recognition. In: ACL, vol. 1, pp. 476–
485. Citeseer (2013)

7. Levin, B.: English Verb Classes and Alternations: A Preliminary Investigation.
University of Chicago Press, Chicago (1993)

8. Li, J.J., Nenkova, A.: Reducing sparsity improves the recognition of implicit dis-
course relations. In: Proceedings of the 15th Annual Meeting of the Special Interest
Group on Discourse and Dialogue, p. 199. Citeseer (2014)

9. Li, J.J., Nenkova, A.: Reducing sparsity improves the recognition of implicit
discourse relations. In: SIGDIAL Conference, pp. 199–207. The Associa-
tion for Computer Linguistics (2014). http://dblp.uni-trier.de/db/conf/sigdial/
sigdial2014.html#LiN14a

10. Lin, Z., Kan, M.Y., Ng, H.T.: Recognizing implicit discourse relations in the penn
discourse treebank. In: Proceedings of the Conference on Empirical Methods in
Natural Language Processing, pp. 343–351. Association for Computational Lin-
guistics (2009)

11. Liu, Y., Li, S.: Recognizing implicit discourse relations via repeated reading: neural
networks with multi-level attention. In: Proceedings of the 2016 Conference on
Empirical Methods in Natural Language Processing, pp. 1224–1233. Association for
Computational Linguistics, Austin, Texas (2016). https://aclweb.org/anthology/
D16-1130

http://www.aclweb.org/anthology/p16-1163
https://tacl2013.cs.columbia.edu/ojs/index.php/tacl/article/view/536
http://dblp.uni-trier.de/db/conf/sigdial/sigdial2014.html#LiN14a
http://dblp.uni-trier.de/db/conf/sigdial/sigdial2014.html#LiN14a
https://aclweb.org/anthology/D16-1130
https://aclweb.org/anthology/D16-1130


Stacked Learning for Implicit Discourse Relation Recognition 169

12. Martins, A.F., Das, D., Smith, N.A., Xing, E.P.: Stacking dependency parsers.
In: Proceedings of the Conference on Empirical Methods in Natural Language
Processing, pp. 157–166. Association for Computational Linguistics (2008)

13. McKeown, K., Biran, O.: Aggregated word pair features for implicit discourse
relation disambiguation. In: Proceedings of the 51th Annual Meeting of the Asso-
ciation for Computational Linguistics, pp. 69–73. Association for Computational
Linguistics (2013)

14. Park, J., Cardie, C.: Improving implicit discourse relation recognition through fea-
ture set optimization. In: Proceedings of the 13th Annual Meeting of the Special
Interest Group on Discourse and Dialogue, pp. 108–112. Association for Compu-
tational Linguistics (2012)

15. Pitler, E., Louis, A., Nenkova, A.: Automatic sense prediction for implicit discourse
relations in text. In: Proceedings of the Joint Conference of the 47th Annual Meet-
ing of the ACL and the 4th International Joint Conference on Natural Language
Processing of the AFNLP, vol. 2, pp. 683–691. Association for Computational Lin-
guistics (2009)

16. Prasad, R., Dinesh, N., Lee, A., Miltsakaki, E., Robaldo, L., Joshi, A.K., Webber,
B.L.: The penn discourse treebank 2.0. In: LREC. Citeseer (2008)

17. Socher, R., Pennington, J., Huang, E.H., Ng, A.Y., Manning, C.D.: Semi-
supervised recursive autoencoders for predicting sentiment distributions. In: Pro-
ceedings of the Conference on Empirical Methods in Natural Language Processing,
pp. 151–161. Association for Computational Linguistics (2011)

18. Søgaard, A.: Simple semi-supervised training of part-of-speech taggers. In: Proceed-
ings of the 48th Annual Meeting of the Association for Computational Linguistics,
pp. 205–208. Association for Computational Linguistics (2010)

19. Stone, P., Dunphy, D.C., Smith, M.S., Ogilvie, D.: The general inquirer: a computer
approach to content analysis. J. Regional Sci. 8(1), 113–116 (1968)

20. Wang, X., Li, S., Li, J., Li, W.: Implicit discourse relation recognition by selecting
typical training examples. In: Proceedings of the 24th International Conference on
Computational Linguistics: Posters, pp. 2757–2772. Association for Computational
Linguistics (2012)

21. Wilson, T., Wiebe, J., Hoffmann, P.: Recognizing contextual polarity in phrase-
level sentiment analysis. In: Proceedings of the Conference on Human Language
Technology and Empirical Methods in Natural Language Processing, pp. 347–354.
Association for Computational Linguistics (2005)

22. Witten, I.H., Frank, E.: Data Mining: Practical Machine Learning Tools and Tech-
niques. Morgan Kaufmann, San Francisco (2005)

23. Zhang, B., Su, J., Xiong, D., Lu, Y., Duan, H., Yao, J.: Shallow convolutional
neural network for implicit discourse relation recognition. In: Proceedings of the
Conference on Empirical Methods in Natural Language Processing, pp. 2230–2235.
Association for Computational Linguistics (2015)

24. Zhou, Z.M., Xu, Y., Niu, Z.Y., Lan, M., Su, J., Tan, C.L.: Predicting discourse
connectives for implicit discourse relation recognition. In: Proceedings of the 23rd
International Conference on Computational Linguistics: Posters, pp. 1507–1514.
Association for Computational Linguistics (2010)



IR and Applications



Network Structural Balance Analysis for Sina
Microblog Based on Particle Swarm

Optimization Algorithm

Xia Fu(B), Yajun Du, and Yongtao Ye

School of Computer and Software Engineering,
Xihua University, Chengdu 610039, Sichuan, China

1805256845@qq.com

Abstract. Research on structure balance of networks is of great impor-
tance for theoretical research and practical application, and received
extensive attention of scholars from diverse fields in recent years. The
computation and transformation of structure balance primarily aim at
calculating the cost of converting an unbalanced network into a balanced
network. In this paper, we proposed an efficient method to study the
structure balance of the microblog network. Firstly, we model the struc-
tural balance of social network as a mathematical optimization prob-
lem. Secondly, we design an energy function incorporate with structure
balance theory. Finally, considering the standard particle swarm opti-
mization algorithm can not deal with discrete problem, we redefined the
velocity and position updating rules of particles from a discrete perspec-
tive to solve the modeled optimization problem. Experiments on real
data sets demonstrate our method is efficient.

Keywords: Structural balance · Signed network · Social network ·
Particle swarm optimization algorithm

1 Introduction

With the rapid development of internet and social medias, social network has
changed the way of people live. For instance, more and more people are willing
to share their life, express their viewpoints, and build their social relations with
the convenience provided by social platforms such as Facebook, Renren and
WeChat. The network structure is the foundation of the social network. The
analysis of network structure balance will certainly give theoretical supports to
other network structure issues. As a result, in this paper we will do research on
network structure balance.

Perhaps the most basic theory that is applications to signed social networks
but does not appear in the study of unsigned networks is social balance. Social
balance theory is an old idea in sociology, which was first proposed by Heider
in 1940s [1]. The theory of social balance states that relationships in plus-minus
networks tend to follow patterns such as “an enemy of my friend is my enemy”
c© Springer International Publishing AG 2017
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and “an enemy of my enemy is my friend”. Later, a notion called weak balance
further generalizes social balance by arguing that in many cases an enemy of
ones enemy can indeed act as an enemy [2], they defineded weak structural
balance as follows: only triangles with exactly two positive edges are implausible
in real networks, and that all other kinds of triangles should be permissible.
Though, there have been more that 70 years since Heisers seminal studies, the
structure balance still maintains the interest of scholars in diverse fields, such as
psychology, sociology, economics, computer science, etc.

Heiders balance theory suggests that a network is balanced if it is complete
and can be divided into two subsets. However, most real social networks can
not be represented by complete graph. Moreover, Wasserman etc. Suggest that
many signed social networks can be divided into more than two clusters [3].
Following these studies, many method [4,5] based on clustering techniques have
been devised for realizing structure balance. These traditional methods based
on graph parting, spectral clustering and hierarchical clustering can not deal
with structure balance problem well. The reason is that these methods need
to artificially specify the clusters in advance and some methods can not analy-
sis the community topology of the network. Considering these drawbacks, some
researchers focus on Evolutionary algorithms (EAs) [6,7], which inspired by prin-
ciples from biology, ethology, etc., Qing et al. [8] proposed an approach involves
evolutionary multiobjective optimization, the main idea is developing the multi-
objective discrete particle swarm optimization framework firstly, then designed
a model to select the best solution. Ma et al. [9] proposed a method based on
memetic algorithm. Li et al. [10] proposed a method based on particle swarm
optimization, but they do not explain the method clear. The results of these opti-
mization methods show the outstanding techniques of optimization algorithms
for solving diverse kinds of complex optimization problems in many domains.

In this paper, considering the importance of optimization and the drawbacks
of traditional methods, the idea of optimization has been adopted to study the
structural balance problem. The main contributions of this paper are summa-
rized as follows:

(1) We design an energy function based on structure balance theory: A sign
network can be divided into k > 2 clusters such that the nodes are positively
linked within each other and negatively linked between the clusters.

(2) We redefined the velocity and position updating rules of particles from a
discrete perspective to solve the modeled optimization problem.

The remainder of the paper is organized as follows: Sect. 2 discussed the
previous work associated with this paper; in Sect. 3 the novel algorithm is pro-
posed; the experiment results are displayed and analyzed in Sect. 4; Finally,
Sect. 5 talked about the conclusion and further work.

2 Related Work

Three broad classes of related work pertinent to this study-i.e., Signed Network,
Structure Balance and Particle Swarm Optimization Algorithm are briefly intro-
duced in this section.
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2.1 Signed Network

Signed network is a kind of network including edges with the property of positive
or negative sign, the positive edge and negative edge represents positive and
negative relationship, respectively. It is meaningful to utilize the sign property
of edge to analyze, understand and predict the topology structure of complex
network, and do research on signed network is important for recommendation,
attitudes predicting and clustering problem. We usually use signed graph that is
composed of a set of vertices and edges to model the signed network. The vertices
represent the objects in the network and the edges denote the relationships
between the objects.

Definition 1 (Graph). A graph commonly denoted as G = {V, PE,NE}, where
V is aggregation of vertices, PE and NE is the aggregation of positive and neg-
ative edges, respectively. Using adjacency matrix to represent the relationships
between objects of graph G:

aij =

⎧
⎪⎨

⎪⎩

wij , wij > 0 if eij ∈ PE,
wij , wij < 0 if eij ∈ NE,
wij , wij = 0 if there is no relation between i and j.

(1)

where aij is the element of adjacency matrix, and wij is the weight of edge eij .

2.2 Structure Balance

The basis of Structure balance theory is theories of social psychology, which
originated in the mid-20th-century, then formulated in Heiders balance model.
The model divided the relationship between people or the people and things
into positive and negative, and subsequently cast in graph-theoretic language
by Cartwright and Harary [11], structural balance considers the possible ways
in which triangles on three individuals can be signed, and assuming that tri-
angles with three positive signs shown in Fig. 1(a) and those with one posi-
tive sign shown in Fig. 1(b) are balanced. And triangles with two positive signs
shown in Fig. 1(c) and none positive signs shown in Fig. 1(d) are imbalanced. The
“+” and “−’ in Fig. 1 represents positive relationship and negative relationship,
respectively.

Fig. 1. Relationship patterns of triads in signed network.
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Heiders balance theory provides us with two equivalent ways to view struc-
tural balance of complete graphs, i.e., the local view and global view. From the
local view, a complete network is balanced if each triangles is balanced. From
the global view, a complete network is balanced iff the nodes of the network can
be divided into two subsets [12] X and Y, and if X and Y meet the relationship
described in Fig. 2, then the network is balanced.

Fig. 2. A global view of balance theory.

Structure balance has become a big research field and can be used in various
domains. We use the evolution of alliances in Europe in the period from 1872
to 1907 to prove the importance of structure balance, which is shown in Fig. 3,
Where nodes A, B, C, D, E and F represents French, Britain, Russia, Austria-
Hungary, Italy and Germany, respectively. Each node can have positive or neg-
ative opinion on another node, solid line and dotted line represents alliance and
hostile, respectively.

Fig. 3. The evolution of alliances in Europe, 1872–1907.
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2.3 Particle Swarm Optimization Algorithm

Particle Swarm Optimization (PSO), also called Particle Swarm Optimiza-
tion Algorithm, It was first proposed by Eberhart and Kennedy in 1995 [13].
The Concise and novel ideas, easy implementation and good robustness make
PSO a popular optimization technique for solving complex optimization prob-
lems. The standard global PSO algorithm can be outlined as follows: sup-
pose in a n-dimensional search space a particle swarm is comprised of M
particles, the position of i-th particle is expressed as a n-dimensional vec-
tor Xi = (x1

i , x
2
i , x

3
i , ..., x

n
i ), the velocity of i-th particle is expressed as a n-

dimensional vector Vi = (v1
i , v

2
i , v

3
i , ..., v

n
i ). So far the i-th particles personal

best position is Pbesti = (pbest1i , pbest2i , pbest3i , ..., pbestni ) and the global best
position of the swarm is Gbest = (gbest1, gbest2, gbest3, ..., gbestn), then i-th
particle adjusts its velocity and position according to the following updating
rules

vt+1
i = vt

i + c1r1(pbestti − xt
i) + c2r2(gbestt − xt

i) (2)

xt+1
i = xt

i + vt+1
i (3)

where c1 and c2 are acceleration coefficients termed as cognitive and social
components, and r1 and r2 are two random numbers within the range from
0 up to 1.

3 Optimization Algorithm

3.1 Algorithm Framework

In this paper we propose a discrete PSO for Microblog (named MDPSO) by
minimizing an energy function to locate the unbalanced edges that exist in the
network, and then change their signs to obtain a structurally balanced network.
A flow chart of the proposed algorithm, denoted as MDPSO is shown in Fig. 4.
The proposed MDPSO algorithm is a process of constant iterative. The pseudo
code of the MDPSO algorithm is given in Algorithm1.

Fig. 4. The flow chart of the proposed algorithm MDPSO.
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Algorithm 1. The Framework of the algorithm
Input: The adjacency matrix A of the Microblog social network G.
Output: an optimal solution S corresponding to a partition of the network G, the

balanced network G.
1: Parameters : The max and min inertia weight: ωmax andωmin ; the size of pop-

ulation: N; the learning factor:Cp ,Cg ; max iterations: T
2: initialization :
3: Adopt the initialization described in Sect. 3.3 to initialize position of particles.
4: for each node do do
5: for i in T do do
6: Adopt the function H(s) to evaluate the degree of balance
7: Utilize the updating rules described in Sect. 3.4 to update particles
8: end for
9: chose the solution that has minimum H

10: end for

3.2 Energy Function

Considering the weak definition of the structure balance of signed networks, we
rewrite the energy function H(s) [14] previously proposed, the function is defined
as follows:

H(s) = −
∑

(i,j),xi �=xj

(S+
ijxi · xj)/2 −

∑

(i,j),xi=xj

(S−
ijxi · xj)/2

=
∑

(i,j),xi �=xj

|S+
ij |/2 +

∑

(i,j),xi=xj

|S−
ij |/2

(4)

where S+
ij , S

−
ij denotes positive and negative links between node i and j, respec-

tively;
∑

(i,j),xi �=xj
|S+

ij |/2 and
∑

(i,j),xi �=xj
|S−

ij |/2 represent the number of the
negative links within the same cluster and the positive links across different
cluster, respectively.

According to the meaning of H, we can notice that, the value of H(s) equals
the number of imbalanced edges of a network. So, with the decrease of H(s), a
balanced network will be achieved. Therefor, our optimization goal is to contin-
uously reduce the value of H(s). So the corresponding optimization model can
be expressed as follows:

minH(s) = α ·
∑

(i,j),xi �=xj

|S+
ij |/2 + (1 − α) ·

∑

(i,j),xi �=xj

|S−
ij |/2 (5)

where cost coefficient parameter α is a number between 0 and 1. If 0 ≤ α < 0.5,
then the cost of changing the negative link is greater than changing the positive
link; If α = 0.5, we believe that the cost of both cases is the same; Otherwise,
positive links affect more.
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3.3 Initialization

At the beginning of our algorithm, we need to initialization the position vectors
and velocity vectors of the population. The position vector of the particle i can
be defined as Xi = (x1

i , x
2
i , x

3
i , ..., x

n
i ), where xj

i ∈ [1, n] is an integer, and each
integer represents a classification corresponding to the position of the node. If
xm
i = xn

i , the nodes m and n belong to the same cluster. In our initialization
step, the velocity vectors are all initialized as zero vector. Algorithm 2 describes
the position initialization of network.

Algorithm 2. Initialization of position
Input: The size of population N.
Output: solutions X = X1,X2,X3, ...,XN .
1: Parameters :1 ≤ i ≤ N, 1 ≤ j ≤ N
2: Generate N solutions X
3: for each solution X i of X do do
4: Generate a random sequence(e.g.r1, r2, ..., rN ).
5: for each chosen node vrj of G do do
6: xiu ← xirj , ∀u ∈ {u|Surj = 1}
7: end for
8: end for

In line 6, u is the neighborhood of node vrj , that means the node u has a
positive link with node vrj . In the end, the algorithm will generate a partition
of the network. The graphical expound of initialization algorithm is shown in
Fig. 5.

Fig. 5. The graphical expound of initialization algorithm.
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3.4 Particle Status Updating Rules

According to the meaning of Algorithm2, we know that each solution repre-
sents a partition of the network, and the position of the particle is an integer.
Compared with traditional PSO algorithm, the position and velocity in our app-
roach are both integer, so the mathematical updating rules in continuous PSO
no longer suit the discrete situation. Therefore, the updating rules, given by
Eqs. (2) and (3) are modified to fit discrete form:

vt+1
i = Sign(ωkv

t
i + CpR1(P t

i ⊕ xt
i) + CgR2(Gt ⊕ xt

i)) (6)

xt+1
i = xt

i ⊗ vt+1
i (7)

where ωk is inertial weight, which is used to balance the global and local search
ability. The calculating function of ωk is expressed in Eq. (8). The values of Cp

and Cg determine the effect of particles self cognition and social cognition on
particle trajectories, and reflect the degree of information exchange between par-
ticles. The formula of Cp and Cg have been redefined in Eqs. (9) and (10). The
operation ⊕ is defined as a XOR operator and the function Sign(x) defined in
Eq. (11) returns an integer value, which indicates the positive and negative situ-
ation of parameters. The operation ⊗ is the core of particle updating procedure
in Eq. (13), which directly affects the performance of the algorithm.

ωk = ωmin + (ωmax − ωmin)

√
N − k

N
(8)

where ωmin and ω is min and max inertia weight respectively, N and k is max and
current iterations. Although the linear decreasing weight can balance the global
search ability and the local search ability some extent, with the liner decreasing
of iteration, the latter part of the local search ability will be worse. Therefore,
we set the inertia weight to be nonlinear variation.

Cp = Cps − (Cps − Cpe)cos
k

N
(9)

Cg = Cgs + (Cge − Cgs)cos
k

N
(10)

where Cps and Cgs is initial value of Cp and Cg, respectively, while Cpe and Cge

is end value of Cp and Cg, respectively, and k is the current iterations.

Sign(x) =

{
1, if sigmoid(x) ≥ 0.5,
0, if sigmoid(x) < 0.5.

(11)

where the sigmoid is a good threshold function, which is defined in Eq. (12)

sigmoid(x) =
1

1 + e−x
(12)

Position ⊗ velocity will generate a new position which corresponds to a new
solution to the optimization problem. For a network, the probability of two
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Algorithm 3. Calculation of Best(xt
i)

Input: the neighbors community label set N of node i.
Output: the community label maxlabel of node i .
1: Parameters :intmaxnumber = 0, intmaxlabel = 0
2: for i in N do do
3: int number=0.
4: for k in N do do
5: if i=k then
6: number++
7: end if
8: end for
9: if maxnumber < number then

10: maxnumber=number
11: maxlabel=i
12: end if
13: end for

connected nodes belonging to a community is more than two unconnected nodes.
Therefor we define the new position as follows:

xt+1
i = xt

i ⊗ vt+1
i =

{
xt
i, if vti = 0,

Best(xt
i), if vti = 1.

(13)

where Best(xt
i) represents the community label of the node i, which is selected

from the neighbors of the node i. In reality it is more possible for one person to
join the community that most of its friends join. Suppose node i has a neighbor-
hood set F = {f1, f2, ..., fn}, the definition of neighborhood is in Definition 2.

Definition 2 (Neighborhood). The neighborhood of node i is a set of nodes
that have a positive link with it. So the Best(xt

i) is calculated in Algorithm3.

4 Experiment

In this section, we test our approach both on real-word social networks and com-
pare it with two algorithms. The one is the original Particle swarm optimization
(PSO), the other is PSOSB which is proposed by Li [10].

4.1 Description of Data Sets

In our experiment, we crawled data (SMD) from sina microblog open plat-
form via crawler that we designed and downloaded three other real-world
signed networks from Stanford Network Analysis Platform (SNAP) in http://
snap.stanford.edu/index.html. The statistic of these real-world social network is
described in Table 1.

http://snap.stanford.edu/index.html
http://snap.stanford.edu/index.html
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Table 1. Real-world signed networks.

Dataset Description Size + −
SMD 780 3280 80% 20%

Slashdot 82040 549202 77.4% 22.6%

Epinions 131828 840799 85% 15%

Wikipedia 10835 159388 76% 24%

4.2 Experiment Results and Analysis

In our method, the energy function is one of the core formula, so a suitable and
effective parameter of energy function will contribute to the performance of the
algorithm. The function H(s) denotes the cost for transforming an unbalanced
network to a balanced network. Our aim is to minimize the H(s) in the same
situation by adjusting the cost coefficient α from 0 to 1. We do experiments
on our datasets based on different α. The result on several real-world datasets
are shown in Table 2, according to the result, we can get the conclusion: when
α = 0.4 the cost is the smallest.

Table 2. Comparision results of α between MBPSO and the other algorithms on the
four real-world networks.

Dataset Algorithm α = 0.2 α = 0.4 α = 0.6 α = 0.8

SMD PSO 10,955 8706 9278 10,356

PSOSB 9530 8019 8995 9546

MDPSO 8423 7813 8469 8804

Slashdot PSO 47,432 42,100 58,804 53,770

PSOSB 35,094 28,989 40,035 45,778

MDPSO 25,738 20,511 30,167 35,806

Epinions PSO 97,954 90,016 93,228 96,819

PSOSB 86,074 78,070 84,308 90,931

MDPSO 80,026 76,533 79,039 81,003

wikipedia PSO 30,581 22,068 35,620 41,438

PSOSB 28,581 20,143 28,258 31,973

MDPSO 26,374 17,559 23,760 25,920

For the proposed algorithm, the parameters, such as iteration number Imax,
the max inertial coefficient ωmax and min inertial coefficient ωmin affect the
performance of the algorithm. Through repeated experiment and comparison,
we set the parameters of our algorithm as follows: the max inertial coefficient
ωmax and min inertial coefficient ωmin is set to 2 and 1, respectively; the particle
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swarm population size and the maximum number of iterations are both set to
100; the initial value of self learning factors Cps and social learning factors Cgs

is set to 2 and 0, respectively, while the end value of self learning factors Cpe

and social learning factors Cge is set to 0 and 2.
In order to verify the convergence of the algorithm proposed in this paper,

we do experiments on wikipedia and SMD datasets, the results show that the
MDPSO algorithm essentially convergence after about 60 iterations, while the
PSO and PSOSB essentially convergence after about 80 iterations. The detail is
shown in Figs. 6 and 7.

Fig. 6. wikipedia Fig. 7. SMD

In order to verify the effectiveness of the MDPSO, we do experiments on the
four data sets above-mentioned, the results is shown in Fig. 8. In these experi-
ments we give the same parameters for each algorithm. Figure 8 shows the Energy
Function Value of PSOSB algorithm is smaller than PSO in every datasets, and
the Energy Function Value of MDPSO algorithm is the smallest at any time.
These results illustrate the effectiveness of our method.

Fig. 8. Comparison the energy function value of PSO, PSOSB and MDPSO.

5 Conclusion

The study of structure balance is the foundation of complex network analysis.
Because of the importance of the structure analysis, it received increasing atten-
tion of scholars from diverse fields in recent years. In this paper, we treat the
network structure balance problem as an optimization problem. We extended
the energy function based on the structure balance theory, and put the energy
function as the fitness function of the optimization method. After that, according
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to the needs of discrete problem, we redefined the particle updating rules with
a discrete view. We test our approach on real-world date sets, the experiment
results demonstrate the effectiveness of the method. Our future work will focus
on more in depth analysis of network structure, such as dynamic evolution of
network structure.
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Postgraduate, Xihua University.
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Abstract. In the process of extracting image saliency features by using regional
covariance, the low-level higher-order data are dealt with by vectorization,
however, the structure of the data (color, intensity, direction) may be lost in the
process, leading to a poorer representation and overall performance degradation.
In this paper we introduce an approach for sparse representation of region cova‐
riance that will preserve the inherent structure of the image. This approach firstly
calculates the image low-level data (color, intensity, direction), and then uses
multi-scale transform to extract the multi-scale features for constructing tensor
space, at last by using tensor sparse coding the image bottom features are extracted
from region covariance. In the paper, it compares the experimental results with
the commonly used feature extraction algorithms’ results. The experimental
results show that the proposed algorithm is closer to the actual boundary of the
object and achieving better results.

Keywords: Saliency feature · Region covariance · Tensor space · Multi-scale
transform

1 Introduction

When people observe natural scenes, predictions of objects are called saliency predic‐
tions or detections, and the saliency studying has attracted a lot of computer vision
scientists and neuroscience scientists. Highly predictive accuracy is important for many
applications, such as object detection and segmentation, content-based compression,
scene understanding, robot navigation, and image/video quality assessment.

In the existing literatures the saliency models include: (1) pure bottom-up image
saliency features; (2) top-down semantic saliency features; (3) combination models.
These models use a variety of visual features, including low, medium and advanced
features. However, each single model has its own assumptions and methods, respec‐
tively, to solve the different aspects of human visual attention to the problem. In addition,

This work was supported in part by the National Natural Science Foundation of China under
Grant 61650105, Grant 61462042, and Grant 61462045, in part by the Jiangxi Education
Science and Technology Research Project under Grant GJJ160324.
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some researchers selected fewer data sets to validate their models. Thus, there is a data
set deviation in their model [1]. Because of these assumptions and constraints, each
model has its own image set [2] and the corresponding weaknesses. The bottom-up
saliency model of the use of biological low-level features is mainly based on the principle
proposed by Itti and others [3–5]. Assuming that the saliency region is significant in
terms of color, intensity, or orientation, Itti et al. used the visual saliency of the center-
surround difference across multi-scale image features. Harel and others [6] based on the
local image block different from the surrounding image block to establish the image of
the visual saliency (model GBVS), which uses the Markov chain to measure the dissim‐
ilarity between local blocks. Similarly, Liu and others [7] proposed a set of novel features
including multi-scale contrast, center-surround histogram, and color spatial distribution
to describe a salient object locally, regionally, and globally. Bruce and Tsotsos [8]
presented a saliency model (AIM) is based on Shannon’s self-information measure and
is achieved in a neural circuit, which is demonstrated as having close ties with the
circuitry existent in the primate visual cortex. Hou and Zhang [9] introduced the incre‐
mental coding length (ICL) to measure the perspective entropy gain of each feature.
Zhang and others [10] proposed a definition of saliency by considering what the visual
system is trying to optimize when directing attention. Kong and others [11] proposed
an integration approach to detect salient region based on three principles from psycho‐
logical evidence and observations of images, including colour contrast in a global
context, spatially compact colour distribution, and multi-scale image abstraction. Fang
and others [12] proposed a novel video saliency detection model based on feature
contrast in compressed domain. Four types of features including luminance, color,
texture, and motion are extracted from the discrete cosine transform coefficients and
motion vectors in video bitstream. Jiang and others [13] proposed a novel automatic
salient object segmentation algorithm which integrates both bottom-up salient stimuli
and object-level shape prior. The above models perform well, and each model has its
own most suitable image set due to different assumptions. For example, the Itti [3] model
focuses primarily on local dissimilarity and is insufficient in detecting global visual
saliency, whereas the AIM [8] model shows insufficient performance in detecting local
dissimilarity.

In general, these bottom-up models cannot detect saliency areas with semantic infor‐
mation. Itti model cannot distinguish between the human body and its surroundings. A
large number of researchers recently solved the saliency detection by combining low-
level and advanced features. Cerf and others [14] improved the performance by adding
face detection to the Itti model. Judd and others [15] proposed a new saliency detection
model by using the support vector machine (SVM) to learn the optimal weight of all the
combined features. Similarly, Chang and others [16, 17] proposed object-based saliency
models using object metrics. While the top-down model emphasizes the importance of
advanced and semantic features, the goal of detecting failure is usually a saliency object
that has not yet been trained. In addition, the performance of the combined model in
detecting non-semantic bottom-up saliency regions may not be as good as pure bottom-
up model. For example, the Judd [15] model does not well detect local dissimilarity in
some cases.

186 S. Wang et al.



Before the study most of algorithms dealt with the low-level higher-order data by
vectorization, the structure of the data may be lost in the process, which leads to a poorer
representation and overall performance degradation. In this paper we use regional cova‐
riance to extract image saliency features, and we introduce an approach for sparse repre‐
sentation of region covariance which will preserve the inherent structure of the image.
In the paper, it compares the experimental results with the commonly used feature
extraction algorithms. The experimental results show that the proposed algorithm is
closer to the actual boundary of the object and achieving better results.

2 Algorithm

In the process of saliency image feature extraction, it is necessary to save the structural
features of the saliency region texture as much as possible. At the same time, the local
low-level features of the image should be preserved. From the statistical point of view,
the features of visual saliency detections are very similar to the statistical components
with the Supper Gaussian distribution, because the “super-Gaussian” in statistics and
“sparse, structured” in image processing basically have the same meaning. This
approach uses multi-scale transform to extract the multi-scale features for constructing
tensor space, at last by tensor sparse coding the image bottom features are extracted
from region covariance.

2.1 Region Covariance

2006 Erkut and Aykut [18] first proposed covariance as a compact regional descriptor,
and since then it has been effectively using and solving various advanced computer
vision problems. Description of region covariance:

Q(x, y) = F(I, x, y) (1)

The I represents an image, the target area in the image is R, its size is M × N, each
pixel to generate d-dimension eigenvector Q(x, y). The M and N is the width and height
of the target area, Q(x, y) is a description of the pixel in the target area, and its element
may be the spatial position information, the intensity, the color, the direction, and may
be the response value of the filter of the pixel, etc. The choice of eigenvectors can be
determined according to the needs of the actual application. A pixel Qi can be expressed
as follows:

Qi = [x, y, R(x, y), G(x, y), B(x, y), T(x, y),…] (2)

The (x, y) is the coordinates of the pixel; R(x, y), G(x, y), B(x, y) are the corresponding
pixel (x, y) RGB color values; T(x, y) is the corresponding pixel brightness feature. The
covariance matrix of the target region can be expressed as:
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CR =
1

MN

MN∑
i=1

(Qi − uR)
T (Qi − uR) (3)

Formula: uR =
1

MN

MN∑
i=1

Qi, the covariance matrix CR is a real symmetric positive

definite matrix, the values on the diagonal in the covariance matrix represent each indi‐
vidual feature, and the value on the non-diagonal indicates the correlation between the
features, The size of 𝐂R depends only on the dimension of the selected feature vector
d, regardless of the size of the target area.

2.2 Multi-scale of Image Low-Level Features

The input image is assumed to be I(x, y), the red, green, and blue channel images are
(R0, G0, B0).

Color features: set up R (red), G (green), B (blue), Y (yellow) 4 color channels,
such as:

R = R0 − (G0 + B0)∕2 (4)

G = G0 − (R0 + B0)∕2 (5)

B = B0 − (G0 + R0)∕2 (6)

Y = (G0 + B0)∕2 − (G0 − B0)∕2 − B0 (7)

Intensity features: use L to describe the brightness of the original image:

L = (R0 + G0 + B0)∕3 (8)

Direction features: the paper uses a two-dimensional Gabor filter [19] for image
processing, the two-dimensional image data can be processed directly, and operational
efficiency can be improved. The calculation process is as follows:

Gu,v(z) = I(z) ∗ 𝜓u,v(z) (9)

∗ is convolution operation, z = (x, y) is grey value, 𝜓u,v(z) Defines the Gabor kernel
of orientation u and scale v.

The definition of multi-scale features GF(i), i = 1, 2,… , 5p, p = u ∗ v. In the paper,
we use u = 8, v = 5, p = 40. Using image low-level features set (R,G,B,Y, L) and 𝜓u,v(z)

convolution operation get GF(i), (i = 1, 2,… , 200).
According to GF(i) and region covariance (Sect. 2.1), each pixel can generate

200-dimensions eigenvector Q(x, y) and region covariance C.
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2.3 Multi-scale Tensor Region Covariance

We begin with a known dictionary consisting of k n ∗ n positive definite matrices
{Ai}

k
i=1, where each Ai is referred to as a dictionary atom. Given a positive definite matrix

(region covariance) C, our goal is to represent the new matrix as a linear combination
of the dictionary atoms, as follow:

C =

k∑
i=1

yiAi (10)

yi(i = 1, 2,… , k) are the vector of coefficients.
According to the literature [20, 21], it proposed tensor sparse coding to get sparse

representation of C. We can get the corresponding value yi of each pixel. The eigenvector
representation is 𝝋(C) = {yi}

k
i=1.

In order to calculate the distance between Ri and Rj, the definitions of xi and xj as the
center of the area Ri and Rj. The distance G(Ri, Rj) can be calculated as follow:

G(Ri, Rj) = ||𝝋(Ci) − 𝝋(Cj)||∕(1 + ||xi − xj||) (11)

Then by calculating the distance with the nearest m neighboring area and getting the
saliency of the region, the formula is:

S(Ri) = (1∕m)

m∑
j=1

G(Ri, Rj) (12)

3 Experiment

3.1 Experimental Data Set

This paper uses the CAT2000 dataset with 20 categories of scenes [22], including: (1)
action, (2) emotion, (3) art, (4) black and white, (5) cartoon, (6) irregular shape, (7)
indoors, (8) drawings, (9) low resolution, (10) noisy, (11) object, (12) artificial outdoors,
(13) natural outdoors, (14) pattern, (15) free, (16) satellite, (17) sketch, (18) social.
Where the resolution of the image is 1920 * 1080 pixels and different categories of
scenes are suitable for studying the different aspects of saliency behavior. Part of the
CAT2000 data set shown in Fig. 1.
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Fig. 1. Part of the CAT2000 data set

3.2 Measure Principles

Theoretically, any model can be measured by any standard, and the saliency model
produces a saliency graph S, which is usually quantified by comparison with the eye
movement data G. In the literature, Judd et al. have the following measures of the sali‐
ency model [23]: (1) AUC-Judd; (2) SIM; (3) EMD; (4) AUC-Borji; (5) sAUC; (6) CC;
(7) NSS; (8) KL.

3.3 Visualize Measurement Data

In order to visualize the saliency of the statistical data, the visualization of the meas‐
urement criteria data is based on the Benchmark et al. method [24]. The experimental
visualization data are as follows (Fig. 2):

Fig. 2. Input image, fixation map, fixation locations

Visualize area under ROC curve (AUC) computation: A set of AUC visualizations
that plot the level sets of the saliency map at different thresholds, the corresponding true
positives and false negatives and the resulting ROC curve, the results are shown in Fig. 3.
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Fig. 3. Visualize area under ROC curve

Visualize normalized scan path saliency (NSS) computation: NSS plotted in parula
color scale; higher values mean higher normalized saliency at fixated locations, the
results are shown in Fig. 4.

Fig. 4. Visualize normalized scan path saliency (NSS) (Color figure online)

Visualize Kullback-Leibler Divergence (KL) computation: KL heat map, with
brighter red values corresponding to higher KL divergence (salMap fails to sufficiently
approximate fixMap at those pixels), the results are shown in Fig. 5.
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Fig. 5. Visualize Kullback-Leibler Divergence (KL) (Color figure online)

Visualize Similarity (SIM) computation: histogram intersection, plotted in parula
color scale; higher values correspond to higher intersection between saliency map and
ground truth fixation map, the results are shown in Fig. 6.

Fig. 6. Visualize similarity (SIM) (Color figure online)

Visualize Pearson’s Correlation Coefficient (CC) computation: correlation coeffi‐
cient, plotted in parula color scale; higher values correspond to higher correlation
between saliency map and ground truth fixation map, the results are shown in Fig. 7.

Fig. 7. Visualize Pearson’s correlation coefficient (CC) (Color figure online)
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Visualize Earth Mover’s Distance (EMD) computation: in green are regions of the
saliency map from which density needs to be moved to the regions in red to transform
salMap to match fixMap, The results are shown in Fig. 8.

Fig. 8. Visualize earth mover’s distance (EMD) (Color figure online)

Visualize Information Gain (IG) computation: visualize information gain over base‐
line map cyan color scheme corresponds to gain relative to baseline (salMap better
predicts fixMap at these pixels) red color scheme corresponds to loss relative to baseline
(baseMap better predicts fixMap at these pixels), the results are shown in Fig. 9.

Fig. 9. Visualize information gain (IG) (Color figure online)

3.4 Model Comparison

By comparing the saliency of the CAT2000 data set, the saliency maps are obtained and
compared with the other algorithms. As shown in Fig. 10, an image is selected from
each type of image set. Color feature as an important feature of the image, the algorithm
focuses on the use of color features, the test images are color images, excluding the gray
images of CAT2000 data set.

Table 1 and Fig. 10 show the results of the comparison with other up-to-date methods
on the CAT2000 dataset. In this paper, we compare with the following algorithms:
Goferman and others [25] proposed CAS (PAMI), which presented a detection algorithm
which is based on four principles observed in the psychological literature, the benefits
of the proposed approach are evaluated in two applications where the context of the
dominant objects is just as essential as the objects themselves; Erdem and others [26]
proposed CovSal, they proposed to use covariance matrices of simple image features
(known as region covariance descriptors in the computer vision community; Hage and
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others [6] based on the local image block different from the surrounding image block to
establish the image visual saliency (model GBVS), which uses the Markov chain for
measuring the heterogeneity between local blocks; Fang and others [27] proposed to
estimate image saliency (model LDS)by learning a set of discriminative subspaces that
perform the best in popping out targets and suppressing distractors; Riche and others
[28] proposed a novel saliency prediction model, called RARE2012, which selects
information worthy of attention based on multi-scale spatial rarity; Murray and others
[29] proposed an efficient model of color appearance in human vision, which contains
a principled selection of parameters as well as an innate spatial pooling mechanism, can
be generalized to obtain a saliency model that outperforms state-of-the-art models; Ran
and others [30] proposed an approach for saliency detection that combines previously
suggested patch distinctness with an object probability map(model CGI2012).

Table 1. Correlation results by using the CAT2000 data set.

Model name AUC-Judd SIM EMD AUC-Borji CC NSS KL
Judd Model 0.84 0.46 3.60 0.84 0.54 1.30 0.94
GBVS 0.80 0.51 2.99 0.79 0.50 1.23 0.80
CAS 0.77 0.50 3.09 0.76 0.42 1.07 1.04
IttiKoch 0.56 0.34 4.66 0.53 0.09 0.25 6.71
Murray model 0.70 0.43 3.79 0.70 0.30 0.77 1.14
CGI2012 0.77 0.46 4.17 0.76 0.43 1.14 1.53
RARE2012 0.82 0.54 2.72 0.81 0.57 1.44 0.76
LDS 0.83 0.58 2.09 0.79 0.62 1.54 0.79
The paper 0.87 0.46 1.78 0.79 0.36 1.89 2.62

Fig. 10. The saliency map comparison with other up-to-date algorithms.
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As shown in Fig. 10 and Table 1, the interior of the original image region is relatively
uniform, and the extraction of the saliency feature is relatively difficult. CAS (PAMI)
is based on four principles observed in the psychological literature, but the emphasis of
saliency feature is not obvious enough, GBVS, Murray mode and CGI2012 also
encounter this problem; RARE2012 algorithm selects information worthy of attention
based on multi-scale spatial rarity, due to the influence of noise, the saliency extraction
is ineffective; CovSal, LDS and the algorithm proposed can be very good to obtain the
clear boundary and clear features, and they are good to distinguish features and distur‐
bances, especially the proposed algorithm has been almost targeted to the specific sali‐
ency of the object, other disturbances have been excluded, the saliency effect is very
obvious.

4 Conclusion

Now the most of algorithms dealt with the low-level higher-order data by vectorization,
the structure of the data may be lost in the process, which leads to a poorer representation
and overall performance degradation. In this paper we use regional covariance to extract
image saliency features, and we introduce an approach for sparse representation of
region covariance which will preserve the inherent structure of the image. Firstly it
obtains the image low-level data (color, intensity, direction, etc.), and then it uses the
multi-scale filtering to process all of the low-level data, on the one hand it filters out the
noises of the low-level features, on the other hand it obtains image features for tensor
sparse coding from the multi-band perspective, it is advantageous to preserve the
inherent structure of the multi-band from the image. At last, it compares the experimental
results with the commonly used feature extraction algorithms. The experimental results
show that the proposed algorithm is closer to the actual boundary of the object and
achieving better results.
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Abstract. Word embeddings have achieved an outstanding performance in
word similarity measurement. However, most prior works focus on building
models with one embedding per word, neglect the fact that a word can have
multiple senses. This paper proposes two sense embedding learning methods
based on large-scale unlabeled corpus and Lexicon respectively for Chinese
polysemous words. The corpus-based method labels the senses of polysemous
words by clustering the contexts with tf-idf weight, and using the HowNet to
initialize the number of senses instead of simply inducing a fixed number for
each polysemous word. The lexicon-based method extends the AutoExtend to
Tongyici Cilin with some related lexicon constraints for sense embedding
learning. Furthermore, these two methods are combined for Chinese polysemous
word similarity computation. The experiments on the Chinese Polysemous
Word Similarity Dataset show the effectiveness and complementarity of our two
sense embedding learning methods. The final Spearman rank correlation coef-
ficient achieves 0.582, which outperforms the state-of-the-art performance on
the evaluation dataset.

Keywords: Sense embeddings � Chinese word similarity evaluation � Chinese
polysemous words � Large-scale unlabeled corpus � Lexicon

1 Introduction

Many Nature Language Processing tasks benefit from word embeddings [1] because
they help capture syntactic and semantic characteristics of words by projecting words
into a low-dimensional vector space. However, most of the previous researches in word
embeddings associate each word with a single embedding. Such single embedding
representation method is forced to express polysemous word with an uneasy central
vector between its various meanings [2]. This will lead to a text understanding problem,
since polysemous words may have different meanings in different contexts.

In recent years, there has been an increasing interest in learning sense embeddings
for polysemous words from large-scale unlabeled corpus [3, 4]. These researches learn
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sense embeddings based on two fundamental steps: (1) Label the sense of the poly-
semous words by clustering the contexts. (2) Learn sense embeddings for polysemous
words. Such methods simply include uniform K senses for all polysemous words,
ignoring the real sense number of each polysemous word. Besides, the simple context
representations without regard to the word frequency limit the performance of clusters,
and therefore prevent improving sense embeddings. Meanwhile, sense embeddings
trained on large-scale unlabeled corpus suffers from the unsatisfied quality of
embeddings of low frequency senses.

This paper proposes a sense embedding learning method based on large-scale
unlabeled corpus for Chinese polysemous words. The proposed corpus-based method
clusters the contexts of polysemous words based with tf-idf (Term Frequency-Inverse
Document Frequency) weight [5], and using the HowNet [6] to initialize the number of
senses for each polysemous word. Then, to address low frequency senses, we extend
the AutoExtend [7] to the Tongyici Cilin [8] with some related lexicon constraints and
use it as an annotated knowledge base to learn lexicon-based sense embeddings.
Finally, these two methods are combined for Chinese polysemous word similarity
computation [9]. The experimental results show that the corpus-based and
lexicon-based methods are both effective for capturing the sense-level word similari-
ties, and their combination could further improve similarity computation performance.

2 Related Work

Bengio et al. [10] first propose to learn word embeddings by using neural networks.
Continuous Word2vec model [11, 12] and GloVe model [13] are the two efficient
models for learning word embeddings. However, representing each word with a single
embedding fails to capture polysemy. Reisinger et al. [3] and Huang et al. [4] introduce
a kind of sense embedding learning method by clustering the contexts of polysemous
words and then learning embeddings of the sense-labeled words. Neelakantan et al.
[14] improve sense embeddings by performing word sense clustering and embedding
learning jointly. But these methods usually assume that contexts are directly repre-
sented as sum (or average) of the surrounding words’ vectors, neglecting that the
context words do not contribute equally to the sense of the polysemous word. Zheng
et al. [15] tackle this issue by learning the context representations with a neural network
architecture before learning sense embeddings. Guo et al. [9] propose a novel approach
for Chinese sense embedding leaning by exploiting bilingual parallel data. However,
these corpus-based models are generally unable to learn some low frequency senses
which rarely occurrence in regular corpus and bilingual parallel data.

Lexicon-based models drawing this issue by using sense-specific knowledge. Chen
et al. [16] use WordNet glosses to learn sentence-level embeddings as the initializations
of sense embeddings. Rothe et al. [7] take advantage of the architecture of WordNet to
extend word embeddings to embeddings of synsets and lexemes. However, these
models generally suffer for inaccurate semantic representations for sense items in the
lexicon. Pei et al. [17] combine semantic lexicon and word embeddings to compute
Chinese word similarity, but they neglect polysemy.
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As discussed above, there are only a few researches on learning sense embeddings,
and almost all of them focus on English words. We address these issues and introduce a
corpus-based and a lexicon-based sense embedding learning methods, which are
demonstrated effective and complementary for Chinese polysemous word similarity
computation.

3 Methods

Figure 1 briefly illustrates the general architecture of our Chinese polysemous word
similarity computation system. It consists of three components: (1) the corpus-based
sense embedding learning, (2) the lexicon-based sense embedding learning and (3) the
similarity computation and combination.

3.1 Corpus-Based Sense Embedding Learning

Based on an enlightening idea that word sense is associated with its context [3, 4], the
corpus-based sense embedding learning uses the contexts of the polysemous words to
distinguish senses. The detail of our method can be described into three sections:

• Context Representation Extraction: Context key words of the current polysemous
word are extracted based on tf-idf weight for context representations.

• Sense Clustering: The context representations are clustered according to the sense
number of each polysemous word to generate clusters, which are then used to label
the sense of polysemous words.

• Sense Embedding Learning: Regarding each sense of a word as a new word, the
sense embeddings of polysemous words and the single embeddings of the other
monosemous words are learned and unified in one vector space with the GloVe
model [13].

Context Representation Extraction. Consider a word wt and its contexts
ct ¼ fwt�Rt ; . . .;wt�1;wtþ 1; . . .;wtþRtg, where Rt represents the semi-width of the
context window. The context representation of word wt is the sum of its context word
embeddings:
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Fig. 1. Architecture of our Chinese polysemous word similarity computation system.
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vcontextðwtÞ ¼
X
w2ct

vgðwÞ ð1Þ

where vgðwÞ is the pre-trained word embedding of w 2 ct.
Although the large context window contains the comprehensive meaning of the

contexts, too many context words also obfuscate the representation of the meaning. For
example, some non-essential words such as “是 (is or are)” and “有 (has or have)”
definitely have a negative effect on the context representations.

This paper defines a selectivity factor R�
t to choose the key words in the contexts.

To be specific, we use tf-idf to compute the weights of context words [5]. And then
choose R�

t (R
�
t �Rt) words c�t ¼ fw�

t�R�
t
; . . .;w�

t�1;w
�
tþ 1; . . .;w

�
tþR�

t
g with the largest

R�
t �th weights as the context representations:

vcontextðwtÞ ¼
X
w2c�t

vgðwÞ ð2Þ

Sense Clustering. For each polysemous word, the extracted context representations
are then used for sense clustering. This paper uses k-means clustering algorithm [3].

Here, assume that Sj (j ¼ 1; 2; . . .;K) is the jth cluster whose center is lj. K is the
number of senses. Instead of fixing the number of all clusters to a single parameter K,
we use the HowNet [6] to initialize the number of senses for each polysemous word.
The clustering rule can be represented as:

J ¼
XK
j¼1

X
vcontext2Sj

simðlj; vcontextÞ ð3Þ

where simð�; �Þ is cosine similarity. The object of clustering is to maximize the clus-
tering rule J. And then each polysemous word in the unlabeled corpus is labeled a sense
tag according to the sense clusters.

Sense Embedding Learning. Once a sense labeled corpus are generated, the GloVe
model [13] is used to learn the sense embeddings of the polysemous words and the
single embeddings of the other monosemous words in one vector space. The GloVe
model is directly based on the statistics of word (or sense) occurrences in the sense
labeled corpus. Let the matrix of word-sense co-occurrence counts be denoted by X,
whose entries Xij tabulate the number of times that word (or sense) j occurs in the
context of word (or sense) i. And Xi ¼

P
k Xik is the number of times that any word (or

sense) appears in the context of word (or sense) i. Finally, Pij ¼ PðjjiÞ ¼ Xij=Xi is the
probability that word (or sense) j appears in the context of word (or sense) i.

We use a simple example to show how certain senses of a polysemous word can be
extracted directly from co-occurrence probabilities with various probe words k. Con-
sider two senses i = 打 (fetch) and j = 打 (hit) of the word “打”. For words k related to
i = 打 (fetch) but not j = 打 (hit), say k = 水 (water), we expect the ratio Pik=Pjk will
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be large. However, for words k related to j = 打 (hit) but not i = 打 (fetch), say k = 人

(man), the ratio should be small.

3.2 Lexicon-Based Sense Embedding Learning

We utilize the HIT-CIR Tongyici Cilin (Extended) [8] as the lexical resource to learn
sense embeddings of Chinese polysemous words. Figure 2 briefly illustrates the pro-
cess of lexicon-based sense embedding learning.

The architecture of the Tongyici Cilin is shown in the left part of Fig. 2. Cilin
encodes a group of words which have the relationships like “synonym” or “relevance”
in a 5-layer hierarchical tree structure. The nodes of the upper 4 layers in the Cilin
represent the abstract categories, while only the bottom leaf nodes are the words. A set
of synonyms are organized as a synset and coded as the same leaf node in the hier-
archical tree. While the polysemous words are coded as the different leaf nodes
according to their different senses, that is to say, the same word may have different
codes in Cilin. As shown in Fig. 2, the polysemous word “材料” is coded in different
synsets “Al03B01 = 人才 (talents), 材料 (stuff) …” and “Ba06A02 = 材料 (material),
材质 (material) …” etc.

We take advantage of the architecture of Cilin by assuming that words with the
same code form the synsets, and polysemous words with different synset codes could
provide the senses for sense embedding learning. Inspired by AutoExtend [7], our
model learn sense embedding senði;jÞ 2 R

n of a word together with its word embedding
wðiÞ 2 R

n and the relevant synset embedding synðjÞ 2 R
n by premising that wðiÞ ¼

P
j
senði;jÞ and synðjÞ ¼ P

i
senði;jÞ.

Fig. 2. Lexicon-based sense embedding learning.
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LetW 2 R
Wj j�n be a matrix of word embeddings with the size of |W| and S 2 R

Sj j�n

be a matrix of synset embeddings with the size of |S|. We can use a rank 4 tensor
E 2 R

jSj�n�jW j�n to encode the matrix W into the matrix S and similarly use a rank 4
tensor D 2 R

jW j�n�jSj�n to decode the matrix S into the matrix W . We can state the
learning objective under the synset constraints as follows:

losssyn ¼ argmin
E;D

D� E �W �Wk k ð4Þ

where � is tensor product.
The sense embeddings are defined when transitioning from W to S or transitioning

from S to W . Aligning these two representations, we could get the sense constraints as
follows:

losssen ¼ argmin
E;D

E �W � D� Sk k ð5Þ

The above two constraints are very similar to AutoExtend architecture [7]. How-
ever, the architecture of Cilin leads to a problem that there is a large number of synsets
which have only one word (sense). This makes it hard to learn high quality embeddings
for single-word synsets. To remedy this problem, we use the relation constraints that
the synsets in Cilin which are with the similar codes (either the upper 3 layer codes or 4
layer codes are the same) should have the similar senses and the distribution in the
vector space should be close as well. Let R 2 R

r�jSj be the relation matrix, where r is
the number of relation tuples. For each row, the dimension corresponding to the
original and related synsets are set to 1 and −1, respectively. The relation constraints
could be written as follows:

lossrel ¼ argmin
E

RE �Wk k ð6Þ

The final training objective is minimizing the sum of synset constraints, sense
constraints and relation constraints and more explicitly by:

loss ¼ a � losssyn þ b � losssen þð1� a� bÞ � lossrel ð7Þ

where a is the weight of synset constraints and b is the weight of sense constraints. By
giving the three constraints different weights, we can easily learn the sense embeddings
and synset embeddings.

3.3 Similarity Computation and Combination

Similarity Computation. Word similarity is calculated using the AvgSim and MaxSim
metrics [3] respectively:
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AvgSimðu; vÞ ¼ 1
Ku � Kv

XKu

i¼1

XKv

j¼1

cosðui; v jÞ ð8Þ

MaxSimðu; vÞ ¼ max
1� i�Ku; 1� j�Kv

cosðui; v jÞ ð9Þ

where Ku and Kv are the number of senses for words u and v, cosðui; v jÞ is the cosine
similarity between the i th sense embedding of word u and the jth sense embedding of
word v.

Similarity Combination. The best similarity results of corpus-based and
lexicon-based methods are combined using 5 strategies based on fundamental math
operations. For each similarity score pair Simc and Siml of the corpus-based and
lexicon-based model, we calculate a combination score Sim according to the combining
strategy. The 5 strategies are defined as follows:

Max

Sim ¼ maxðSimc; SimlÞ ð10Þ

Average

Sim ¼ Simc þ Siml

2
ð11Þ

Max and Average

Sim ¼ maxðSimc; SimlÞ Simc 6¼ 0; Siml 6¼ 0
Simc þ Siml

2 Simc ¼ 0 or Siml ¼ 0

�
ð12Þ

Replace 0

Sim ¼
Simc þ Siml

2 Simc 6¼ 0; Siml 6¼ 0
Siml

Simc

Simc ¼ 0

Siml ¼ 0

8><
>: ð13Þ

Improved Geometric Mean

Sim ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Simc � Siml

p
Simc 6¼ 0; Siml 6¼ 0

Siml

Simc

Simc ¼ 0

Siml ¼ 0

8<
: ð14Þ
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4 Experiments

4.1 Experimental Setup

We pre-train word embeddings and learn sense embeddings both on two corpora: the
Sogou Chinese news corpus1 and Chinese Wikipedia2. All corpora are word segmented
by Stanford Word Segmenter3. In corpus preprocessing, we remove the common
punctuations and some rare symbols. All the numbers in the corpus are replaced by
“XXXX”. The embedding training datasets is relatively large, with a total of 400
million tokens. With GloVe tool4, we build a vocabulary of the 150,000 most frequent
words whose word frequency are no less than 50. The initial embedding dimension is
set to 300, and the sampling window size is set to 10 for the co-occurrence statistics.

In sense embedding learning, the semi-width Rt of the context window is set to 5
and the initialization weights of synset constraints a, sense constraints b and relation
constraints 1� a� bð Þ are set to 0.2, 0.5 and 0.3, respectively.

Following Guo et al. [9] we use Spearman correlation q for evaluation. The pro-
posed methods are evaluated on Chinese Polysemous Word Similarity Dataset [9].
Chinese polysemous words in the dataset are extracted according to their sense defi-
nitions in HowNet [6]. Then several other polysemous words (from related to unre-
lated) are selected to form word pairs with each polysemous word. Finally, 401 word
pairs are manually annotated with their similarity scores from 0.0 to 10.0 by human
judgments. E.g., word “制服 (control)” paired with “征服 (conquer)” gets the simi-
larity score of 8.60. But if paired with “重点 (focus)”, the similarity score will only be
0.12.

4.2 Evaluation Results

We first evaluate similarity performance by computing the nearest neighbors across
corpus-based and lexicon-based sense embeddings respectively. Table 1 lists the
nearest word (W/), sense (Sen/) and synset (Syn/) of some senses of polysemous words.

As can be seen from Table 1, for word “开阔”, both of the two models could find
concrete and abstract senses well. As for word “制服”, which has different
Part-of-Speech senses, the corpus-based model could distinguish between none and verb
senses but the lexicon-based model could not. As for word “材料”, which has different
aspects of senses, the lexicon-based model could find the sense refers to stuff but the
corpus-based could not. This inspires us to combine the two models using some com-
bination strategies.

The Results of Corpus-Based Sense Embedding Learning. Figure 3 shows the
similarity results, in which the selectivity factor R�

t is varied from 1 to 5 with an interval
of 1. From the Fig. 3 we can see that:

1 http://www.sogou.com/labs/dl/c.html.
2 https://dumps.wikimedia.org/zhwiki/latest/zhwiki-latest-pages-articles.xml.bz2.
3 http://nlp.stanford.edu/software/segmenter.shtml.
4 https://nlp.stanford.edu/projects/glove/.
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• The sense embeddings learned on the large-scale corpus could improve the per-
formance of the single word embeddings, which only achieves the Spearman cor-
relation q of 0.491.

• The best performances are under the conditions R�
t¼ 2. It indicates that context

represented by the words with the largest R�
t -th tf-idf weights could improve the

cluster performance and therefore obtain the superior performance of sense
embeddings than represented by the total words (R�

t¼ 5). The maximum similarity
scores under the conditions R�

t ¼ 2 are used as the corpus-based similarity scores for
the combination of the two methods in the following experiments.

The results of lexicon-based sense embedding learning. In this section, we use the
initialization weights of synset constraints, sense constraints and relation constraints
(a = 0.2 and b = 0.5). If the test pairs contain out of vocabulary (OOV) words, we

Table 1. Nearest neighbors of the senses of some polysemous words.

Methods Center word Nearest neighbors

Corpus-based 制服1 (uniform) W/队服 (jersey), W/礼服 (full dress), W/军装 (military uniform)
制服2 (control) W/歹徒 (gangster), W/擒获 (catch), W/抓捕 (arrest)
材料1 (material) W/超硬 (super-hard), W/核级 (nuclear), W/金属 (metal)
材料2 (data) W/文件 (file), W/资料 (data), W/提交 (submit)
开阔1 (wide) W/绿树 (green trees), W/山峦 (mountains), W/环绕 (surround)
开阔2 (broad) W/视野 (view), W/实践 (practice), W/学习 (study)

Lexicon-based 制服1 (control) Sen/歹徒 (gangster), W/歹徒 (gangster), Syn/穿,穿着 (wear)
材料1 (material) W/材料 (material), Syn/材料,材质 (material), Sen/材质 (texture)
材料2 (data) Syn/资料,材料 (material), W/材料 (material), Sen/资料 (data)
材料3 (stuff) W/材料 (material), Sen/人才 (talent), Syn/人才,材料 (talent)
开阔1 (wide) W/开阔 (open), Syn/广阔,宽阔 (vast), Sen/广阔 (vast)
开阔2 (broad) W/开阔 (wide), Sen/视野 (view), W/视野 (view)
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Fig. 3. Spearman correlation q based on large-scale corpora.
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simple assign the similarity with the minimum score of 0. AvgSim and MaxSim simi-
larity measurement of sense embeddings and synset embeddings are listed in Table 2.
For word embeddings, each word pair has one word similarity since each word has one
word embedding. The Spearman correlation q of word embeddings is 0.471, which is
not listed in Table 2.

From Table 2, we can see that:

• Sense embeddings significantly outperform word embeddings and synset embed-
dings using either MaxSim or AvgSim measurement. Sense embeddings could
capture the differences senses of polysemous words and therefore get the best
performance.

• Synset embeddings get the worst results. The reason is that synset embeddings of
the word pair appears in the same synset are the same, which fails to distinguish
synonyms.

The similarity scores of sense embeddings using MaxSim measurement are used as
the lexicon-based similarity scores for the combination of the two methods in the
following experiments.

The Effects of the Combination Strategies. Table 3 shows the similarity results of
the 5 combination strategies. From Table 3 we can see that all of the combination
strategies could improve the performance significantly. Average strategy achieves the
best q values of 0.578 among all of the combination strategies. This is because it could
balance between the similarity results of the two methods which belong to numerical
data. This indicates that the lexicon-based and corpus-based methods are both effective
and complementary for capturing the senses of polysemous words.

We further investigate the impact of the parameters a and b that control the
weighting of synset constraints vs. sense constraints vs. word relation constraints. The
Average and the Replace 0 strategies are employed as these two strategies show better
results than other strategies.

Table 2. Spearman correlation q based on Tongyici Cilin.

Embeddings AvgSim MaxSim

Sense embeddings 0.479 0.517
Synset embeddings 0.161 0.161

Table 3. Combination results based on 5 strategies.

No. Strategy q

1 Max 0.561
2 Average 0.578
3 Max and average 0.556
4 Replace 0 0.576
5 Improved geometric mean 0.565
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As shown in Fig. 4, the best performance weighting area of the 2 combination
strategies are both in the center and therefore all the three constraints are effective for
sense embedding learning. It should be noted that average strategy achieves the best q
values of 0.582 with the parameters a = 0.5 and b = 0.4. This indicates that the
lexicon-based and corpus-based methods are effective and complementary for captur-
ing the multiple senses of polysemous words.

4.3 Compare with Related Work

As can be seen in Table 4, compared with word embedding methods, our method
achieves a significant improvement on the baseline system of GloVe [13] and other
methods such as Skip-Gram model of Word2vec [11, 12]. This indicates that sense
embeddings is more beneficial to polysemous words similarity computation than single
word embeddings. For other sense embedding methods, Huang et al. [4] cluster the
contexts of polysemous word with a uniform parameter K (the number of clusters), and
then learn embeddings of the sense-labeled words. Comparing with Huang et al. [4],
our corpus-based method clusters the effective context representations with the real
number of polysemous senses, and achieves a q value of 0.522. Guo et al. [9] propose a
novel approach for Chinese sense embeddings leaning by exploiting bilingual parallel
data. Their method heavily depends on high quality bilingual parallel data. Benefiting
from the complementary relationship of corpus-based and lexicon-based methods, we
improve the q value to 0.582 with Average combination strategy.

Fig. 4. Performance of different combination strategies with adjusting weightings of three
constraints. “x” indicates the maximum and “o” indicates the minimum.

Table 4. Spearman correlation q on the dataset compared with the previous methods.

Methods q

GloVe (baseline) 0.492
Word2vec 0.497
Huang et al. [4] 0.407
Guo et al. [9] 0.554
Corpus-based 0.522
Lexicon-based 0.517
Combination 0.582
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5 Conclusions

This paper proposes a framework for Chinese polysemous words similarity measure-
ment, including a corpus-based method, a lexicon-based method. Evaluation on the
Chinese Polysemous Word Similarity Dataset shows both the two methods could
capture the senses of polysemous words well. Furthermore, we investigate the com-
plement relation of the two methods and improve the q value up to 0.582 by combining
the two methods, which outperforms the state-of-the-art performance on the dataset. In
the future, we would like to exploit more rich knowledge resources for sense
embedding learning and investigate more effective combining strategies for Chinese
polysemous words similarity computation.

Acknowledgements. This research is supported by Natural Science Foundation of China
(No. 61272375).
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Latent Dirichlet Allocation Based Image Retrieval
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Abstract. In recent years, Bag-of-Visual-Word (BoVW) model has been widely
used in computer vision. However, BoVW ignores not only spatial information
but also semantic information between visual words. In this study, a latent
Dirichlet allocation (LDA) based model has been proposed to obtain the semantic
relations of visual words. Because the LDA-based topic model used alone usually
degrade performance. Thus, a visual language model (VLM) is combined with
LDA-based topic model linearly to represent each image. On our dataset, the
proposed approach has been compared with state-of-the-art approaches (such as
BoVW, LLC, SPM and VLM). Experimental results indicate that the proposed
approach outperforms the original BoVW, LLC, SPM and VLM.

Keywords: Image retrieval · Latent dirichlet allocation · Visual language model ·
Query likelihood model · Smoothing

1 Introduction

In recent years, image retrieval has attracted more and more attention. But, how to
improve the performance is still one of the hot and difficult points in the computer vision.

Since the Bag-of-Word model in the field of text processing has obtained a huge
success, researchers transplanted it to the field of computer vision that per image
expressed into a visual histogram. And it has shown impressive levels of performance.
Due to the bag-of-word model disregard of spatial information relative to its visual words
[1, 2], researchers have proposed approaches for improving performance. In [3], the
authors generated a higher-level lexicon to reduce the ambiguity in representation. Cao
Y et al. demonstrated a novel technique that developing a new class of bag-of-features
to encode geometric information of objects within an image [4]. Lazebnik et al. proposed
an algorithm named Spatial Pyramid Matching (SPM) that utilizes spatial pyramid [7]
for image matching, identification and classification [5]. Wang et al. presented an
approach named Locality-constrained Linear Coding (LLC) that similar basis of local
descriptor is selected by locality constraint to reconstruct each descriptor [6]. Ren et al.
presented an approach named bag-of-bags of words (BBoW) that consider spatial
constraints in the image space rather than feature space, color and limited spatial infor‐
mation are incorporated into image representation for image retrieval [8]. Jégou et al.
presented a graph-structured quantize to ameliorate the performance of assign SIFT
descriptors to visual words [9].

© Springer International Publishing AG 2017
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In this paper, a method of linear combination of LDA-based topic model and visual
language model to represent an image was taken. First of all, visual words of each image
are built into a visual language model, which draws on the language model applied in
text information retrieval. Subsequently, the LDA-based topic model is leveraged to
extract the semantic relationship of visual words. Finally, the corresponding topic model
and the visual language model are linearly united for representing an image. The detailed
process is shown in Sect. 2.

The rest of the paper is organized as follows. Section 2 describes our method that
combine Latent Dirichlet Allocation (LDA) with a visual language model linearly for
image representation. Section 3 shows our experimental results. Finally, Sect. 4
concludes the paper.

2 Method

This section introduces our method of image retrieval. We extracted descriptors from
training set by using Scale-Invariant Feature Transform (SIFT) [11], and then k-means
is performed on those SIFT descriptors to build the codebook. Afterwards, each image
is modeled by visual language model and LDA-based topic model respectively. Finally,
the images are represented by combining the two models linearly. The aforementioned
details are presented in the following sub-sections.

2.1 Visual Language Model of Image

The visual language model is used to establish the probability distribution of an image
by the following equation.

P(vi|d ) = count(vi)∑
v∈d count(v) (1)

Where count(vi) means the occurrence frequency of the ith(1 ≤ i ≤ n) visual word in an
image d, 

∑
v∈d count(v) means the total of visual words in the image d.

At the retrieval stage, if a visual word of the query does not appear in an image, and
then it will be assigned a zero probability. Generally, a smoothing scheme can deal with
the visual language models of images before being retrieved to avoid zero probabilities.
In our experiment, we use the Dirichlet smoothing method [12] to avoid zero probabil‐
ities. The formula of the Dirichlet smoothing method is defined as follows:

P(vi|d ) = count
(
vi
)
+ μP(vi|C )∑

v∈d count(v) + μ
(2)

Where μ is a parameter which is ranged from 1000 to 2000. P(vi|C ) means the occurrence
frequency of the visual word in the collection of all images.
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By using the visual language model, each image can be represented as a distribution
of probabilities. In Sect. 3, the value of the parameter μ is set to 1000 by manually
selecting the optimal value.

2.2 LDA-Based Topic Model of Image

Latent Dirichlet allocation (LDA) is a topic model that be proposed by reference [13].
LDA was first applied to the text fields originally, it can represent per document’s topic
as a probability distribution. We calculate the probability of a word in a document by
the following formula.

P
(

w|||d, θ̂, φ̂
)
=
∑Z

z = 1
P(w|z, φ̂ ) ⋅ P

(
z|||θ̂, d

)
(3)

Where z is a topic selected from the Dirichlet distribution 𝜃d and Z is the total number
of topics. θ̂ and φ̂ are the posterior estimates of θ which is a multinomial distribution
over document and φ which is a multinomial distribution over topic, respectively. The
LDA model is difficult to calculate exactly due to its complexity. So, it is an approximate
method which is used to calculate, we obtain θ̂ and φ̂ directly by using Gibbs sampling
[14]. Their formulas are defined as follows.

φ̂ =
n(w)

j + β∑V
v = 1 n(v)

j + V ⋅ β
, θ̂ =

n(d)
j + α∑T

t = 1 n(d)
t + T ⋅ α

(4)

Where V and T are the number of words and topics, respectively. n(w)
j  is the number of

word w assigned to topic j and n(d)
j  is the number of words in document d assigned to

topic j. And α and β are hyper-parameters. Therefore, 
∑V

v = 1 n(v)
j  is the total number of

words assigned to topic j and 
∑T

t = 1 n(d)
t  is the total number of words in document d.

When (3) is applied to the image, w means a visual word and d means an image. The
formula of combine visual language model with LDA-based topic model linearly is
defined as follows.

P(v|d ) = λ ⋅ P̂(v|d ) + (1 − λ) ⋅
(∑Z

z = 1
P(v|z, φ̂) ⋅ P

(
z|||θ̂, d

))
(5)

Where λ (0 < λ < 1) is the parameter controlling proportion of linear combination. In
the Eq. (4), we can see that the larger λ is the proportion of representation of visual
language model is much greater.

2.3 Retrieval Scheme

After the aforementioned processing, each image is represented as a probability histo‐
gram. Retrieval scheme is used the query likelihood model (QLM). The formula of rank
images for a given query is defined as follows.
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P(q|d ) = ∏
v∈q

P(v|d ) (6)

Where q is an image as a query, and v is a visual word occurred in the query q. According
to (4) and (5), the Eq. (6) can be rewritten as follows.

P(q|d ) = ∏
v∈q

(
λ ⋅ P̂(v|d ) + (1 − λ) ⋅

(∑Z

z=1
P(v|z, φ̂ ) ⋅ P

(
z|||θ̂, d

)))
(7)

At the retrieval stage, a ranking list of images can be formed in descending order of (7).

3 Experimental Results

In this section, we considered the original BoVW (Bag-of-Visual-Word) model as a
baseline. Other methods, such as LLC (Locality-constrained Linear Coding), SPM
(Spatial Pyramid Matching), Visual Language Model and LDA-based representation
model, have been compared with the baseline.

3.1 Dataset

Our experiment was performed on the Caltech-101 database [10]. This database is
composed of 102 categories and each category contains about 32 to 800 images. Size
of each image is roughly 300 * 200 pixels. Due to the dataset contains variable categories,
such as faces, cannon, etc., and the number of images reasonable, this database was
selected as our dataset. The BACKGROUND_Google was removed, and rest in each
category of the 80% for training and 20% as the query images to be tested.

In our experiment, the number of the clusters, namely a size of codebook, rises from
500 to 10000 and increases 500 each time. We evaluated performance on the training
set, the full set, and the testing set respectively. And evaluation metric is mean Average
Precision (mAP) [16].

3.2 Performance of the BoVW

In the original BoVW model, each image was transformed into a histogram of visual
words using the tf-idf (term frequency–inverse document frequency) [16] scheme for
weighting.

In Fig. 1, the performance of the original BoVW on the training set is ranged from
10.66% to 12.85%, on the full set is ranged from 11.06% to 13.56%, and on the testing
set, the MAP is ranged from 11.37% to 14.56%.
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Fig. 1. The performance of BoVW on three sets

We can know that on the three datasets, performance curves are increased to the
cluster equals to 3000, and then leveled off. Fluctuation appears in performance curve
when cluster equals to 9000 and 10000. MAP on the testing set betters than other sets.

3.3 Performance of the LLC

In Fig. 2, the best performance on the training set is attained to 14.87% when the K (K
nearest neighbor visual words of a feature) is set to 3. In Fig. 3, the best performance
on the full set is attained to 14.65% when the K is set to 3. In Fig. 4, the best performance
on the training set is attained to 15.10% when the K is set to 3. As we can see, LLC get
the best performance when K equals to 3.
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Fig. 2. The performance of LLC on the training set
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Fig. 3. The performance of LLC on the full set
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Fig. 4. The performance of LLC on the testing set

3.4 Performance of the SPM

In Fig. 5, the best performance of the SPM (partition level is 2) on the training set is
attained to 10.90%, on the full set is attained to 11.50%, and on the testing set is attained
to 16.26%.

We can see that MAP on the training set and the full set worse than original BoVW,
but can significantly improve the performance on the test set, which indicating SPM
good at generalization.
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Fig. 5. The performance of SPM on three sets

3.5 Performance of the Visual Language Model

In Fig. 6, the performance of the VLM on the training set is ranged from 9.02% to 11.94%,
on the full set is ranged from 8.56% to 11.55%, and on the testing set is ranged from
8.61% to 12.25%.
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Fig. 6. The performance of VLM on three sets

From Fig. 6, we can conclude that if visual language model is used alone, the
performance will worse than original BoVW.
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3.6 Performance of LDA-Based Representation

From [15], number of topic too large injures the performance. So in our experiment,
topics value 50. And λ rises from 0.1 to 0.9 as same on three sets.

In Fig. 7, the best performance in training set is attained to 17.11% when λ is set to
0.6. In Fig. 8, the best performance in full set is attained to 16.51% when λ is set to 0.6.
In Fig. 9, the best performance in testing set is attained to 16.87% when λ is set to 0.6.
As we can see, performance increases with λ till a value of 0.6 before decreasing again.
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Fig. 7. The performance of LDA-based on the training set
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Fig. 9. The performance of LDA-based on the testing set

From the Tables 1, 2, 3, the best performance and the corresponding number of
cluster centers of five models are shown, respectively.

Table 1. Best performance and the corresponding number of cluster centers on the training set

Model MAP Number of clusters
BoVW 12.85% 3000
LLC 14.87% 10000
SPM 10.90% 3000
VLM 11.94% 4500
LDA-Based 17.11% 9500

Table 2. Best performance and the corresponding number of cluster centers on the full set

Model MAP Number of clusters
BoVW 12.68% 3000
LLC 14.65% 10000
SPM 11.21% 3000
VLM 11.55% 4500
LDA-Based 16.51% 9500

Table 3. Best performance and the corresponding number of cluster centers on the testing set

Model MAP Number of clusters
BoVW 14.56% 10000
LLC 15.10% 10000
SPM 16.26% 3000
VLM 12.25% 4500
LDA-Based 16.87% 5000
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4 Conclusion

In this paper, a LDA-based model is combined with a visual language model linearly to
represent each image. The proposed approach obtains semantic information of images.

The performance of our approach increases 33% (from 12.85% to 17.11%) on the
training set, 30% (from 12.68% to 16.51%) on the full set and 15% (from 14.56% to
16.87%) on the testing set.

In our future work, the semantic information will be combined with the spatial
information of visual words. Moreover, deep learning technology will be used for repre‐
senting images so as to improve the performance further.

Acknowledgements. The paper is supported by the National Natural Science Foundation of
China under Grant 61463038.
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Abstract. Retrieval based on event query has recently become one of
the most popular applications in information retrieval domain, whose
goal is to retrieve event-related documents according to the given query
about some specific event. However, using conventional retrieval method
for this kind of task would usually be demonstrated with poor perfor-
mance. To enhance query model and improve retrieval effectiveness for
event query, an adaptive learning approach of PLSA model is presented
in this paper. Through leveraging the knowledge of known coarse-grained
events from external resource, the new approach can adaptively adjust
the topic generative process of PLSA model on pseudo-relevance feed-
back documents, and learn the accurate language model for a particular
topic, i.e., target event, which can be used to update the representation
of users intention and finally improve the retrieval results. Experimen-
tal results on standard TREC collections show the proposed approach
consistently outperform the state-of-the-art methods.

Keywords: Language model · Event-oriented retrieval · Pseudo rele-
vance feedback · Topic model

1 Introduction

Nowadays, once a public event (e.g., natural disaster, protests, accident, etc.)
happens, an explosive growth of online related reports would cause information
overload for individual users. Therefore, there emerge a series of event-driven
research subjects, such as event summarization, sub-event detecting, event mon-
itoring. The rapid rise of the practical scenarios concentrating upon events has
also generated much interest in retrieval based on event query, which is the
background of this paper.

The purpose of an retrieval system is to retrieve the documents relevant to
user’s information need expressed in the form of a query, as shown in Fig. 1(a).
Retrieval based on event query can be regarded as a specific type of retrieval task,
i.e., event-oriented retrieval. Specifically, event-oriented information need often
involves special properties of event object, such as the variability of the time
c© Springer International Publishing AG 2017
J. Wen et al. (Eds.): CCIR 2017, LNCS 10390, pp. 225–236, 2017.
https://doi.org/10.1007/978-3-319-68699-8_18
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and space, which cannot easily be expressed with keyword-based event query.
For instance, Given an event query “Queensland floods” by a user who takes an
interest in the developments of flood event in Queensland, it’s clear that we could
not only think about the query keyword “Queensland” and “floods” during the
retrieval process, the time and place where the event is taking place, including
each stage of the evolution on subordinate states of Queensland, should also be
considered. Empirically, using conventional retrieval method for event-oriented
retrieval task would usually be demonstrated with poor performance.

This can be explained by the fact that, the result of event-oriented retrieval
should be the documents with high sim(e, d) instead of documents with high
sim(q, d), that is, the retrieved documents should describe relevant content of
target event. Intuitively, there is a target event hidden behind the initial event
query, and there might be a discrepancy between term distribution in target
event and empirical query model. Motivated by the effectiveness of pseudo-
relevance feedback (Fig. 1(b)), the initial event query could also be updated
to improve the retrieval result, what differ is using accurate term distribution in
target event instead of the term distribution in feedback documents, as shown
in Fig. 1(c).
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Fig. 1. Some retrieval scenarios
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Then, the crux of the matter is how to accurately obtain the term distribution
in target event hidden behind the initial event query. It is naturally think that
the probability distribution of a group of terms could be estimated through
topic model, in which target event can be treated as a particular topic. PLSA is
a widely-used topic model which can be applied to an arbitrary set of documents
to learn a set of latent semantic topic models. However, PLSA is essentially an
unsupervised clustering algorithm, in other words the topics would be learned
without any guidance. The motivation of our work comes from an interesting
idea that the learning process of PLSA might be guided by the information of
known coarse-grained events, to get the topic which is really wanted. Thus, for
the first time , we propose an adaptive approach of PLSA model in this paper,
which makes use of the prior knowledge acquired from external resources, to
adaptively learn the accurate term distribution for target event.

The remainder of the paper is organized as follows. In the next section we
review the related work and discuss the merits and drawbacks of existing meth-
ods for dealing with event-oriented retrieval task. We introduce our approach in
detail in Sect. 3 and its implementation in Sect. 4. An experimental evaluation
and its results are presented in Sect. 5. A summary and outlook concludes the
paper in the last section.

2 Related Work

2.1 Event Identification

Recently, many researchers focus attention on event identification task included
in Topic Discovery and Track (TDT) [1]. That task is essentially a cluster
task, which is enthusiastic in clustering online-media content, such as newswire
and radio, into events based on abundant background information which com-
bined text feature and non-text feature, w.r.t. appropriate document similarity
metrics [2].

However, the event-oriented retrieval task studied in this paper essentially
remains a retrieval task which needs to return the most relevant documents
according to the given query, so the correlativity between them is not significant.

2.2 Methods for Event-Oriented Retrieval

In addition to this paper, there are some researches focused on event-oriented
retrieval task recently.

In [3,4], authors proposed a graph-based model for event-centered informa-
tion retrieval. [3] structures both queries and documents as graphs of event men-
tions and employ graph kernels to measure the query-document similarity, and
[4] novel proposes a bipartite graph to exclusively describe an event. However,
these two methods are both sophisticated and time-consuming.

Aiming at the demand for event information by users, [5] proposes a method:
local analysis-based event-oriented (LA-EO) query expansion, which divides
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query terms into two categories: event terms and qualifying term. [6] proposes
an event extraction method which combines user reliability and timeline analy-
sis. [7] proposes a simple model to represent real-world news events using two
sources of information: the locations that are mentioned in the event (where the
event occurs), and the locations of users that discuss or comment on it.

Although the above methods indeed made some achievements by the use of
some characteristics of event object, there exists a common problem in these
methods that most of them are heuristics, which cannot be explained in princi-
pled framework.

3 The New Approach

As aforementioned, from the perspective of pseudo-relevance feedback, there
exists significant relevance between feedback documents and target event. Nev-
ertheless, the term distribution in feedback documents might be biased to target
event. Along the way, we propose an adaptive learning approach (ALA for short)
of PLSA model to enhance query model and improve retrieval effectiveness for
event query, whose whole process can be divided into three steps, as depicted in
Fig. 2.
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Fig. 2. The framework of ALA

Note that the notion of “coarse-grained events” (marked as θe1 , θe2 , θe3 , . . . in
figure, and referred to hereafter as “coarse event”) is critical for the effectiveness
of ALA. The argument rests on the assumption that the target event might
usually be a poorly understood event, or even an event has yet to happen, so
the query model of target event would be quite difficult to get directly. However,
the target event tends to be a member of known coarse event. For instance, the
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event “Flight MH370 Losing Contact” belongs to coarse event “Traffic Accident”,
while event “Queensland flood” mentioned above should be assigned to coarse
event “Flood”. The knowledge of such coarse events can always be acquired
from external resource, such as Wikipedia. As a consequence, we should pre-
build, and real-time update the language models of known coarse events before
the execution of ALA.

3.1 Pre-building Event Language Model

An event language model refers to a multinomial distribution of all terms in a
event, in other words, if we have to describe a event, the terms we used should
follow the term distribution in corresponding event language model. Formally,
given the vocabulary V = {w1, w2, · · · } and an event e, the language model of
that event can be written as: θe = {p(wi)}|V |

i=1, where
∑|V |

i=1 p(wi) = 1.
There are many options to build language models for known events. After

many tries, we find that event language model isn’t very sensitive to building
approaches because high frequency terms in different resulting models are almost
the same. In this case, we use that approach as follow in this paper: Pulling
out a fixed number of documents (for instance, 100) for every known event from
event-annotated corpus, and establishing the language model of an event through
counting terms’ frequency in corresponding documents.

It is important to note that new event would emerge continuously, so we can-
not build language model for all events. Consequently, we assume that there also
exists an unknown event eunknown and corresponding language model θunknown.
In this paper, the term distribution in θunknown is supposed to be consistent
with the term distribution in the whole given document collection1.

3.2 Identifying Target Coarse Event

With eunknown, the coarse event set Ecoarse can be regarded as a complete set,
we argue that there exists a probability distribution in event set Ecoarse, so the
probability of generating a term w is:

p(w|θcombined) =
k∑

i=1

λip(w|θei). (1)

where θei is the language model of ith event.
Thus the log-likelihood function for the entire set of feedback documents is:

log p(F |θcombined) =
∑

w∈V

c(w,F ) log(
k∑

i=1

λip(w|θei)). (2)

where c(w,F ) is the count of term w in the set of feedback documents F .
1 This is reasonable as, in general, we only need to confirm the term distribution in

unknown event not be consistent with any known event language model.
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Intuitively, λi indicates how much faith should we put in etarget = ei, so we
can finally determine what event etarget is by that weight. Quite evidently, there
exist a group of latent variables between events and terms which can represent
the probability of a term generated by individual coarse event, so it is naturally
think that we can realize the log-likelihood function’s maximization through
expectation-maximization (EM) algorithm. Specifically, the EM algorithm can
start with a random initialization of {λi}ki=1

2, and then improve θcombined by
iteratively alternating between an E-step and an M-step.

In E-step, we would use the following equation to compute the posterior
probability of a term w being generated using p(·|{θei}ki=1) based on the current
estimate of θcombined:

E-step: p(zw,ei = 1) =
λ
(n)
i p(w|θei)

∑k
i=1 λ

(n)
i p(w|θei)

where zw,ei ∈ [0, 1] is a hidden variable indicating whether term w is generated
using ith event language model θei (zw,ei = 1).

Naturally, we try to “guess” which model has been used to generate term
w. However, p(zw,ei = 1) does not tell us for sure whether term w is generated
using θei , it’s only a expectation probability. Thus, in M-step, we would use a
discounted term count (i.e., c(w,F )p(zw,ei = 1)) for estimating λei .

M-step: λi =
∑

w∈V p(zw,ei = 1)c(w,F )
∑

w∈V c(w,F )
The EM algorithm is guaranteed to converge to a local maximum of the

likelihood function [8]. In our case, the likelihood function has just one local
maximum, so we are guaranteed to find the global maximum and get the most
optimal weight set {λi}ki=1, and the target coarse event can be identified as the
event whose weight is maximal in weight set, except when the two biggest event
weights are close to each other.

3.3 Adaptive Topic Learning

Along with the basic idea of PLSA, we assume that there are k latent topics
in a set of documents, and each topic would be represented using a unigram
language model, θi(i = 1, · · · , k). In turn, we can fit such a mixture model to a
collection of documents to discover the exact term distributions of the k latent
topics. Formally, let C = D1, · · · ,D|C| be a collection of documents. Clearly, the
log-likelihood of the collection is

log p(C|Λ) =
∑

D∈C

∑

w∈V

c(w,D) log
k∑

i=1

p(i|D)p(w|θi). (3)

where Λ denotes the set of all parameters, i.e., Λ = {p(i|D)}i∈[1,k],D∈C ∪
{θi}i∈[1,k].

2 In this paper, we don’t have any prior knowledge in this step, so we can only use
the same initial value for all λ.
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To perform latent semantic analysis with PLSA, we would solve the opti-
mization problem efficiently with the EM algorithm:

p(zD,w = i) =
p(n)(i|D)p(n)(w|θi)

∑k
i′=1 p(n)(i′|D)p(n)(w|θi′)

(4)

p(n+1)(w|θi) =
∑

D∈C c(w,D)p(zD,w = i)
∑

w′∈V

∑
D∈C c(w′,D)p(zD,w′ = i)

(5)

p(n+1)(i|D) =
∑

D∈C c(w,D)p(zD,w = i)
∑k

i′=1

∑
w∈V c(w,D)p(zD,w = i′)

(6)

where zD,w ∈ [1, k] is a hidden variable indicating which topic model has been
used to generate term w in document D, and the superscripts n and n+1 indicate
the iterations.

In the scenario of event-oriented retrieval task, however, we are only con-
cerned with a particular topic, that is, target event. For this purpose, a solution
falls into the following strategy: we can naturally incorporate the information
of coarse event through defining priors on parameters and adaptive learning a
particular topic.

Specifically, we can use p(Λ) to specify our preferences on what kinds of topics
we would like to discover and add our knowledge about which document covers
which topic. Since Dirichlet distribution is a conjugate prior for multinomial
distributions, we only need to slightly modify the M-step for re-estimating θi in
the EM algorithm to incorporate this prior [9]:

p(n+1)(w|θi) =
∑

D∈C c(w,D)p(zD,w = i) + αw
∑

w′∈V (
∑

D∈C c(w′,D)p(zD,w′ = i) + αw)
. (7)

Clearly, if we parameterize αw based on a prior distribution p(w|ϕi) such
that αw = μp(w|ϕi), we would essentially favor an estimated θi close to ϕi. In
ALA, we treat the language model of target coarse event identified in previous
step as the prior distribution, μ indicates the strength on the prior and in effect,
would balance the pseudo counts from the prior (μp(w|ϕi)) and the collected
counts from the EM algorithm aforementioned (i.e.,

∑
D∈C c(w,D)p(zD,w = i)).

4 ALA for Event-Oriented Retrieval

At present, with the learned language model of target event, ALA adopts an
interpolation method, which is widely adopted in pseudo-relevance feedback, to
enhance initial query model, that is, interpolating an existing query model with
the learned topic model [10].

Specifically, let θQ be the current query model and θe be the language model
of target event learned in the previous step. The updated new query model θ′

Q

is given by
p(w|θ′

Q) = (1 − α)p(w|θQ) + αp(w|θe). (8)
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where α ∈ [0, 1] is an interpolation parameter to control the amount of updating.
For efficiency, we would only keep the highest probability terms according to
p(w|θ′

Q), so the setting of interpolation parameter α and truncation number
would has significant impact on the retrieval performance, we will set multiple
groups of these super-parameters to verify the validity of ALA in experimental
section.

5 Experiment and Analysis

5.1 Experimental Setting

Because of lacking the available event-annotated corpus, we use three datasets
for TREC Temporal Summarization task3, which called TREC-TS 2013, TREC-
TS 2014 and TREC-TS 2015 respectively. According to the website, the filtering
methods used to create the three datasets are not the same, in other words,
these datasets can be seen as mutually independent entities. As a consequence,
the experimental results could be reliable if ALA can perform consistently in all
those datasets. On the whole, these datasets consist of 939,263 event-annotated
documents, which respectively belong to 47 events and 10 coarse events.

We establish the language model for all coarse events with the method
described in Sect. 3.1. Since the imbalance between term numbers in different
coarse events, we retain top 1,000 terms for each coarse event and re-normalize
their probabilities. To avoid over-fitting and obtain accurate results, we ran-
domly generate 10 subsets from the whole dataset, each of which contains the
same number of documents individually. The experimental results given below
are all based on an average of 10-fold cross-validation method on the 10 subsets.

We implemented our document pre-processing with Lucene toolkit4, and
use the event names as initial event queries. Following the TREC standard, we
retrieve 1,000 documents for each query, and use mean average precision (MAP)
as the primary performance measure. In all experiments, we first use the basic
KL-divergence method without feedback to retrieve a ranked list of documents
for each query as pseudo feedback document set in which document number is
set to 100 in this paper. Dirichlet Prior smoothing is used and the smoothing
parameter is set to 2000 as recommended in [11].

5.2 The Accuracy of ALA to Identify Target Coarse Event

As stated above, in the second step of ALA, EM algorithm would be used to
identify target event. The iteration numbers of all event queries are showed in
Fig. 3.

From this figure we can see that all events can reach the convergence situation
in only a small quantity of iterative numbers, so this step of ALA is efficiency
feasible.
3 See http://www.trec-ts.org/ for details.
4 Available at http://lucene.apache.org/.

http://www.trec-ts.org/
http://lucene.apache.org/
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Fig. 3. Iteration Num of All Queries. EM algorithm is regarded as converged when the
difference of likelihood values between two iterations is less than 10−13 continuous for
ten times. The maximal iteration number is 147 in query “thane building collapsed”,
while the minimum value is 34 in query “suicide bomber ankara”, the mean number is
81.15.

Of course, equally important as practicability is the accuracy of ALA to
identify target coarse event. During the identification process, we record the
identification result for each query, which labels as “identify correctly”, “identify
incorrectly” or “identified as unknown”. The identification situations in different
datasets are depicted in the three subgraphs of Fig. 4.
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Fig. 4. Identification situation for queries. Colored sector means correct-identified
query (each coarse event symbolized by a unique color), white sector means unrecog-
nized query, and incorrect-identified query is plotted with gradient color. (Color figure
line)

To our surprises, although a small number of queries are identified as
unknown event, there is no query being identified incorrectly. The correct-
identified rate in all datasets as a whole is 89.36%, which show ALA is effective.

5.3 The Effectiveness of ALA to Learn Target Event

In order to evaluate the quality of generated language model of target event, we
take the event query “Queensland floods” from TREC-TS 2014 dataset as exam-
ple. Table 1 lists some of the most representative terms for that query at each
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step of ALA. Intuitively, the high-weight terms obtained from learned language
model of target event can depict the user’s intention more accurately.

Table 1. Event expressions for query “Queensland floods”

Initial query LM of feedback doc-
uments

LM of identified
coarse event

LM of target event

Queensland, 0.5
flood, 0.5

flood, 0.447
queensland, 0.427
Australia, 0.022
aid, 0.013
disaster, 0.011
pollution, 0.011
helicopter, 0.008
water, 0.008
rescue, 0.006
food, 0.006
loss, 0.005
Brisbane, 0.005
storm, 0.004
hospital,0.004
reef, 0.003
resident, 0.002
governor, 0.002
. . .

flood, 0.762
disaster, 0.033
aid, 0.021
Danger, 0.018
evacuate, 0.017
rescue, 0.015
waterlevel, 0.013
natural, 0.013
environment, 0.012
waterflow, 0.011
flood-control, 0.011
loss, 0.011
climate, 0.008
peak, 0.008
transfer, 0.007
rise, 0.005
threat, 0.005
. . .

flood, 0.427
queensland, 0.415
Australia, 0.024
aid, 0.015
rescue, 0.012
disaster, 0.011
helicopter, 0.01
pollution, 0.008
loss, 0.007
Brisbane, 0.006
Girard, 0.005
hospital, 0.005
resident, 0.005
governor, 0.004
evacuate, 0.004
Bundaberg, 0.003
minister, 0.003
. . .

5.4 The Performance Analysis of ALA for Event-Oriented Retrieval

Based on the discussion in the Sect. 4, the interpolation parameter α and trunca-
tion term number n would have significant impact on the retrieval performance.
Therefore, we use 6 different setting of these two parameters to evaluate the
effectiveness of ALA used for event-oriented retrieval task. In this paper we use
general Kullback-Leibler divergence as ranking metric, and naturally, we com-
pare ALA with (1) ad-hoc retrieval with initial query (KL), (2) retrieval directly
used the language model of feedback set (FM), and (3) two-component mixture
feedback model (SMM), which is considered the-state-of-art pseudo feedback
method by far [12]. To be fair, the improved query model learned from these
comparative methods are all incorporating with knowledge of identified coarse
event (CE) by interpolation. The MAP results of all event queries are shown in
Table 2.

Overall, the retrievals with improved query model have obvious advantage in
performance over ad-hoc retrieval in all parameter settings, in the meanwhile,
we notice that ALA is always better than other comparative methods, and the
improvement is statistically significant in almost all cases, so it is obviously that
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Table 2. The performance comparation of ALA and other methods (MAP)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

M
AP

Parameters

KL+CE

FM+CE

SMM+CE

ALA

α n KL+CE FM+CE SMM+CE ALA Impr (KL+CE) Impr (FM+CE) Impr (SMM+CE)

0.8
10 0.59 0.63 0.65 0.69 16.35%* 9.03%* 6.13%*

20 0.59 0.64 0.65 0.69 16.56%* 7.18%* 5.24%*

40 0.59 0.62 0.64 0.69 16.90%* 10.66%* 8.48%*

0.6
10 0.59 0.63 0.64 0.68 15.66%* 9.03%* 7.34%*

20 0.59 0.65 0.67 0.70 18.00%* 6.75%* 4.40%*

40 0.59 0.61 0.63 0.71 19.50%* 15.55%* 11.60%*

∗The improvement is statistically significant at the level of 0.05 according to the
Wilcoxon signed rank test.

based on event query, the learned language model of target event through ATA
is effective and robust w.r.t. different setting of parameters for feedback, which
would be able to provide considerable benefits for event-oriented retrieval task.

In addition to this, we should also take note that in contrast to other methods,
ALA has better stability. Specifically, from Table 2, when truncation number
increases from 10 to 20, the MAP values of FM+CE and SMM+CE have a
marked increase, while truncation number increases from 20 to 40, their MAP
values reduce considerably. One possible explanation is that as we use more terms
truncated from pseudo feedback set (FM) or fitted topic model (SMM), the more
noise integrated into the initial query, so that the affect becomes more harmful
for retrieval performance. In the meanwhile, we can see that when truncation
number increases from 10 to 40, MAP value of ALA is monotonically increased,
and the growth rates remain stable. The possible explanation is that the learned
language model through ALA is more consistent with user’s intention, so there
is hardly any noise in truncated terms.

6 Conclusions

In this paper, we propose an adaptive learning approach of PLSA model, to deal
with the invalidation problem of conventional retrieval method for event-oriented
retrieval task. The experimental results in several available large-scale datasets
show that compared with other methods, retrieval using learned language model
of target event can constantly acquire better retrieval performance. Nevertheless,
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we should also note that though in this paper there is no event query being
identified incorrectly, is this all just chance or coincidence? Moreover, there are
a small number of queries being identified as unknown event. How can we deal
with these queries better is still interesting future directions.
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Abstract. We present a new music retrieval system based on query by semantic
description (QBSD) system, by which a novel song can be used as query and
transformed into semantic vector by a convolutional neural network. This method
based on Supervised Multi-class labeling (SML), which a song can be annotated
by some semantically meaningful tags and retrieved relevant song in semantically
annotated database. CAL500 data set is used in experiment, we can learn a deep
learning model for each tag in semantic space. To improve the annotation effect,
loss function adjustment algorithm and SMOTE algorithm are employed. The
experiment results show that this model can get songs with high semantically
similarity, and provide a more nature way to music retrieval.

Keywords: Query by semantic description · Convolutional neural network ·
Supervised multi-class labeling · Semantically retrieval

1 Introduction

As the size of audio and music collection dramatically increase in internet, millions of
songs are available to consumers online and it is difficult to find and discover new songs.
In music industry, the music retrieval systems mainly used manual retrieval [1], which
based on mete-data such as artist name, song name etc. A few methods used semantic
feature like music style. Tags and other text information are used in music retrieval.
Content-based Music Information Retrieval (CBMR) is gaining widespread attention
and could be helpful, since it forsakes the need of keyword.

However, there is few research on retrieval model on query-by-semantic description
or other CBMR fusion method. Pitch or tempo, or other low-level feature is used in
CBMR, these features cannot be transformed to high level semantic features directly.
Relative research [2] shows that there may have a “semantic gap”, which means the lack
of association between low level physical features and semantic concept.

To solve the semantic gap problem, many recent researches on MIR is focus on music
content and semantic expressions. Jun [3] proposed an ontology where the low-level
and high-level descriptors collaborate to support semantics-based MIR. Buccoli [4]
propose a Dimensional Contextual Semantic Model for defining semantic relations
among descriptors in a context-aware fashion. This model is used for developing a

© Springer International Publishing AG 2017
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semantic music search engine [5]. Miotto and Lanckriet [6] proposed a Dirichlet mixture
model (DMM) to improve automatic music annotation. In [7], they proposed a new
approach that retrieves music using fuzzy music-sense features and audio features,
which is a new method on semantic and CBMR. Foster [8] proposed string compressi‐
bility as a descriptor of temporal structure in audio, for determining musical similarity.
The descriptors are based on computing track wise compression rates of quantized audio
features, using multiple temporal resolutions and quantization granularities. In those
related work, Turnbull [9–11] presented a concept of Query-by-Semantic-Description
(QBSD), it is a natural way to retrieval in large music database, to overcome the lack of
a cleanly-labeled, publicly-available, heterogeneous data set of songs and associated
annotations, they collected CAL500 data set by having humans listen to and annotate
songs using a survey designed to capture semantic associations between music and
words. The methods adapted the supervised multi-class labeling (SML) model, used the
CAL500 data to learn a model, annotated a novel song with meaningful words and
retrieve relevant songs given a multi-word, text-based query.

The study shows that, music retrieval focusses on narrow the gap between music
content and music semantic meaning. We present a query by example, a semantic vector
is extracted by example song and used as query, searched in auto-annotated music data‐
base, the output of the retrieval system is a song list with the most similar songs in
semantic vector space. Unlike other QBSD system, our system has two distinct advan‐
tages: firstly, instead of query by text, query by example song is a more convenient way
for MIR. On the other hand, the similarity in semantic space which means more semantic
same tags, is more exact than several words. The core problem lies on the auto-annota‐
tion efficiency by SML. If the model could not annotate the songs exactly, the retrieval
result cannot satisfy the needs. Thus, the motivation of this paper is to improve effec‐
tiveness and the system feasibility. In consideration of the current study in deep learning
methods on audio, we proposed a SML based on Convolutional Neural Network and
improve the annotation algorithm by SMOTE. Experiments show the performance of
this model is well, which provide a novel method for the QBSD system.

2 Related Work

2.1 The Architecture of the QBSD System

The architecture of the QBSD system is shown in Fig. 1. First, low-level feature, such
as MFCCs, is used as the input of a well-studied deep learning network, then CNN map
the audio signal into semantic space, by annotated the songs with semantic tags. Mean‐
well, music in database is also auto-annotated by the same mode. At last, query example
and the songs in database are matched in similarity of semantic space, the most similar
songs are the feedback as the retrieval or recommend results. By this system, users could
receive better experience in a natural way, and get a result they really want.
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Fig. 1. The architecture of query by semantic description system

2.2 The Deep Learning Algorithms in Audio Signal Process

In recent years, deep learning method is widely employed in research image classifica‐
tion, image semantic mapping, audio classification and recognition, and get excellent
efficiency. Deep learning method on audio process always use convolutional deep belief
network to extract features for classification and retrieval. In [12], Deep Belief Network
(DBN) was used to feature extraction, the learned features perform significantly better
than MFCCs and obtained a classification accuracy of 84.3% on the Tzanetakis dataset.
Dieleman [13] built a convolutional network that is then trained to perform artist recog‐
nition, genre recognition and key detection, improved accuracy for the genre recognition
and artist recognition tasks. Hu Zhen [14] presented a hybrid model based on deep belief
network (DBN) and stacked denoising autoencoder (SDA) to identify the composer from
audio signal, the model got an accuracy of 76.26% in testing data set. Humphrey [15]
learned a robust Tonnetz-space transform for automatic chord recognition. Hamel [16]
proposed a feature extraction system consists of a Deep Belief Network (DBN) on
Discrete Fourier Transforms (DFTs) of the audio, and the learned features perform
significantly better than MFCCs. In a word, hidden Markov models (HMMs) to deal
with the temporal variability of speech and Gaussian mixture models (GMMs) tradi‐
tionally, however, as Hinton [17] said, Deep neural networks (DNNs) that have many
hidden layers and are trained using new methods have been shown to outperform GMMs
on a variety of speech recognition benchmarks, sometimes by a large margin. But deep
learning algorithms should be learned by enough data and the structure of network
needed finetuning. Therefore, a suitable network should be designed for the specific
problem requirement.

To compare with GMM, we experiment on the CAL500 data set [11], which is
composed by 500 songs of 500 unique artists, each annotated by a minimum of 3 indi‐
viduals using a 174-tag vocabulary representing genres, instruments, emotions and other
musically relevant concepts. The number of songs is minor. On the other hand, the
number of frames in each music piece is huge (10000 frames in a song). Consider by
the data characteristics, we employ the synthetic minority oversampling tech‐
nique(SMOTE) [18], which is an over-sample method and the core idea was to construct
the synthetic minority samples through the minority training data and its k nearest
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neighborhoods, to overcome the shortage of the data set and improve the annotation
efficiency.

3 QBSD Based on CNN

3.1 Problem Statement

Assume that a labeled training music dataset D ≡

{
(xi , yj )}

c

j=1 is given, where each music
is represented by a d-dimensional feature vector xi, xi ∈ X, X is the data set, i is the
number of music pieces, yj is distinct semantic labels available for training, j is the
number of labels. The semantic vectors S ≡ ⟨y0, y1,… , yc⟩ is learned, c is the number of
labels in semantic vectors. QBSD by example is addressed by learning a mapping from
input features xinput to semantic label vectors Sx using a CNN model on the human anno‐
tation data set D, and the output of the system is a song list Xlist, according to similarity
between semantic label vectors Sx in data set and the input.

In the supervised multi-class labeling (SML) model [9], the probability distribution
of each label in the semantic space was calculated by Gauss mixture model (GMM).
The drawback of the nonparametric estimation technique is that the number of mixture
components in the word-level distribution grows with the size of the training database.
In practice, it may have to evaluate thousands of multivariate Gaussian distributions for
each feature vectors of a novel query track. The training data should be subsampled or
used mixture hierarchies’ estimation, but they are not efficient in annotation or time cost.

3.2 Model Description

Audio signal has short-time stationarity and periodic features in long-time. The audio
signals are segmented by a window, and lower-level features, include zero-crossings,
centroid, rolloff and MFCC etc., are extracted traditionally. While, self-similarity is a
common property in music pieces, melody may be repetitive in a song. CNN could be
used to learn features in local receptive fields, thus music piece is the process unit in our
algorithm and try to find new features for SML model.

39-dimensional MFCCs feature is extracted from the segmented audio signal frame,
and five frames are cascaded as a long-frame that has 195-dimensional MFCCs. Then
fifty long-frames is treated as a music piece, which is a two-dimension vector with a
size of 195 × 10. The music piece is the input of a CNN, and the output of the net is:

hk

ij
= 𝜃((Wk ∗ x)ij + bk) (1)

Where k is the k-th filter, x is the input music piece feature batch, Wk denote the
parameter (or weight) associated with filter k. bk is the bias associated with filter k. (i, j)
is the location on feature batch. Convolutional features are calculated after the activation
function θ, which usually uses sigmoid or tanh function. We choose relu, because it
results in the neural network training several times faster [19], without making a
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significant difference to generalization accuracy. The architecture based on CNN is
shown in Fig. 2.

Fig. 2. The architecture of CNN

There are two convolutional layers, two pooling layers, one fully connected layer
and a loss layer in this network, the size of each layer is shown in Fig. 2. We choose
32 convolutional filters in one layer, the shape of the filter is 3 × 3 and the max pooling
shape is 2 × 2. xflatten donate the output of the fully connected layer, then the output of
the last lay yout is shown as follow:

yout = softmax
(
xflatten

)
=

1
1 + e−xflatten

(2)

The value of yout is in (0, 1), the network training penalizes the deviation between
yout and the human annotated semantic label yj, c the number of labels:

EN =
1
2
∑N

n = 1

∑c

k = 1

(
ynk

j
− ynk

out

)2
(3)

EN is the total loss of the N training songs, ynk
j

 denote human annotated label of the
n th sample on the kth label, ynk

out
 is the output of the n th sample on the kth label, then

the network weights are fine-tuned according to the loss.

Loss function adjustment. Consider imbalanced distribution as prior information. For
each song S in data set, S is annotated by N labels, according to CNN structure, the output
from last level softmax might be {… , 0… , 1

N
,… , 1

N
,… , 0…}. We adjust the output

by adding a weight wi, which in inverse proportion of annotation frequency. Let fi be
the number of annotation samples for label i, the smaller fi is, and the bigger wi is. The

output of the net turns into {… , 0… , wi

1
N

,… , wj

1
N

,… , 0…}, 
∑N

i=0 wi

1
N

= 1, then:

wi = 1 −
fi∑N

i=0 fi

+
1
N (4)
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The loss function is adjusted as:

EN =
1
2
∑N

n = 1

∑c

k = 1
wi

(
ynk

i
− ynk

out

)2
(5)

Unlike a usual multi-classification problem, music piece can be annotated by many
labels, it means that a song can belong be more than one class according to the label. In
most multi-classification, samples are balanced (the number of samples is almost equal)
in each class. However, music annotation is an unbalanced, in the human annotated
dataset, one label may be annotated on many songs, or on the other side, only a few
songs is annotated by it. If the difference of the annotation frequency is ignored, the
learned model could not give the correct label for a song, for example, ‘happy’ may be
annotated on 99% of the songs in data set, the learned classifier assigns all songs with
the label happy would still achieve the accuracy of 99%. However, due to the low recall
ratio for the minority, such extreme result is not what we have desired.

To solve imbalance learning problem, we employ two strategies for the learning
model. First, the adjustment of the weights of errors in the loss function, which is a direct
way to reduce the impact of imbalance. Another method is synthetic minority oversam‐
pling technique(SMOTE) proposed by Chawla etc. [18]. CAL500 is a small data set,
human annotation is costly work, we conduct the synthetic minority samples for training
data, thus the model would learn more information from minority labels.

SMOTE algorithm. SMOTE is a typical oversampling method with universal appli‐
cations and the concrete process for generating the synthetic samples can be described
as shown in Table 1:

Table 1. SMOTE algorithm

The result of SMOTE, implemented by [20], is shown in Fig. 3. The number of
samples increased and the data from each class becomes balanced.
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Fig. 3. Result of SMOTE algorithm

3.3 Retrieval Algorithm

Query by example algorithm is shown in Table 2:

Table 2. Retrieval algorithm

4 Experiments and Analysis

4.1 Data Set and Features

To evaluate the performance of the proposed approach, we use CAL500 data set [9],
which has 500 songs by 500 unique artists each annotated by minimum of 3 individ‐
uals using a 174-tag vocabulary. A song is annotated with a tag if 80% of the human
annotators agree that the tag is relevant, the value is 1 in semantic vector, otherwise
the value is 0. In our experiments, 39-dimensional MFCCs are used as CNN input,
174-dimensional semantic vector as retrieval model output. CNN model is
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implemented by Keras [21], which is a high-level neural networks API, written in
Python and capable of running on top of either TensorFlow or Theano. Hyper-param‐
eters for CNN is shown in Table 3. For batch processing, we align each song with
10000 frames, five frames are cascaded as a long-frame that has 195-dimensional
MFCCs. Then 50 long-frames is treated as a music piece, which is a two-dimension
vector with a size of 195 × 10, 200 music pieces in each song.

Table 3. Hyper-parameters for CNN

4.2 Evaluation of Annotation and Retrieval

Annotation performance is measured following the procedure described by Coviello etc.
[22]. Annotation accuracy is reported by computing precision, recall and F-score for
each tag and then averaging over all tags. Per-tag precision is the probability that the
model correctly uses the tag when annotating a song. Per-tag recall is the probability
that the model annotates a song that should have been annotated with the tag. Precision,
recall and F-score measure for a tag are defined as:

P = ||WC
||/ ||WA

||, R = ||WC
||/ ||WH

||,
F = 2((P)−1

+ (R)
−1
)−1 (6)

Where ||WH
|| is the number of tracks that have W in the ground truth, ||WA

|| is the number
of times our annotation system uses when W automatically tagging a song, and ||WC

|| is
the number of times is W correctly used.

To evaluate retrieval performance, we report mean average precision (MAP), area
under the receiver operating characteristic curve (AROC) and averaged over all the
query tags. The ROC curve is a plot of true positive rate versus false positive rate as we
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move down the ranked list. The AROC is obtained by integrating the ROC curve, and
it is upper bounded by 1. Random guessing would result in an AROC of 0.5.

4.3 Result Analysis

Annotation and retrieval on tags. First, we search each tag in the data set, list is ranked
by decision value, and results are averaged on tags. The results are shown in Table 4,
CNN-AD (loss function adjustment on CNN), CMM-SMOTE (SMOTE on train data)
are better than SVM and HEM-GMM on annotation precision and AROC.

Table 4. Annotation and retrieval results for various algorithms on the CAL500 data set

Retrieval by tag ‘ACOUSTIC GUITAR’ results is shown in Table 4, CNN-AD and
CNN-SMOTE are better than CNN-SVM.

Retrieval by query example. Query based on example is used the whole song as a
query, the example is annotated by the learned model and transformed into a semantic
vector, then we calculate the similarity between the example semantic vector and the
human-annotated data set, a song list is ranked by Cosine similarity. In our experiment,
if the annotation accuracy is well, the same human-annotated song would be the output.
Thus, we define Hit@k as the percentage that the same song output from retrieval, could
be used to compare different models. The results are shown in Fig. 4. CNN-SMOTE and
CNN-AD are better than CNN-SVM on Hit@10, and Hit@10 values are more than 92%,
which means query by example is better than several text descriptions and nearby
human-annotation (Table 5).

Fig. 4. Hit@k performance of our model on CAL500

Musical Query-by-Semantic-Description 245



Table 5. Top-10 retrieved songs for “ACOUSTIC GUITAR.” Songs with acoustic guitar are
marked in bold
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5 Conclusions

In this paper, we proposed a music retrieval model based on query example semantic
description, CNN is used to learn a Supervised Multi-class labeling system, by which
example query is transformed to a semantic vector, and searched in the data set. To
improve the annotation accuracy, loss function adjustment and SMOTE algorithm are
employed, the results show that an example song instead of only a few texts, could get
a result more semantically similarity and it is a more natural way to find what we want.
Loss function adjustment method based on CNN, the model should adjust the weight
by labeling frequency, low frequency tags would not be ignored in learning process.
SMOTE algorithm produces more samples for low frequency tags and get better anno‐
tation result, but it should be used on each tag in vocabulary, which means we should
learn different models for each tag and costs much more time. In future work, we will
design and test more different networks for semantic tags annotation and large-scale
music data set unsupervised multi-class annotation algorithm should be considered.
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Abstract. Detecting question target words from user questions is a crucial step
in question target classification as it can precisely reflect the users’ potential need.
In this paper we propose a concise approach named as QTF_EE to identify ques‐
tion target words, extract question target features and expand the features for
question target classification. Based on two publicly available datasets that are
labeled with 50 answer types, we compare the QTF_EE approach with 12 conven‐
tional classification methods such as bag-of-words and Random Forest as baseline
methods. The results show that the QTF_EE approach outperforms the baselines
and is able to improve the question target classification performance to an accu‐
racy of 87.4%, demonstrating its effectiveness in question target identification.

Keywords: Answer type classification · Question target word · Question target
feature

1 Introduction

Open-domain Question Answering involves the extraction and rank of correct answers
for a given free-text question and has been actively studied all over the world since the
Question Answering (QA) track at TREC-8 [1]. As an essential step in QA, answer type
classification, also known as Question Target Classification (QTC), is to classify ques‐
tions into a list of predefined answer type categories. As claimed by previous works
[2–4], pinpointing and verifying an accurate answer hinges on identifying the target of
intention of a given question to determine the type of sought-after answer and filtering
out irrelevant answers from a wide range of answer candidates. For the questions which
are short and lack of context, expanding target words especially question semantic
feature is necessary. Addressed by Li et al. [5], question classification is a feature-
dependent task and semantic information is essentially used to achieve high classifica‐
tion accuracy. They reported that an error of 28.7% can be decreased when semantic
features are incorporated into fine-grained classification. Consequently, question target
words and their expanded features can benefit semantic constraints on answer type and
therefore can reduce the answer candidates for improving answer selection efficiency.
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Previous research on question answering, e.g. Srihari and Li [6], has shown that it
is important to classify questions with respect to their answer types. Particularly, the
correct detection of question target words (QTWs) can significantly improve question
classification accuracy, since the QTWs are the most informative part of a question [7].
In our previous work [8], Question Target Words are regarded as interrogative words
and distinctive words (noun or verb) that directly lead to the answer type or substantially
represent users’ information need. For example, the target word of a question “What
color is a poison arrow frog?” is “color”, which is exactly the answer type as [Entity/
Color]. However, through the analysis on thousands of question syntactic structures,
certain questions may contain useless or even misleading semantic features. For
instance, the extracted QTWs from the question “What is vertigo?” are “what” and
“vertigo” but the semantic expansion of word “vertigo” could lead to the question target
category “[ENTY/Dis.Med]” since “vertigo” is a kind of disease symptom. To deal with
this issue, some approaches [4, 5, 9, 10] have been proposed to introduce patterns or
predefined templates to assist question classification. Although improvements are shown
in their experiments, it still suffers from two common drawbacks: tedious manual work
on template creation and limited adaption to general questions.

To that end, this paper presents an automated Question Target Features (QTFs)
Extraction and Expansion approach named as QTF_EE to determining the question
target deemed essential to answer the question. The QTFs contains 3 kind of features:
part-of-speech-based syntactic expansion, hypernym-based semantic expansion, and
word cluster-based semantic expansion. To evaluate the performance of the proposed
QTF_EE on question classification, 12 widely used classifiers are applied for compar‐
ison including SVM, Naïve Bayes Multinomial Classifier, Naive Bayes Classifier, etc.
The experiment datasets are two publicly available datasets: UIUC QA dataset
containing 5,382 labeled questions and TREC-10 QA dataset containing 500 labeled
questions. We further use a number of baseline methods presented in [4, 9–17]. By using
the approach on the same two-layer classification taxonomy proposed by Li and Roth
[4], our classification accuracy achieves 87.4% on 50 categories on the TREC-10 dataset,
increasing about 7% than the baselines.

2 Related Work

For the unique characteristic of open domain questions which are always short and lack
of context, a wide variety of features were used by different approaches, e.g., bag-of-
words (BOWs) features, WordNet-based features, tree-based features, etc. [18–20].
Though BOWs was a basic document representation in natural language processing, it
suffered from a features localization and low coverage problem. To overcome this
pitfalls of BOWs, varies syntactic and semantic features expansion technology were
investigated. As one representative work, Li and Roth’s [4] showed that augmenting the
input of classifier with appropriate semantic category information could resulted in
significant improvements to classification accuracy. They applied six primitive question
feature types including words, POS tags, chunks, named entities, head chunks, and
semantically related words. By applying these features in classifier, the accuracy
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achieved 84.2% for fine-grained classification. The method and the UIUC dataset have
inspired many follow-up works on question classification and feature expansion [10].

Later on, Hacioglu and Ward et al. [12] assumed that users’ potential information
need is an entity and a general category called NA which do not asking for named
entities. By applying named entity features and Singular Value Decomposition (SVD)-
based transformation to a SVM classifier, their approach obtained an accuracy of 82.0%
on fine-grained categories. Mrabet et al. [21] also treated a question topic task as a named
entity recognition problem, representing topic recognition as a binary classification task
and extending the span of detected topic entities with generic rules. Though their
approaches yielded a good performance on classification task by using word itself as
feature, yet not all the questions asked for named entities which limited the application
scope. Krishnan et al. [13] introduced the notion of the answer type informer span (a
short subsequence of question tokens). Using Conditional Random Field (CRF) to iden‐
tify informer spans and a linear SVM, the method improved classification accuracy to
86.2%. Furthermore, by applying “perfect” informers (hand tagging informer spans),
the accuracy of fine-grained classification had further improvement which demonstrated
the contribution of question target words. Though these two kind of features were proved
to be able to contribute to classification performance, they also had the same tedious
manual work problem in feature construction stage.

In addition to semantic features, syntactic structure of the question also demonstrated
contribution. In 2007, Nguyen et al. [14] proposed to use sub-trees extracted from the
constituency parsing of questions in a boosting model with Maximum Entropy (ME)
classifier, formulating question classification task as a tree classification problem
without extra semantic features. Their approach achieved an accuracy rate of 91.2% and
83.6% for coarse-grained and fine-grained categories, respectively. However, as their
method heavily depended on a parser to acquire the syntactic trees, overall failure was
more likely to directly impact classification performance when question syntactic trees
were analyzed incorrectly. Since solely applying syntactic trees cannot improve the
performance much, many approaches tried to apply both question syntactic and semantic
features together. Recently Phuong [10] addressed that typed dependency features are
very informative for question classification, helping improve the accuracy of ME clas‐
sifier on both coarse-grained and fine-grained classification.

Previous work in question classification showed that feature expansion was neces‐
sary and crucial to improve classification performance and the key was that the expan‐
sion should base on question target. These works motivated us to conduct research on
automatic question target identification and feature expansion by referring the existing
ideas of dependency relation analysis and WordNet usage from the question classifica‐
tion area even though they were different from task to task.

3 Question Target Feature Extraction and Expansion

A question classification task was defined by Li and Roth [4] as: given a question, maps
it to one of predefined categories, which are semantic constraints on the sought-after
answer. The formal representation of the research problem can be found in [22].
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Regarding Question Target Words (QTWs) as question target feature, how to effectively
extract QTWs to prune out irrelevant information that may mislead the classification
process is a crucial problem. Therefore, an automatic Question Target Feature Extraction
and Expansion (QTF_EE) approach is proposed to detect question target words and
expand the semantic features based on the identified QTWs. The QTF_EE approach
mainly contains four steps: preprocessing, QTWs detection, target feature expansion,
and classification. In order to ensure that the words with different suffices are treated as
the same vector, stop word filtering and word stemming are conducted the in preprocess
stage. For instance, the words “connected,” “connecting,” “connection” and “connec‐
tions” in different questions are treated as the same word “connect.” A principle-based
parser is further utilized to obtain QTWs using four strategies. Afterwards, syntactic and
semantic features are expanded based on the corresponding QTWs. Finally, the
expanded features are sent to a trained classification classifier to obtain question target
(answer type) categories from a QTC taxonomy. The taxonomy used in the paper is from
Li and Roth [4].

3.1 Question Target Feature Extraction

We define Question Target Feature (QTF) as a type of representation substantially
containing semantic context of QTWs and syntactic structure of the question that leading
to the expected answer type. This kind of representation is a tuple of interrogative words
(IW), question target (QT), and corresponding distinctive words (DW) expanded based
on question target. Interrogative words are helpful for identifying coarse-grained answer
type. A typical example is that “who” questions often indicate QTC as “HUMAN” while
“where” questions indicate “LOCATION”. In this paper, part-of-speech tags are
expanded as syntactic feature and hypernyms and word cluster are expanded as semantic
feature. Besides, for reinforcing the impact of QT in question classification, a new
representation is applied as QT* to differentiate them from BOWs (e.g. QT “flower” is
represented as “flower*”). As for the part-of-speech (POS) feature, Industrial-Strength
Natural Language Processing tool spaCy1 is utilized to perform the POS tagging. To
obtain the hypernym feature of QTW, WordNet as a popular resource in leveraging
semantics is used, where Jeong et al. [23] demonstrated that deep-level WordNet hyper‐
nyms are useful for type classification. In WordNet, word senses are organized into
hierarchical structures with explicit hypernym relationships, providing a way to obtain
hypernym features for QTWs. For instance, the QTW of the question “What kind of
flowers does detective Nero Wolfe raise?” is “flower”. The hierarchy for the noun sense
of “flower” is as: “flower → flowering plant → seed plant → vascular plant → plant →
organism → living thing → object → physical entity → entity”, where “A → B” represents
that B is the hypernym of A.

To tackle the low coverage problem described in introduction section, a word
embedding feature is introduced. Unlike the commonly used semantic feature synonyms
and hyponyms, word cluster -based expansion feature can introduce context information
to better understand target word. By word cluster-based expansion, words that sharing

1 https://spacy.io/.
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similar surroundings can be clustered into the same or close clusters and therefore a
word can be represented by the cluster it belongs to. For instance, QT “president” in
question “Who was President of Afghanistan in 1994?”, words “minister”, “appointed”,
“cabinet” and “presidency” are in the same cluster as “president” which are treated as
the same vector in feature space. While in WordNet corpus, the synonyms of “presi‐
dent” is only the word itself. Beside, for QT “animal” in question “What animal ‘s tail
is called a brush?”, the same word cluster contains QTWs “rats”, “bees”, “chicks” and
“pups” whereas the hyponyms of QT are “pest”, “stunt”, “male”, “critter” and “darter”.
Therefore, word cluster-based expansion features can potentially enrich the semantic
information of target words. With Wikipedia wikis corpus2 (11 Gigabit), a word embed‐
ding feature is generated by a typical hierarchical clustering tool gensim word2vec3

which utilizing word representation method proposed by Mikolov et al. [24]. We cluster
the word vectors into 1000 classes and represent the QTWs as a number of word clusters.

The formal representation of QTF thus is <IW, QT*, DW>. For instance, the QTF
of a question “What kind of flowers does detective Nero Wolfe raise?” is <what,
flower*, flower/NOUN plant 245>, where flower/NOUN denotes POS tag, plant denotes
the hypernym of flower, and 245 denotes the word cluster identifier.

3.2 Question Target Feature Expansion

Question target words, as defined in [8], are the words that precisely represent what the
question seeking for. Question target words detection is the most important process since
it can directly affect the QTF expansion stage and overall classification performance.
With the QTWs, a question can be easily simplified but still maintain similar meaning.
For instance, “What” and “flower” are the QTWs of the question “What kind of flowers
does detective Nero Wolfe raise?” These two QTWs are appropriate for representing
what the question is expecting for. With expanded hypernym “plant”, the question can
be directly linked to the expected answer type “[ENTY\ plant]”. Thus, an essential work
is to extract needed QTWs by identifying useful relations. To extract QTW, a principle-
based syntactic parser is applied to generate a dependency tree for a given question so
as to reveal the potential target. A dependency structure represents dependencies
between individual words of a sentence and usually shown as a tree, where nodes repre‐
sent words and links represent types of syntactic relationship between two linked words.

Due to the manner of question asking and the variety of interrogative words, syntactic
structures of different questions may be much different. After analyzing hundreds of
both dependency relations and syntactic structures between the manually identified
QTWs and other (irrelevant) parts of the questions, four types of cases are identified and
analyzed based on our previous work [8], with each of them having a specific processing
strategy including: (1) Strategy 1: extract QTWs by locating interrogative words; (2)
Strategy 2: extract QTWs by using interrogative words with preposition relations; (3)
Strategy 3: extract QTWs by using verb-centered relations; (4) Strategy 4: extract QTWs
without interrogative word. To better cover more frequent question structures, the forth

2 https://dumps.wikimedia.org/.
3 http://radimrehurek.com/gensim/models/word2vec.html.
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strategy is designed for the questions are not always led by interrogative words such as
imperative questions. For instance, the question “Name four famous cartoon cats” does
not have interrogative word.

The QTF expansion process consists of five main steps: dependency tree generation,
question root word extraction, information link summarization, QTW extraction, and
corresponding distinctive word expansion. The first step is to generate the corresponding
dependency tree of the question. The second step is to identify the question root based
on the dependency structure to decide which strategy should be used in the next process.
For instance, the question “Name four famous cartoon cats” does not have interrogative
word therefore the Strategy 4 is applied in this process. Based on our previous investi‐
gation on hundreds of dependency relations, the question center relation, as denoted as
Rels-4, contains two relation patterns “V:obj1:N” and “V:obj2:N”, which are then
applied to extract the question root word “Name”. The third step is to summarize infor‐
mation links with the extracted question root word. According to the Strategy 4 and the
above Rels-4, information links leading by root word “Name” are generated as: name
← V:obj1:N → cartoon and name ← V:obj2:N → cat. According to the link matching
with the question, the QTWs are extracted as “cartoon” and “cat”. The last step is to
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expand QTFs utilizing spaCy and word2vec tools. The Algorithm 1 shows the detailed
expansion procedure.

4 Evaluation and Results

4.1 Datasets

Two publicly available datasets were used to test the effectiveness of QTF_EE approach:
(1) Dataset A: 5,382 questions with manually annotated question target labels from the
University of Illinois at Urbana-Champaign (UIUC)4; (2) Dataset B: 500 TREC 10
(Text Retrieval Conference)5 questions with manually annotated question target labels
from UIUC. The statistical characteristic of Dataset A is shown in Table 1. Both the
datasets were mapped to a taxonomy containing 6 coarse grained categories and 50 fine
grained categories. We then split dataset A and B into training and testing datasets for
experiments.

Table 1. The statistical characteristics of the Dataset A

Coarse
category

# questions # words # characters Maximum
# of
question
chars

Minimum #
of question
chars

Standard
deviation of
question
chars

ABBR 86 577 2441 94 13 18.104
DESC 1153 8721 37317 193 13 19.177
ENTY 1245 11860 52253 172 21 19.658
HUM 1215 11992 54524 189 14 22.95
LOC 824 7292 33453 151 15 17.537
NUM 859 7935 34404 148 19 17.653

4.2 The Results

Four experiments are conducted to evaluate the effectiveness of the proposed QTF_EE
approach for question classification. The evaluation measures are widely-used Accu‐
racy, Precision, Recall and F1-Measure.

The first experiment evaluates how question target classification performance was
affected by the size of training datasets to test the scalability of the QTF_EE approach.
The used datasets are the same as used in [4]. We randomly divide the Dataset A into 5
training sets containing 1,000, 2,000, 3,000, 4,000 and 5,500 questions. 500 TREC-10
questions are used as testing dataset. Moreover, we compare the approach with existing
work including Li and Roth [4], Zhang et al. [11] and Yen et al. [15] as baseline methods
on fine-grained categories. The baseline Li and Roth uses a rich expanded feature set
including 6 primitive feature types (BOWs, POS tags, chunks, head chunks, named

4 http://cogcomp.cs.illinois.edu/Data/QA/QC/train_5500.label.
5 http://cogcomp.cs.illinois.edu/Data/QA/QC/TREC_10.label.
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entities and semantically related words) while the baseline Yen et al. uses 5 feature types
(word form, POS, Named-Entity class, term-match degree and token feature). The
experiment results with accuracy metric are shown in Table 2. Our method expands only
3 kind of features but achieves the best performance on different sizes of training datset,
demonstrating its scalability and effectiveness.

Table 2. The classification performance with different numbers of training questions on the fine-
grained categories

# questions Li and Roth [4] Zhang and Lee [11] Yen et al. [15] QTF_EE
1000 71.0% 65.0% 60.4% 75.0%
2000 77.8% 74.0% 67.6% 81.8%
3000 79.8% 74.8% 82.6% 83.4%
4000 80.0% 77.4% 82.8% 84.0%
5500 84.2% 79.2% 85.6% 87.4%

To evaluate the contribution of QTF on classification task, the second experiment is
conducted using 10-fold cross validation. The total 5382 questions from Dataset A are
randomly divided into ten even subsets. In each trial, nine of the ten subsets are used for
training and the remaining one for testing. Using accuracy, precision, recall, and F1 as
four evaluation metrics, we compare QTF_EE with existing above mentioned BOWs
feature models. The result presents that the question target feature outperforms the
baseline BOWs feature in every round. To better evaluate the effectiveness and robust‐
ness of expanded feature set, both QTFs and BOWs are applied to the other 12 classifiers
including Naïve Bayes Multinomial Classifier, Naive Bayes Classifier, Bayes Network
Classifier, IBk, Attribute Selected Classifier, Filtered Classifier, Randomizable Filtered
Classifier, J48, Random Forest, Random Tree, and REP Tree. The experiment results
on fine-grained classification are shown in Fig. 1, which shows that question target
feature QTFs benefit every classifier than BOWs, demonstrating the contribution of
QTFs on question classification tasks.

The third experiment is to evaluate how QTF_EE contribute on all coarse categories.
Using the dataset TREC-10, our method is compared with the previous work. Due to
the lack of reported evaluation results on coarse categories, we use the work in [15] as
baseline. The results are shown in Table 3. Comparing with Yen et al. [15], our QTF_EE
obtains lower precision on the category “ABBR” but has higher F1 and Recall on all the
other categories. In addition, our method only expands the question target with 3 types
of features, which are less than baseline, which uses a bunch of semantic features
including POS, word form, token feature, named-entity recognition and term-match
(question first noun phrase match, question term exact match, stem match, synonym
match, hyponym match, and hypernym match). In addition, based on the result analysis,
named entities can cause much noises in classification especially for category “ABBR”,
“DESC” and “HUMAN”. For instance, the named entity of question “CNN” in the
question “What does CNN stand for?” is usually tagged as “ORGANIZATION” in NER,
leading to a wrong answer type “[HUM/Group]” (the correct one is “[ABBR/Exp]”).
Therefore, how to effectively use extracted named entities to benefit classification tasks
is still an unsolved problem.
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Fig. 1. The performance comparison on fine-grained categories of QTFs and BOWs on 12
different classifiers in accuracy

Table 3. The performance comparsion on the coarse categories using the TREC-10 dataset

Coarse categories QTF_EE Yen et al. [15]
P(%) R(%) F1(%) P(%) R(%) F1(%)

ABBR 77.78 77.78 77.78 100.0 77.78 87.50
DESC 90.91 100.0 95.22 84.15 100.0 91.39
ENTY 85.90 78.72 80.78 98.53 71.28 82.72
HUM 87.32 95.38 91.18 87.50 96.92 91.97
LOC 94.93 91.36 93.01 87.21 92.59 89.82
NUM 99.04 89.38 93.60 97.09 88.50 92.59
Average 91.75 91.20 90.94 92.41 87.84 89.33

The last experiment presents the comparisons of our approach with 10 existing
question target classification approaches as baselines collected from 2002 to 2016. Using
the same training and testing datasets, we compare the performance on all the fine-
grained categories in accuracy. From the result, as presented in Table 4, our approach
achieves an accuracy of 87.4% which is the best among all baseline methods. The method
with the second highest accuracy was [17], which applies nearly 26 kind of features. As
for the third highest accuracy method [13], it uses the same idea of question target words
(named as informer span) and applies informer hypernyms from WordNet. The only
difference is that it adds all hypernyms of all word senses if the word is noun and within
an informer span. However, in certain cases, the target words have multiple noun senses
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and each sense may have different hypernyms, leading to different classification results.
For example, the question target word “flora” of the question “What are some of
Australia’s native flora?” has two noun senses as “vegetation” and “plant”, respectively.
The hypernyms of the first sense “vegetation” is “collection”, “group” and “abstrac‐
tion” which mislead the classifier to map the question to the category “[HUMAN/
group]”. In our approach, only most frequently used sense is used for a QTW expansion,
pruning out the irrelevant information as much as possible.

Table 4. The performance comparsion with the baseline methods on the fine-grained categories
using the UIUC dataset

Methods Used feature sets # features Accuracy
Li and Roth [4] bag-of-words, POS tags, chunks, head chunks,

named entities and semantically related words
6 84.2%

Zhang and Lee [11] bag-of-words, ngrams, tree kernel features 3 79.2%
Hacioglu et al. [12] bag-of-words, ngrams, named entity 3 82%
Krishnan et al. [13] bag-of-words, ngrams, answer type informer

span and its hypernyms, word features,
“perfect” informer

6 86.2%

Nguyen et al. [14] subtree feature 1 83.6%
Phuong et al. [10] question wh-word, unigrams, typed

dependencies
3 78.4%

Yen et al. [15] word form, POS, Named-Entity class, term-
match degree and token feature

5 85.6%

Huang et al. [16] unigram, feature-weighting model 1 85.2%
Hardy et al. [9] head word, hypernym 2 84.6%
Blunsom et al. [17] bag-of-words, ngrams, POS, chunk, named-

entity etc.
26 86.6%

QTF_EE POS, word cluster, hypernyms 3 87.4%

Moreover, for methods [4, 11, 13, 15], their approaches heavily depend on a list of
semi-automatically constructed features that are called “RelWords” (related words) and
human-made rules. The major limitation of the human-made rules lies on the require‐
ments of human experts’ efforts since this is usually tremendous amount of tedious work
[14]. The baseline method Huang et al. [16] focuses on the contribution of the question
words and obtains relative good results with an accuracy of 85.2% on fine-grained cate‐
gories. However, it uses two handmade rules which ignores the questions without inter‐
rogative words in its constructed unlabeled question collection, e.g., the question “Name
the five positions who are in the line of succession to the presidency.” and “Define the
Phoenix Club?” cannot be processed. In contrast, our approach is able to automatically
construct the necessary features and is able to deal with the questions without interrog‐
ative words. The comparison demonstrates the effectiveness of our approach in question
target classification.
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5 Conclusions

Aiming at reducing the dimensionality of feature space and tickling low coverage
problem, an automatic approach named as QTF_EE for detecting question target and
extracting question target feature is proposed. The approach can automatically extract
a set of concise but effective features to assist question classification and improve its
performance. Based on two publicly available datasets - UIUC dataset and TREC-10
dataset, four experiments are conducted to evaluate the effectiveness of QTF_EE
through a comparison with 12 existing methods as baselines. The result demonstrates
that the approach can improve the performance of question target classification.
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Abstract. Because of the lexical gap between questions and answer
candidates, methods with only word features cannot solve Answer Selec-
tion (AS) problem well. In this paper, we apply a LSTMs with Atten-
tion model to extract the latent semantic information of sentences and
propose a method to learning non-text features. Besides, we propose
an index to evaluate the sorting ability of models with the same accu-
racy value. Our model achieved the best accuracy and F1 performance
than other known models, and the ranking index results, including MAP,
AvgRec and MRR index’s result, are after only KeLP system and Bei-
hang MSRA system in SemEval-2017 Task 3 Subtask A.

Keywords: LSTMs · Attention · Answer selection · Non-text features

1 Introduction

AS is the crucial intermediate link of Question Answering (QA) between Informa-
tion Retrieval (IR) and Answer Fusion, and it is directly related to the quality of
Answer Fusion. In the previous study, AS faced two major problems: (i) There is
rarely intersect in lexical level between the question and answers, which is called
“lexical chasm” [1,2]; (ii) Some sentences in correct answers are irrelevance with
questions.

Traditional methods are most based on lexical features and non-text fea-
tures, while some lexical features are rely on basic natural language processing
tools. [3] adopt a pairwise neural network architecture with machine translation
features, sentence-pairs similarity features and task special features. [4] applied
tree kernels to questions and answers’ syntactic tree, which is obtained by pars-
ing tools. [5] calculated the similarity of tokens on question-answer pairs with
the same part of speech, which using the tagger tools. Basic natural language
processing tools that are not particularly accurate, would lead to error transfer in
feature extraction. In recent years, Deep Learning has made considerable strides
in sentence-pair relevance. [6] tried a stacked Bidirectional Long Short-Term
Memory (BiLSTM) model to get a state-of-the-art result in AS. [7] employed a
Convolutional Neural Network (CNN) model with precise designs and a relevance
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method for vectors to rank short text pairs. [8,9] used a listwise approach, which
treated all answers in a question’s candidate answer list as a whole; They com-
bined question-answer pairs’ joint representations, encoded by a CNN model, to
a sequence, and put it as the input of an LSTM model. Besides, some researchers
have made some improvements to the original model. [10] proposed three inner-
attention-RNN models aimed at the attention bias problems in the traditional
attention model; [11] added a latent distribution as the representations of ques-
tions, which allows to deal with the ambiguity inherent and learn pair-specific
representations, in the attention model.

Deep learning models can be a good understanding of the potential seman-
tics of the sentence, while non-semantic features play a noticeable role in ranking
tasks sometimes. [6,7] both provided methods to combine deep learning model
with artificial features. [6] treated the result of stack BiLSTM model as a fea-
ture like artificial features, while [7] add the artificial features to the penulti-
mate hidden layer of deep learning models directly. In our work, we applied an
LSTM model with attention mechanism to get a semantic relevance value, a
non-text features extraction model to obtain a relevance score between question

Fig. 1. Answer selection model structure chart based on Attention-LSTM.



Combine Non-text Features with Deep Learning Structures 263

and answer, and combine them finally. In addition, we notice that models have
the same accuracy value but different ranking results. In the light of this prob-
lem, we proposed an indicator based on two lever ranking tasks to evaluate the
ranking ability of classification models.

To sum up, we make two contributions in this work: (1) We provided a
method to extract non-text features by models, which can be combined well
with the deep learning models. (2) We put out an indicator to quantify the
sorting ability of classification models combine with the accuracy of models.

2 Model

In this work, we employed an LSTM model [12] with attention mechanism, which
is used in [13], to encode sentences. As Fig. 1 shows, the encode part contains
three parts: word embedding, LSTM and Attention.

2.1 Word Embedding

The first step that via Machine learning to solve QA problems is to convert words
to vectors. The most simplest ways is one-hot representation, but it has a serious
problem that we cannot obtain any information between two words. Distributed
representation, also called embedding, is a good solution to this problem. The
approaches used to initialize embedding layer are random initialization and ini-
tializing with a well trained word vector, such as Glove [14].

2.2 LSTMs

Recurrent Neural Network (RNN) is skillful in solving sequence problems, such
as neural language. However, RNN is suffer from exploding gradients and vanish-
ing gradients. LSTMs [12] and GRUs [15] (Gated Recurrent Units) were explic-
itly designed to deal with vanishing gradients and efficiently learn long-range
dependencies through a gating mechanism.

LSTMs are defined as follows:

it = sigmoid(Wixt + Uiht−1 + bi) (1)
ft = sigmoid(Wfxt + Ufht−1 + bf ) (2)
ot = sigmoid(Woxt + Uoht−1 + bo) (3)
C̃t = tanh(Wcxt + Ucht−1 + bc) (4)
Ct = it � C̃t + ft � Ct−1 (5)
ht = ot � tanh(Ct) (6)

With i, f and o are input gate, forget gate and output gate, C̃ and C are
candidate state value and current state in memory cell, ht is the output we
needed at time t, and σ is the sigmoid function that squashes a value between 0
and 1. The input gate and the forget gate control respectively how much of the
newly state and previous state to the internal state for current. The output gate
defined the flow of the internal state exposing to the external network.
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2.3 Attention

The idea of LSTM that treating a sentence as a sequence and processing a token
at a time is similar with human reading. However, people will be attracted
to some words, which provide bigger contribution than others, and attention
mechanism imitate the characteristics of human reading.

Let Y ∈ R
k×l be a matrix making up of output vectors of answers that

produced by LSTMs mentioned above, hq ∈ R
k is the questions’ representations

which is the output from the last time step of LSTMs. Attention mechanism is
defined as follows.

Mt = tanh(WY + (Uhq + bm) ⊗ el) (7)
α = softmax(wMt + b) (8)
r = Y αT (9)

Where W , U ∈ R
k×l are trained projection matrices, and w ∈ R

k is a trained
parameter vector. In order to reduce parameters, we take r as the representation
of answers.

2.4 Relevance Calculation

After getting the representation of question and answers, we need to calculate
the relevance between question and answer’s vector. Most researchers applied
similarity method. For example, [16] used nine methods to obtain similarity
of two vectors, and [13] via cosine similarity to all structure they mentioned.
However, it is inappropriate that evaluating relevance of question-answer pairs’
vector because of less similarity between questions’ vector and answers’ vector.

In our work, we follow the approach of [7], which is also applied by [17]. It is
defined as Eq. 10.

sim(x1, x2) = sigmoid(xT
1 Mx2) (10)

Where x1 and x2 are sentence vectors, and M is a metric that maps two vectors
to a scalar.

2.5 Non-text Features

Non-textual information plays an important role in Answer Selection Task [3].
However, it is difficult in extracting non-text feature based on deep learning
models at present. Besides, the extraction of non-text features are mostly based
on experience, which may ignore some useful information. For example, users
in Qatar Living have these properties: accuracy of answering questions, areas of
expertise, probability of advertising and so on. We usually turn a blind eye to
those features, while focus on more direct features such as whether the person
answering the question is same as the one who asked it. In this work, we put
four kinds of non-text features upon the ranking model:
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Fig. 2. Connection method of non-text features and deep learning models

– User features. Including the question user features and answer user features.
– Answer position features. The position of the answer from the candidate

answer list.
– Sentence length features. The number of word in sentence.
– Problem category. Each question has a category, and question in different

category has different answer accuracy.

Inspired by [18], which mapped the word position to a vector initialized
randomly, we obtained the user features, answer position features, problem cat-
egory features and sentence length features by looking up their embeddings,
which keeping updated during all the train times and is coupled together with
the output layer of deep learning models. The connect method is as Fig. 2 shown.

3 Experiments

We made experiments on the data provided by SemEval-2015 Task 31, SemEval-
2016 Task 32 and SemEval-2017 Task 33. The train data contains all data from
SemEval-2015 Task 3 [19] and TRAIN-PART1/2 from SemEval-2016 Task 3 [20];
the validation data is the development data in SemEval-2016 Task 3, and the
test data in SemEval-2017 Task 3 [21] is as the test data in our work. Table 1
shows the statistics of three dataset.

3.1 Data Pretreatment

The principle of data preprocessing is storing more amounts of original informa-
tion. The details of data processing are as follows:

– Removing Catchwords. Users may add a catchwords, like “If winter
comes, can spring be far behind” which is useless to understand the
original means of a sentence, to the end of questions or answers.

1 http://alt.qcri.org/semeval2015/task3/.
2 http://alt.qcri.org/semeval2016/task3/.
3 http://alt.qcri.org/semeval2017/task3/.

http://alt.qcri.org/semeval2015/task3/
http://alt.qcri.org/semeval2016/task3/
http://alt.qcri.org/semeval2017/task3/
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Table 1. The statistics of three dataset in experience

Dataset Train Valid Test Unlabeled data

Questions 5898 500 293 189941

Answers 37848 2440 2930 1894456

Positive/negative 16543/21305 1523/1407 1329/1941 –/–

– URLs, numbers, HTML tags and emails. We converted urls, numbers,
HTML tags and emails into <url>, <number>, <tag> and <email> respec-
tively.

– Repeated punctuations and letters. All repeated punctuations and let-
ters are turned into one.

– Special symbol. Special symbols are removed except for letters and punc-
tuations.

It should be noted that we case sensitive and do not remove stop words.

3.2 Parameter Setting

We use 200-dimension word vectors trained by Word2Vec in gensim [22] on
unlabeled dataset to initialize the word embedding layer. The parameter window
and mincount of Word2Vec are set 5 and 20. In order to avoid over-fitting,
we applied dropout [23] to all layers in our model. We use RMSprop [24] for
optimization with a learning rate of 0.0001, and employed the cross entropy as
the cast function The detail of all parameter settings is shown in Table 2.

Table 2. Parameter setting in model

Layer Parameter

Sentence length 100

User number 47801

Sentence length 101

Position number 11

Question category number 150

Embedding dim 5

Vocabulary number 123353

Embedding dropout 0.5

LSTM dim 200

LSTM dropout 0.3

Attention dim 200

Attention dropout 0.5
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In order to avoid the influence of non-text features to sentence encoder mod-
els’ parameters updating, We train the Attention-LSTM model firstly and the
whole answer selection model lastly. During the training time, the model, which
has the best MAP performance on valid dataset, would be saved.

4 Results

Table 3 shows our three different models’ performance on SemEval-2016 Task 3
development dataset.

Table 4 shows different systems’ results on SemEval-2017 Task 3 test dataset,
which can be found in SemEval-2017 Task 3 website4. The baseline 1 is the result
of an IR system provided by SemEval-2017 Task 3 organizers, and the baseline 2
is the random systems’ result.

Table 3. Results on SemEval-2016 Task 3 development dataset

Model MAP AvgRec MRR Acc P R F1

LSTM 0.6581 0.8523 0.7071 0.7410 0.6105 0.6284 0.6193

LSTM + attention 0.6563 0.8525 0.7159 0.7402 0.6045 0.6504 0.6266

LSTM + attention + non-text 0.6646 0.8646 0.7301 0.7439 0.6156 0.6284 0.6219

5 Results Analysis

As shown in Tables 3 and 4, our model has the best Accuracy and F1 performance
than other models, and the ranking index’s results, including MAP, AvgRec and
MRR index’s result, are after KeLP system and Beihang MSRA system.

Table 4. Results of different systems on SemEval-2017 Task 3 test dataset

Model MAP AvgRec MRR Acc P R F1

Baseline 1 (IR) 0.7261 0.7932 0.8237 – – – –

Baseline 2 (random) 0.6230 0.7056 0.6874 0.5270 0.5315 0.7597 0.6254

1st (KeLP) 0.8843 0.9379 0.9282 0.7389 0.8730 0.5824 0.6987

2nd (Beihang-MSRA) 0.8824 0.9387 0.9234 – – – –

3rd (IIT-UHH) [25] 0.8688 0.9204 0.9120 0.7270 0.7337 0.7452 0.7394

4th (lanman) 0.8672 0.9262 0.9145 0.7843 0.8409 0.7216 0.7767

LSTM 0.8482 0.9157 0.8886 0.7717 0.8112 0.7308 0.7689

LSTM + attention 0.8552 0.9209 0.8931 0.7730 0.7975 0.7551 0.7757

LSTM + attention + non-text 0.8752 0.9336 0.9196 0.7870 0.8362 0.7341 0.7818

4 http://alt.qcri.org/semeval2017/task3/index.php?id=results.

http://alt.qcri.org/semeval2017/task3/index.php?id=results
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By comparing the results of the Attention-LSTM model and Attention-LSTM
with non-text features model’s on both validation dataset and test dataset, we
can see that the latter’s ranking index results outperforms the former: about 1
point on validation dataset and 2 points on test dataset. All these prove non-text
features play an important role in the ranking task and the approach to learn
non-text features is effective.

As shown in Table 3, although the ranking index results of LSTM and LSTM
with attention have little difference on validation dataset, the ranking index
results, showed in Table 4, of the latter is much better than the former on the
test dataset. We guess that may be caused by different positive and negative pro-
portions of different dataset, and this also shows that the generalization ability
of Attention-LSTM model is stronger than LSTM model.

We also find that models have same Accuracy value but ranking values. To
explain this phenomenon, we propose a index named Intersection probability
(IP). We think the IP index, to a certain extent, can reflect the sorting ability
of a model.

It is generally known that the mean of the random variable is the expected
value (or location), and the standard deviation of the random variable is the
volatility (or spread). Here let x be the mean of x and σ(x) be the standard
deviation of x, the range of x can be defined in Eq. 11.

r x = x ± σ(x) (11)

Assume that there is a dataset of a two-level ranking task, and the predicted
value ranged from 0 to 1 of the dataset is as shown in Fig. 3(a). If we took it as
a classification task and 0.5 as the dividing line between positive and negative
cases, the blue dot is the correctly classified samples and the red point is the mis-
classified classified samples. We take the samples, which is divided into positive,
out alone to analysis their range. As shown in Fig. 3(c), the red/green line is the
mean of predicted values of the correctly/misclassified classified samples, and
the red/green area is the range of the correctly/misclassified classified samples’
predicted value. So the intersection region between the red area and the green
area reflected the probability that the predicted value of a misclassified classified
sample is bigger than a correctly classified samples. As we can see, the bigger
the IP is, the smaller the ranking results. It is defined in Eq. 12. In the course of
the experiment, we fold the axes in the dividing line and calculate the IP value
then.

Fig. 3. IP index (Color figure online)
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Table 5. IP values of different models on SemEval-2016 Task 3 development dataset

Model meanerr meancorr stderr stdcorr IP Acc

LSTM 0.20968 0.32395 0.11385 0.12873 0.12832 0.7410

LSTM + attention 0.20460 0.32542 0.11273 0.13077 0.12269 0.7402

LSTM + attention + non-text 0.12518 0.27762 0.07405 0.09884 0.02045 0.7439

Table 6. IP values of different models on SemEval-2017 Task 3 test dataset

Model meanerr meancorr stderr stdcorr IP Acc

LSTM 0.21041 0.31650 0.10955 0.14120 0.14466 0.7717

LSTM + attention 0.17433 0.33564 0.12612 0.12654 0.09134 0.7730

LSTM + attention + non-text 0.17310 0.26096 0.08530 0.10233 0.09977 0.7870

IP = (xerr + σ(xerr)) − (xcorr − σ(xcorr)) (12)

But when getting down to the details, we can see that we cannot compare
two models had different accuracy according the IP index, because different
model may have the same IP value but different accuracy (For instance, there
are two different models that one has two misclassified examples performance on
a dataset and another has two correctly classified samples performance on the
same dataset, they may have the same IP value but different ranking results).

The Tables 3 and 4 show the IP value and the middle results of LSTM model,
Attention-LSTM model and Attention-LSTM with non-text features model on
valid data and test data. As shown in the table, the third model has the small-
est IP value on valid data, Attention-LSTM’s IP value is smaller than LSTM’s.
The differences in accuracy between them is very small, and the same phe-
nomenon, which confirms our previous statement, also appeared on the test set
(Tables 5 and 6).

6 Conclusion

In this paper, we used an attentive neural network based on LSTM models to
encode question-answer pairs. Due to many parameters in deep learning models
and small labeled data we have, the model we employed is often over-fitting if we
didn’t take steps. We adopt dropout to Embedding, LSTM and Attention layers,
and set large values to dropout. Experiment proves that dropout can effectively
prevent over fitting.

In order to make full use of non-text features, we did not use the traditional
method of artificial feature extraction, but the idea of embedding, which maps
a feature to a high dimension and updates it during train time.

At last, we demonstrated the relationship between the classification results
and ranking values, and proposed an approach to evaluate the sorting ability of
classification models in the two-lever ranking tasks.
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