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Chapter 1
Preamble

Characteristic of our history as human beings is our development and use of tools
and systems which function reliably and are controllable as regards “technical
safety”—ranging from simple devices such as hammers and shovels to complex
systems such as aircraft and mainframe computers. “technical safety” is to be
regarded as an integrated part of the stipulated function (target function). This calls
for a holistic way of thinking and a systematic approach over the complete life cycle
of products and systems. Here, we must go back to the established structures:
“generally accepted rules of technology”, the “state of the art” and the “state of
science and technology”. “technical safety” is an inherent quality attribute whose
characteristics must be created systematically.

At the present time every technical field, be it civil engineering, transportation
systems, chemical engineering, energy technology, aeronautical engineering, plant
construction, mechanical or electrical engineering, has its own system of rules for
technical safety. Application-specific safety concepts are developed for conception,
definition, development and engineering, production and integration. They contain
detailed building regulations, operating procedures, operating regulations and
maintenance instructions, as well as requirements relating to retrofitting and dis-
posal. Even the supervision of the operation by the operating company itself and the
appropriate supervisory authority is prescribed in application-specific rules and
standards. This means that there is no safety concept which covers all fields of
application, i.e. interdisciplinary validity. Furthermore, new technologies require
and have to be provided with additional rules and standards. In the light of this
situation and its previous involvement in the creation of the modern standard of
technical rules and safety supervision, the Association of German Engineers
(Verein Deutscher Ingenieure—VDI) has seen the need to take action.

The beginning of the 1970s saw the emergence of sociopolitical visions which
appeared to make a “risk-free” life possible for the population. The common focus
of this development was public discussion of large-scale and technologically
innovative facilities, whose safety or safety capability above all was presented as
questionable. Particularly in the case of technological innovations, there was more
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talk about potential risks and—in some cases only ostensibly—undesirable side
effects than about the actual benefits to the population or economic and social
opportunities. As a result, it was no longer the technical assessment alone which
was important in making decisions about the safety of such installations but,
increasingly, a political and legal assessment as well. The reports of technical
experts consulted also revealed the detrimental situation in modern safety engi-
neering, which provides concepts whose particular form depends on the field of
application. Even the standards produced by DIN, the German Institute for
Standardization, provide a remarkable number of different definitions for “safety”
and “technical safety”.

About thirty years ago, the European Union (EU) commenced its efforts aimed at
implementing the free trade of consumer and capital goods. Bound up with this was
the question as to how safety could be ensured for the people using the goods. The
set of instruments for safety supervision and approval, whose character at this time
was mostly nationally oriented, tended to place obstacles in the way of trade rather
than prevent them. With its “New Approach” and “Global Approach”, the
European Commission, therefore, created a catalogue of measures by which a high
degree of independence from national bodies could be achieved on the operative
level. The instrument for this was the Declaration of Conformity which, according
to the resolution of the European Council, could be issued by either the manu-
facturer itself or so-called notified bodies. The level of safety itself is laid down here
in the European directives and predominantly specified in detail in mandated
technical standards. Opinions vary as to the effectiveness of this catalogue of
measures. It has clearly already been recognized that both the “New Approach” and
the “Global Approach” have considerable weaknesses and are partly a long way
behind the effectiveness of the system they replaced. These weaknesses, which at
the time of introduction were already known to the experts dealing with safety
issues, are diverse and being tackled by the European Commission, and the extent
to which these shortcomings can be comprehensively remedied remains to be seen.
Over and above the product-related directives, there is the “General Product Safety
Directive” 2001/95/EG dated 03.12.2001, which requires all products being put on
the market within the European Economic Area to be safe. Precisely how this is to
be ensured does, however, call for further regulation.

In both aeronautical engineering and space technology, the New Approach
system is still supplemented by mandatory international or European airworthiness
certification schemes or final system tests. Similarly, the European Interoperability
Directives introduced in the railways sector stipulate that, when the national safety
authority grants authorization for putting into service, the new concept system
should be supplemented by a final system inspection. The same applies in the
process plant sector and, indeed, in other fields as well.

This fragmentation into a large number of “safeties” is increasingly becoming a
problem since only a few users are able to look beyond their own area of appli-
cation to recognize commonalities as a whole. In addition, different interpretations
of what is required in technical safety are more and more frequently being settled
legally, which in turn can lead to extraneous interference in the technical field.

2 1 Preamble



In 1987, the VDI convened a committee to tackle this problem. This committee
of experts agreed in favour of developing a safety concept which could be used on
an interdisciplinary basis. In 1999, following a resolution of the Scientific Advisory
Board, the VDI “technical safety” Committee was established. The committee was
given the task of working out the hidden commonalities of the safety concepts in
the various specialist technical fields and presenting a standardized practical guide
applicable to all technical fields. On 27.09.2013, the draft was intensively discussed
in a technical meeting with recognized safety experts from the most varied spe-
cialist fields. The results of this discussion have been incorporated in this
publication.

It consists of:

• the preamble,
• the development of technical safety,
• the interdisciplinary approach,
• interdisciplinary safety guideline,
• proposal of the VDI ‘Technical Safety’ Committee and
• summery-lessons learned
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Chapter 2
Development of Technical Safety

Technology in the sense of tool developments as aids for humanity has played a
central role for millennia and permanently advanced social development. In this
process, technical failure was fatalistically tolerated for a long time. Nevertheless,
already in 1810, Napoleon issued a decree stating that state officials were to carry
out the safety inspection of boilers: this introduced and codified a turning away
from the acceptance of accidents and catastrophes as twists of fate.

The markedly rapid progress of industrialization in the nineteenth century called
for a comprehensive adaptation of the organizational structures of the technology
used in many different ways in society and the economic system. The roots of this
are to be found in the Royal Commercial Institute of Berlin, amongst others, and go
back as far as 1846. Members of the Academic Association Hütte [Akademischer
Vereins Hütte] in Berlin founded the Association of German Engineers (VDI) on 12
May 1856, in Alexisbad (Harz Mountains). Ten years later, in 1866, the VDI
prompted the foundation of pressure vessel (steam boiler) supervisory associations
as forerunners of today’s Technical Supervisory Associations (Technischer
Überwachungsvereine–TÜV). In addition, parallel developments, such as those
from Mannheim and Bavaria, were taken up and incorporated.

A glimpse into the Bavarian economy of that time makes clear the extent of this
development: not a single one of the 1301 pressure vessels in the meantime suffered
damage following the introduction of supervisory measures. In the USA, on the
other hand, no fewer than 906 of the 2000 or so pressure vessels in Boston alone
exploded during a ten-year period (1867–1877).

In May 1917, the VDI appeared again as co-founder of the “Standardization
Committee for Mechanical Engineering” (today, DIN). Since then, DIN standards
have also served as the measure of flawless technical performance and are, there-
fore, also important within the legal system. These achievements are also of par-
ticular importance to the quality characteristic “technical safety”. Nevertheless, it
should never be forgotten that the safety level of technical products which has
become so taken for granted today is based on the wealth of experience which has
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systematically documented the progressive development of technology over the
past centuries. It is common knowledge amongst engineers that:

• 100% safety is unrealizable,
• the quality characteristic “technical safety”—like every other quality charac-

teristic—must be “designed into”, “developed into” and “built into” the tech-
nical product in question via an engineering process,

• the quality characteristic “technical safety” requires a topic-oriented technical
management system (the more complex the structure, the greater the demands
on management),

• technical safety constitutes a legal claim whose fulfilment requires a mandatory
proof and

• the specification of vague legal terms such as “state of the art” does not suffice in
itself to guarantee safety. It is necessary but not sufficient.

Developments in law and technology move in different spheres and at different
speeds. In order to create a dependable connection here, vague legal concepts are
used in laws and other statutory regulations. When technical safety (the safety of
technical products and equipment) is mentioned in laws and legal regulations it is
always by “indirect reference” to so-called “general clauses” and “vague legal
concepts”. These vague legal concepts are then: “generally accepted sound engi-
neering practice”, the “state of the art” and the “state of scientific and technical
knowledge”, together with other special forms such as “recognized good engi-
neering practice” and the “state of safety technology”. According to the prevalent
legal opinion, which the leading technology lawyers Prof. Dr. Fritz Nicklisch
(mainly civil law) and Prof. Dr. Peter Marburger (mainly public law) represent and
which has been and will be published widely, legislators and competent authorities
employ these “vague legal concepts”. In case of need (regarding technology),
experts with the relevant qualifications must render these concepts in specific terms,
provided the standards to which reference is made can be interpreted or are inad-
equate on their own. In this case, these vague legal concepts are made so concrete
that they become accessible for the application of the law (see [1]). It is part of the
standard practice of appointed and sworn experts in this regard that, when making
the vague legal concepts of “good engineering practice” and the like concrete, they
refer first of all to the rules of technology, in other words to technical rules such as
DIN standards, VDI regulations and, increasingly nowadays, standards issued by
CEN and ISO. These standards are prepared by experts from manufacturers, con-
sumer organizations, commercial enterprises, universities, insurance companies,
public authorities and testing institutes which have an interest in the specific subject
of standardization, in other words, the so-called “interested circles”. They send their
experts to a relevant committee, DIN for example. Standards, like other technical
rules, are created by consensus: the delegated experts agree on the contents with the
aim of achieving a common understanding regarding the subject of standardization.
Technical rules are one of the principal items of reference for ensuring technical
products and equipment are safe when they are put on the market and use is made
of their function. This procedure is standard for existing products and systems.
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Should there be major expansions of what is technically available and even further
to fundamental innovations, reference to product standards alone will not suffice to
ensure technical safety. In this case, the relevant state of the art or state of scientific
and technical knowledge must be determined and applied. Guidance in the form of
standards is becoming increasingly available even for these processes.

Once again it was the VDI which, at the beginning of the 1970s, took up the
technical application of probabilistic parameters and prepared them for engineering
use. The VDI handbook on reliability [2], first published nearly twenty years ago,
together with its standards VDI 4001 ff., provides a comprehensive introduction to
modern reliability engineering and also renders it practicable. It thus contributes to
making sufficiently manageable the technical problems, costs and risks which can
arise from the failures in the functions of technical products and systems that can
never be entirely ruled out. Its application extends to all those areas of engineering
in which problems of environmental resistance (resistance to environmental influ-
ences), lifetime and service life, functional reliability, maintainability and mainte-
nance, availability and also safety are to be expected, have already occurred and
need to be rendered manageable. They are areas in which technically sensible,
appropriate precautionary measures are required in project planning, design and
construction, manufacturing and system integration, etc. The globally recognized
achievements of modern aerospace technology are proof of the exceptionally high
level of performance of these probabilistic methods in engineering.

However, even today it may be observed that probabilistic approaches are being
simplified in a way which is scientifically impermissible. Examples of this are
taking redundancies alone into consideration (but ignoring the corresponding fail-
ure probabilities) and equating the (stochastic) “mean time between failures
(MTBF)” with the (deterministic) “lifetime”. In the latter case, it is suggested that
function failure can be excluded by redundant functions or even that spontaneous
failure can be prevented by “diversitary function elements”. In this context, it is
worrying that such simplifications can even be brought to application when tech-
nical safety is supposed to be the objective.

In engineering, the indispensable basis of any probabilistic method is the sys-
tematic determination of all failure modes of functions and function elements.
However, behavioural analyses of this kind (e.g., FMEA: Failure mode and effect
analysis and also FMECA: Failure mode, effect and criticality analysis) are also
suitable ways of determining (failure) risks. Nevertheless, it is increasingly the case
nowadays that the successful and centuries-old routine practice of making calcu-
lated risks manageable is now all too readily dispensed with. To an ever greater
extent, the generation of technical safety is being replaced more and more by risk
analyses or risk assessments. In such cases, an engineering-based procedure is
terminated prematurely or even entirely neglected. This enables the creation of
scenarios in which technical innovations—often involving an incredibly high outlay
in the media and political spheres—are prematurely disqualified for safety-related
reasons without there being the remotest reason for casting doubt from the start on,
or denying completely, the safety to be achieved in the future.

2 Development of Technical Safety 7



At the beginning of the twenty-first century, deliberation at the VDI resulted in
the approach presented in this publication and in a guideline showing how the
hidden commonalities in the safety-related knowledge available can be made
useful for technological changes and innovations. This concept enables the use of
all safety-related knowledge and good engineering practice not only for time-tested
but also for innovative technologies. This, above all, includes the realization that the
demand for 100% safety—unfortunately still even today—counts as one of the
most persistent misconceptions in the history of technology. Engineering and, in
particular, safety technology must take this realization into consideration. In our
world, there is neither an “absence of danger” nor any “risk-free areas”. However,
well-founded knowledge relating to technical safety need no longer remain con-
fined to separate application in individual fields of technology but is now available
even for comprehensive interdisciplinary use. With the publication of DIN 31004-1
“Terminology in Safety Technology—Basic Terminology”1 the term “safety” is
defined in a technical regulation on the basis of the concept of “risk”, which is a
probabilistic parameter. Probabilistic concepts thus made their first entry into
classic safety technology, which until that time was chiefly characterized by legally
motivated causal considerations (if-then relationships). At the time of publication of
this standard, safety concepts based on probability considerations had for several
decades already proved their value in the field of aerospace engineering, which
resulted in a much higher level of safety there.

Every technical field of application now has its own code of practice for tech-
nical safety and this is, following an accident, often very specifically expanded.
This large number of “safeties” is increasingly becoming a problem as only a few
safety experts can see the whole picture beyond the limits of their own sphere of
application. In addition, different interpretations of what is required regarding
technical safety are leading more and more often to legal disputes, which in turn
may result in conclusions that are inappropriate in the field of technology. The
debate which started on the occasion of the annual politicians’ conference orga-
nized by the VDI main group “The Engineer in Profession and Society” in Trier on
10th and 11th september 1984 has been continued in many ways without any
solution being arrived at yet.

1The provisions of this standard are now to be found in DIN 820-12:2014-06 “Standardization
work; Part 12: Guideline for the inclusion of safety aspects in standards”.
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Chapter 3
Interdisciplinary Approach

3.1 Need for a Safety Methodically Concept

3.1.1 The Need for Action in Safety Engineering

The last century was marked by epoch-making technological achievements. The
two world wars caused devastating destruction, but reconstruction also accelerated
the technical progress which, above all, characterized the years of rebuilding after
the Second World War. New technologies were developed and are being constantly
further developed. Worldwide air travel has long become a reality; space tech-
nology has become a productive branch of the economy, and microelectronics and
computer technology are now an indispensable part of private life. However, as a
result of this technological progress, the number of engineering fields has grown—
technical subjects are now taught in the technical universities and colleges whose
existence half a century ago was not even imaginable. Of course, safety technology
has also kept developing continuously parallel to technological progress although
specifically for the individual fields of engineering. One of the key reasons for this
application-oriented safety technology structured according to individual fields of
engineering is to be found in the German legal system since the legal basis for
safety technology is also structured according to engineering fields: construction
law, railways legislation, air traffic legislation, atomic energy legislation and test
facilities legislation, to name just a few.

To date, the number of technical specialist fields has already increased to such an
extent that the total field of technical knowledge would have become immense and
poorly manageable had not interdisciplinary management methods and system-
technical working procedures been introduced. Planning, tracking (monitoring) and
verification are carried out with these methods in the various technical specialist
fields by following a holistic procedural concept. Over the last forty years, these
interdisciplinary management methods and system-technical working procedures,
grouped together under the term “interdisciplinary teamwork”, have found ever
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greater application. No major project, which today could cover many years, is now
undertaken without the input of a central project management system. With
increasing globalization, there is also a greater necessity for internationalized
project management with a multilingual capability and operating over national
borders. The world of technology does not seem to recognize borders any more.
However, these borders do exist, namely in the field of safety engineering. Apart
from already existing European regulations (which are, however, principally sup-
posed to ensure the free movement of goods), the provisions of different national
legislation still apply here. What they all have in common is their assumption that
safety technology is structured on the basis of application-specific fields of
engineering.

As has already been mentioned, new sociopolitical ideas arose at the beginning
of the 1970s which appeared to make a “risk-free” life possible for citizens (see
Sect. 3.1) Thus, public debate was increasingly more concerned with conceivably
possible side effects than with the technical facility whose implementation process
needed to be managed in the best possible way. Ultimately, it was no longer a
technical but increasingly a legal body which had the final say on the safety of the
affected facilities. It is problematic that the very exemplary standards issued by DIN
show a remarkable variety of different term definitions for “safety” and “technical
safety”.

Around twenty years ago, the European Union (EU) commenced its efforts
aimed at implementing the free movement of consumer and capital goods. Bound
up with this was the question as to how safety could be ensured for the people using
the goods. The instruments for safety monitoring and approval, whose character at
this time was mostly nationally oriented, tended to place obstacles in the way of
trade rather than preventing them. Therefore, the European Commission created
with its New Approach and Global Approach a catalogue of measures by which a
high degree of independence from national bodies was supposed to be achieved on
the operative level. The instrument for this was the Declaration of Conformity
which, according to the resolution of the European Union Council, could be issued
by either the manufacturer itself or a so-called Notified Body. The level of safety
itself is laid down in the European directives and generally partly specified in detail
in mandated technical standards. Opinions vary as to the ultimate effectiveness of
this catalogue of measures. It has clearly already been recognized that both the New
Approach and the Global Approach have considerable weaknesses and to some
extent are a long way behind the effectiveness of the system they replaced. These
weaknesses, which at the time of introduction were already known to the experts
dealing with safety issues, are diverse, and improvements are currently being made
by the European Commission. The “General Product Safety Directive” 2001/95/EG
applies over and above the product-related directives. This regulates that all
products being put on the market within the European Economic Area have to be
safe. Precisely how this is to be ensured does, however, call for further regulation.

In both aeronautical engineering and space technology, the New Approach
system is still supplemented, as before, by mandatory international or European
airworthiness tests or final system tests. The European Interoperability Directives
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introduced in the railways sector also stipulate in this way that, when the national
safety authority grants authorization for putting into service, the New Approach
system be supplemented by a final system test.

There is, therefore, sufficient need for a safety methodically holistic concept in
which the hidden commonalities of existing safety concepts (admittedly limited by
being application-specific) are joined together into an interdisciplinarily applicable
overall concept. The VDI has the interdisciplinary technical expertise to elaborate
and present such a safety methodically holistic concept.

3.1.2 Introduction to the Application Area Safety
Engineering

In their performance of public services, state bodies and institutions—in Germany
at least—had up to this point carried out safety-related verification analyses and, in
this way, actively participated in the control of technical risks. The relevant EU
directives in the meantime envisage these safety-related verifications being
increasingly left to the free market and only monitored by the state. The expertise
required for this in the field of technical safety, which was previously mostly the
concern of governmental agencies, must now be obtained on the free market. The
approach outlined in this VDI publication is intended to maintain and spread this
safety-related expertise by encouraging a safety methodically concept which, by
extensively referring to generally accepted technical regulations and defined
objectives, offers a firm basis for engineering practice in the field of safety engi-
neering. This safety methodically concept is equally applicable to the maintenance
and further development of existing fields of technology (e.g. civil engineering,
transportation systems, chemical process engineering, energy technology, aviation,
plant engineering and construction, mechanical engineering or electrical engineer-
ing) as to the conceptual design of innovative technologies and their controlled
safety-related development.

The term “technical safety” is understood as meaning that a technical system,
technical facility or product will fulfil its intended functions over a planned period
of time (if applicable, its planned lifetime) and, provided it is operated according to
regulations, will not injure or damage any objects of legal protection. This means
that neither persons nor property is injured or damaged in as far as the system, the
technical facility or the product can be responsible for this. Reliability of function
over the envisaged lifetime is not a necessary component of safety, provided loss of
function does not lead to an unsafe state.

In the context of discussing technology, safety means more than just technical
safety. In everyday speech, a person feels “safe” when he/she does not feel
threatened. This threat need not be existential in nature in any way. An impending
loss in the quality of life can already trigger a prejudice against technology. In a
liberal and affluent society, a situation in which one’s own way of living is
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determined by others and the associated feeling of being dependent on conditions
not freely chosen (loss of autonomy) can result in aversive reactions in individual
groups when the subject of the limits of safety is raised.

On the one hand, the bases for decisions are more weakly developed here in
some of the engineering sciences, but also in the life sciences. On the other hand,
the public’s notions of safety are so broad that adequate acceptance can only be
achieved on the basis of a risk-minimization imperative—a limitation with an
accepted limiting risk. The expectations of the consumer are manifestly expressed
in the idea behind the purity regulations, which at least cover the immediate
necessities of life such as food, drinking water and air. Technologies, such as those
concerning preservation and processability, which infringe the purity regulations
while still offering clear benefits, are only tolerated for as long as they do not
infringe legally stipulated contamination levels, provided these technologies are
being correctly employed (one example is “good farming practice”). The gap
between these levels and the higher health tolerance threshold can however be
several orders of magnitude. The rule applies to set permissible limit values as low
as necessary but as high as possible.

From this point of view, safety-related technical considerations must, in the
broader sense, also apply to the safeguarding of consumer expectations. Incidents
which result in threshold values being violated are perceived by the public in most
cases as an imminent threat to their physical integrity. Experience shows that the
reaction of state supervisory bodies strengthens this impression, especially when
there is insufficient latitude for assessing the proportionality of the means for hazard
prevention.

In the main features of a general safety methodically concept, the particular form
of dealing with “residual uncertainty” (which is a standard concept or special
characteristic of the life sciences) cannot be ignored in discussions about the uses
and harms in risk management, but it is not examined in greater detail. Clarification
is needed that this is an interdisciplinary, scientifically based safety guideline. In the
interests of precise statements, the lines of argument and the terms used in this
publication have been borrowed from the engineering sciences.

3.1.3 Reasons for this Publication

Spectacular incidents and accidents with a great public impact repeatedly raise the
question of adequate safety in technical facilities. In such cases, there is a tendency
for some of the media to respond only to the event itself in their news reports but
also, at the same time, to rush to assign blame. There is a very common attitude of
quickly pointing the finger at a culprit responsible for the failure. Accordingly, there
will always be technical experts who support these assumptions as far as possible.
In the next step, the question is then immediately asked as to whether the laws,
statutory orders, monitoring requirements and sets of regulations are adequate to
ensure the expected level of safety.
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This typical approach disregards the fact that

• there is no such thing as 100% safety, even though the limits of safety are
always to be observed,

• safety must be generated—in other words, developed and produced—before it
can be maintained and monitored during utilization, and

• complex circumstances do not in most cases allow the identification of a
monocausal connection in incidents and accidents. Instead, there are often in the
implementation events, which are not taken into consideration, unknown
influences or previously unidentified chains of multiple influences which result
in damage.

Safety is, in most cases, created by applying relevant standards and codes of
practice and existing legal provisions. Safety concepts are developed with mathe-
matical models and analytical methods. Years of empirical experience gained
specifically in the most diverse application areas (civil engineering, transportation
systems, chemical process engineering, energy technology, aviation, plant con-
struction, mechanical engineering, electrical engineering, etc.) are also integrated in
these concepts. This is one of the reasons why no uniform safety concept as yet
exists which spans all application areas.

The development, construction, design and manufacture of a particular technical
facility are thus determined by different safety concepts. Detailed operating
instructions, operating regulations and maintenance instructions are drawn up for its
operation and requirements formulated for retrofitting. Monitoring of operations by
the owner and the other bodies entrusted with monitoring is clearly regulated.

The conceptual design, development, manufacture, operation, decommissioning
and monitoring of technical facilities require in a particular way the skills of
engineers. The VDI addresses these issues with this publication firstly by presenting
to the specialist community the current situation regarding the safety of technical
facilities. In addition, problem areas are identified such as:

• legal appraisals, assessments and judgments which have a bearing on safety,
• unforeseeable events and chains of events leading to disturbances and failures of

technical facilities and
• the individual person as a developer, manufacturer, user, operator and moni-

toring agent who, although not working free of error himself/herself, never-
theless has a decisive influence on safety.

Recommendations for an interdisciplinary safety concept are derived from this as to
how the most diverse safety concepts must be designed and further developed in the
future and how the cooperation of all participants must be organized for this
purpose.
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3.1.4 The General Framework for Technical Safety

Insight into and understanding of the limits of technical safety derive from a
number of aspects, e.g. the probability of occurrence and expectation of damage,
failure, perception and risk, whose importance requires fundamental and binding
clarification. Technical safety is limited by the probability of damage occurring or,
depending on the case, the failure of a technical facility. The circumstances are
usually subsumed under the term “risk”. This is, however, a complex concept (see
Sect. 3.3.3) because it is modified by a very different and constantly changing
perception.

Dealing with risks which are insufficiently known or are not manageable poses a
problem, and difficulties also arise when markedly diverse opinions prevail
regarding the assessment of a risk. In such cases, the necessary precautions are
essentially a sociopolitical decision. Primarily taken into consideration are dangers
emerging from nature, the natural environment, the technical environment, human
inadequacy and mistakes:

• hazards from the natural environment may arise, for example, due to:

– climatic influences in all possible forms at the location (wind, snow, ice,
temperatures, etc.),

– physical influences (e.g. lightning strikes, earthquakes) and
– reduction in the resistances of construction components due to corrosion,

fatigue and ageing;

• hazards from the technical environment may arise, for example, due to:

– exceeding specified unladen weights and actual loads,
– influences from the technical environment (nearby buildings, vehicle colli-

sions, physical exposure, chemical exposure),
– reduction in electrical resistance due to corrosion, fatigue and ageing,
– production-related failure to reach the calculated requirements for con-

struction components and supporting structures and
– exceptional influences arising from use (fire, explosions).

Human inadequacies and mistakes can be the causative source of a hazard or
impede a successful prevention of hazards. This includes all decisions, actions and
omissions in planning, execution and utilization which a series of factors may be the
basis of, e.g.

• subjectively unrecognized or objectively unknown hazards,
• insufficient knowledge,
• information gaps, misunderstandings,
• incorrect decisions due to political pressure or misconceived thriftiness and
• negligence.

Hazards may also arise through intentional but unfathomable human actions.
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With regard to the possible consequences, the frequency and duration of hazards
and the type of preventive measures necessary, a distinction can be drawn between:

• permanent situations whose duration is of the same order of magnitude as the
useful life of the system or facility concerned (intended course of operation),

• temporary situations of short duration and with a high probability of occurrence
(possibly a rectifiable disturbance of intended operation) and

• exceptional situations arising from exceptional influences or, in the case of local
failures, of short duration and with a low probability of occurrence, with long
recurrence intervals and a great potential for danger (see also Table 3.1 in
Sect. 3.2.1.1).

3.1.5 Legal Basis of Technical Safety

Technical safety is very largely based on the engineering and natural sciences and is
administrated by the relevant regulatory legislation. The safety of technical facilities
is created by methods which provide systematically hierarchized safety precautions
(see Table 3.1). These are formed by both technical measures and organizational
arrangements. Detailed regulations often exist for technical measures and regulate
the requirements for measures such as safety margins, the degree of redundancy, the
diversity to be provided and testing. Limiting values, test specifications and man-
agement systems are required and implemented in the form of laws and often as
sub-statutory regulations as regards technical and organizational measures. Public
technical safety for the citizen thus generally requires that the utilization of tech-
nology does not

• unacceptably affect the individual in his/her right to life and physical integrity,
• unacceptably, impermissibly—due to hazardous substances, for example—or

irreversibly damage the environment or
• damage other objects of legal protection (property of third parties).

Table 3.1 Hazard categories

Possible consequences of hazards affecting primarily

Properties Usability Hazard
category

Large importance of the technical system or
facility for the general public; manifold
threat to life and limb

Large commercial consequences,
large detriment to use; cascade
effects

3

Threat to life and limb and/or respectable
commercial consequences

Extensive commercial
consequences, noticeable
detriment to use

2

No jeopardy for life and limb and marginal
commercial consequences

Marginal commercial
consequences, marginal
detriment to use

1
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The guarantee of public technical safety thus falls within the responsibility of the
individual nation state and, in some fields increasingly, within the responsibility of
the EU and even, if applicable, of the United Nations. Public-technical safety is the
part of safety which is characterized by the systematic individual risk and the
collective risk emerging from the active and, in particular, the passive utilization of
technical products, facilities and systems as well as the associated processes for
whose regulation the state is responsible. All in all, the state has responsibility for
ensuring the safety of its citizens against risks arising from scientific and engi-
neering research and development especially as regards application of the results
obtained and forms of technical implementation. It is referred to here as
“public-technical safety” and also so understood in general.

Guaranteeing public-technical safety in a constantly changing technological and
industrial environment can in its current significance and complexity only be
regarded as the state’s provision for its internal and external safety. Technical
facilities must therefore comply with the objective legal system. It is implemented
by legislation in the field of technology, for example, by means of special legal
regulations, provisions, guidelines and technical rules. A danger to public safety or
order exists when circumstances or an event will probably damage an asset under
legal protection if the occurrence objectively expected is permitted to continue
unobstructed (Second Senate of the Federal Constitutional Court in its decision of
08.08.78, File no.: 2 BvL 8/77, the so-called Kalkar judgement).

In principle, a distinction is to be drawn between a concrete, tangible hazard and
an abstract hazard, which is only conceivable. As to the expected occurrence of
damage, the two types of hazard have the same requirements regarding probability.
The distinction between “concrete” and “abstract” hazards lies in the point of view.
Concrete hazards relate to the individual case, whereby the time at which damage
possibly occurs need not be imminent. This time is, however, not so far off that it is
no longer manageable.

A hazard is deemed to exist when observation of certain types of behaviour or
conditions leads to the conclusion that there is sufficient probability that damage
will occur in an individual case. There must therefore be grounds for preventing
such hazards even with general-abstract means, e.g. in technology law itself or by
technical rules. Verification of the probability of occurrence can then be dispensed
with in the individual case. Hazards which are detected when generally accepted
threshold values are exceeded are clearly of a concrete nature.

The necessarily vaguely formulated legal requirements regarding the technical
safety of technical systems and facilities must be made concrete with technical rules
drawn up, not by legally competent committees but experts from the relevant
technical fields.

The necessary governmental measures comply primarily with the inherent
potential for damage of the respective technical products, processes, facilities and
systems, including their subsequent effects. They range from legislative frameworks
covering approval and supervisory functions to direct state intervention.
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In its duty of care, the state has an obligation to do its utmost to prevent or, by all
means, limit injury not only to society as a whole but also to individual humans. In
this matter, however, it is not only the safety requirements of the objects of legal
protection under consideration—humanity and the environment, for example—
which can be determined. It requires, rather, a balancing of their usefulness and/or
necessity for society on the one hand and the risks of technology on the other. This
results in a risk management system.

3.1.6 Ethical Principles

Technical safety is essentially developed by engineers and natural scientists even
though the humanities are becoming increasingly influential. In their responsibility
for this, they not only comply with the provisions of the applicable legal system but
also, above all, follow the ethical and moral principles which have evolved over the
millennia of Western history. The engineer’s responsibility is thus anchored in
basic ethical standards and the moral obligations developing from them.

In recognizing the engineer’s responsibility, the VDI has committed itself to the
following ethical principles for the profession of engineer (Düsseldorf, March
2002):

“Engineers

• are individually or jointly responsible for the consequences of their professional
work as well as for the diligent discharge of their specific duties,

• acknowledge their obligation to deliver sensible technical inventions and sus-
tainable solutions,

• are aware of the interrelationships of technical, social, economic and ecological
systems and their effects in the future,

• avoid deeds which result in constraints on and restriction of independent action,
• orientate themselves on the basic principles of general moral responsibility and

respect labour, environmental and technology legislation,
• discuss conflicting values on an interdisciplinary and cross-cultural basis,
• seek institutional support when profession-related moral conflicts arise,
• participate in the formulation and updating of legal and political guidelines,
• commit themselves to constant further training and
• involve themselves in technological mentoring in basic and further education

programmes in schools, universities, companies and associations”.

In everyday life, however, the distinction between ethics and morality is blurred,
whereas in philosophy a clear line is drawn between ethics and morality. Ethics is
accordingly the scientific examination of the various aspects of morality, and the
subject of ethics is morality. Ethics deals not only with basic questions relating to
the nature of morality and the possible rationale for moral standards (“meta-ethics”)
but also with questions relating to the content of moral values and standards
(“normative ethics”)—in other words, with good and bad. Among the most
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important questions in normative ethics is the question to which extent consider-
ation of consequences may or must play a role in the moral evaluation of human
actions. There is no case when moral standards alone suffice to justify certain
actions and strategies. If damage is to be prevented and benefits created, goodwill
must always be supplemented by expertise and a prognosis capability.

The concept of morality includes both objective and subjective components.
Objective components include the standards, principles and moral concepts which
society lays down for the individual and are partly reflected in the legal system.
Included in this are the institutions (family, media, politics, courts) which set,
endorse or enforce these standards (see also [3; 4]). Corresponding on the subjective
side to objectively prescribed standards are personal principles, guiding principles
and ideals on the one hand and the moral attitudes, motives, feelings and will-
ingness to act of the individual on the other. In practice, the borderline between
ethics and morality is blurred. A person who acts morally usually also has an idea of
the sense and function of the moral standards he/she follows and advocates and how
these standards are justified. Consciously expressed to a greater or lesser extent, this
also of course applies to the responsibility of engineers in their daily work and the
confidence placed in their work.

Longer-term planning must arise from communication processes dealing with
values and strategies for implementing them—they must not be dictated “from the
top down”. One such strategy is already advisable for pragmatic reasons (risk
management). A diktat almost inevitably leads to credibility, trust and legitimacy
crises in industry, politics and bureaucracy and contributes significantly to the
polarization of positions. A stealthy introduction of new technologies by admin-
istration with a later assurance of acceptance through suitable public relations
measures does not make sense here.

Rather, acceptance should be secured right from the start by means of a dis-
cursively conducted yet technically and strictly orientated approach in
safety-engineering procedure. It sets an essential, maybe even mandatory,
requirement of the acceptability of a democratically legitimized industrial policy.
Many discussions in industrial societies are unsatisfactory since they are based on
preconceived notions and one-sided presentations of the incompleteness of the
current situation and assume indifferent ethical values.

3.2 Generating Safety

3.2.1 Principles of Safety Engineering

3.2.1.1 Safety—An Interdisciplinary Task

With the aid of the technical resources they have created, human beings seek to
expand and perfect continuously their possibilities. This fact, which is verifiable in
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our cultural history, represents a well-grounded challenge in itself for every engi-
neer. It consists of regarding one of his/her primary tasks in implementing future
engineering tasks as doing justice to the constant striving of human society to
perfect the safety of technical products. The actual task here is for the human to
adopt technology as a supportive function by creating the connection in the
so-called human–machine systems or socio-technical systems. This challenge
becomes all the more important when engineers are forced to watch an increasing
lack of knowledge in the general public as regards scientific and technological
correlations, which has resulted in an often frightening distrust of technology.
Engineers should therefore strive to make their technical skills in the safety field
generally comprehensible and understandable even for non-technicians and the
layperson. In this way, the unease felt by the public towards technical facilities will
be removed or at least limited to the point where no unthinking technophobia arises.

Accidents and incidents repeatedly give reason to investigate and eliminate their
causes. In this matter, the effectiveness of proven and generally accepted
safety-engineering precautionary measures needs to be examined. The VDI once
again clearly stresses the engineers’ duty of constantly developing further the field
of “technical safety”, simplifying its applicability and making it comprehensible to
non-technicians.

In this context, however, questions do arise such as:

• Is insufficient importance being attributed today to the safety of modern, com-
plex socio-technical systems?

• Is profitability increasingly being given priority over safety?
• Are the relevant technical standards no longer being sufficiently observed?
• Are the relevant technical standards no longer sufficiently productive?
• Are laws and statutory orders being flouted?
• Is there a lack of surveillance by governmental agencies and supervisory bodies?
• What importance does the human being have on the various operating levels?
• Are the understanding and assessment of technical laws underdeveloped (e.g.

due to deficiencies in imparting knowledge in schools)?

With regard to the possible consequences of hazards, it seems appropriate to dis-
tinguish three hazard categories in technical systems or facilities within the normal
range of experience (see Table 3.1). In this respect, both the public’s need for safety
(danger to life and limb as well as environmental hazards and the importance of the
system or facility) and the commercial aspects (possible economic consequences,
utilization requirements) must be provided for, whereby priority is given to the first
criterion. The overall effort required in the individual hazard categories to determine
countermeasures varies depending on the possible consequences of the hazards.

As a basic rule, plant components and assembly parts must be classified dif-
ferently according to their importance for the nature and serviceability of a technical
facility or product. In a simplified form, all important components of a system or
technical facility within the scope of individual measures can be assigned to one of
these hazard categories. Every safety concept should be orientated with its measures
towards these hazard categories.
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Achievements in safety engineering have up until now always been adequate for
the underlying technological innovation achievements. However, it does seem that
safety engineering and safety legislation are gradually being deprived of an ordered
applicability. Particularly in modern, technologically innovative and complex
systems, the following aspects are currently making it more difficult to find the most
effective solution in safety engineering:

• the plethora of technical rules and standards, which often exhibit technical- and
application-specific differences,

• legal regulations which apply in a purely application-specific way and the
spheres of responsibility of supervisory institutions,

• the wide diversity of opinions among experts in technical and custom-designed
matters and

• the specialist terminology cultivated in every technical discipline.

Even in the sphere of classical engineering, which has been manageable until now,
signs of adverse effects are now emerging because

• experienced specialist personnel are either no longer available themselves or
have not had sufficient opportunity to pass on their own knowledge of basic
principles and contexts to subsequent generations of engineers,

• knowledge concerning aspects of safety-engineering methodology in technical
rules and standards is gradually becoming swamped by the ever-increasing
volume of engineering knowledge, and

• in the course of rationalizing projects, changes in technical concepts may also
have been implemented but without any methodological adaption of the cor-
responding safety-engineering precautionary measures.

Although our legal system lays down legal requirements for safety engineering,
there is no uniform concept covering all applications. This makes it more difficult
for the operating engineers to pursue interdisciplinary cooperation in the field of
safety engineering. Political opponents of the expansion and modernization of the
technical–industrial infrastructure now tend to have courts check technical safety
concepts rather than expert engineers as before. This often leads to compromise in
whose politically orientated decision even safety-engineering shortcomings are
accepted.

Can the looming over-regulation and bureaucratization of safety engineering and
safety legislation still be averted and steered down more appropriate paths? Does
the state not even have the duty, during the process of deregulation and liberal-
ization, of compensating for the disappearance of regulations by establishing other
safety principles, such as, for example, a drastic market surveillance in a similar
way?

The VDI also seeks to give answers to these questions. In doing so, the fol-
lowing central aspects are examined:
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• increasing pressure towards interdisciplinary cooperation of all concerned fields
and in all fields of technology,

• generalization across all technical fields of the various safety-engineering con-
cepts by finding the “hidden commonalities”,

• subsequent feedback and application of the discovered generalization across all
technical fields to individual technical fields,

• consideration of the entire life cycle of a product—from the initial idea to final
disposal (see Sect. 3.2.1.2) and

• interplay between safety and the limits of feasibility on the one hand and
commercial viability on the other.

As innovative technologies are developed, the corresponding safety-engineering
concepts must also be worked out. For this purpose, already existing safety con-
cepts should be investigated for hidden commonalities and merged into a safety
methodically concept. A concept of this kind should include the tried and tested
findings of safety engineering, which extend from the primarily empirically
expanding area of application, e.g. railway technology, to the analytically shaped
field of application, such as aviation and space technology. The spectrum ranges
from the deterministic concept, which is based on classic if-then relationships with
a directly verifiable causality in the occurrence of events (see Sect. 3.2.2.4), to the
probabilistic concept of reliability, which is based on both probability observations
of possible events and consideration of their possible occurrence (see Sect. 3.2.2.4).
The full safety-engineering standardization in the fields of construction and elec-
trical engineering should just as much be taken into consideration here as safety
engineering based on failure analysis in the fields of aviation and space technology.

It is a matter here of how concepts in safety engineering and legislation which
are practised in different custom-designed ways and have developed differently over
time can be merged into a single, interdisciplinary safety methodically concept.
Recourse to the methodology presented here for an interdisciplinary concept in the
field of safety engineering (see Sect. 3.2.3) facilitates not only communication
capabilities but also interdisciplinary cooperation between the different technical
specialist fields as well as between engineers, representatives of business, politics
and the judiciary and fellow citizens. This in turn will have an equally beneficial
effect on technological innovation projects, which is beneficial for the under-
standing of safety-engineering concepts. In this way, safety-engineering concerns
which are already properly respected are prevented from being pushed out of the
engineer’s consciousness as soon as improvements or other changes are made to
technical equipment, facilities or systems.

The highly complex technologies with a great potential for utilization, which
were brought to a respectable level of maturity in the latter half of the twentieth
century, proved for the first time that even wide-ranging engineering tasks could be
unerringly mastered with working methods on a system-technical basis. The
methodology of working system technically is presented in this publication (see
Sect. 3.2.3). This concept with consistent application enables the implementation of
the frequently non-superimposable objectives of safety, reliability and availability
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cost-effectively in one system. This is an engineering task whose universally
applicable solution needs to be found in interdisciplinary cooperation between
safety and cost-effectiveness as an optimization task not only in the creation of
safety concepts but also in engineering practice.

3.2.1.2 Application of the System-Technical Phase Concept

In order to maintain always sufficient transparency of the technological and orga-
nizational content of complexly structured, technologically innovative and/or
high-standard safety-engineering systems, facilities or products, their complete life
cycle is subdivided into time segments, which hereinafter will be referred to as
“phases”. Such a subdivision into content and time segments allows the setting of
instructions at the beginning of each of these clearly created phases clear objectives,
basic conditions to be observed and other requirements and procedural instructions.
At the end of each individual phase, the results obtained can be checked with regard
to fulfilment of the set objectives and requirements. On the basis of the results
determined, the objectives, basic conditions to be observed and other requirements
and procedural instructions are set for each following phase. A phase concept of
this kind not only facilitates technical management but also secures notably the
organizational management measures required and, ultimately, results in it being
possible for the first time to track and monitor properly the specified objectives.

The phases in the product life cycle as shown below will run in chronological
order although it does remain possible, in the event of possible inconsistencies, that
individual phases run recursively (as indicated by the blue recursion arrows in
Fig. 3.1).

Due to the indispensable transparency of these specialist interrelations, the
analysis in this publication is geared towards the phase approach presented previ-
ously. The topic of “technical safety” should be integrated into this phase concept.
This applies not only to the generation of safety in every single phase of the life
cycle but also to its verifiability.

Technical safety is one of the outstanding attributes of a technical system,
facility or product. Creating technical safety is a task for engineers and scientists if
necessary, which cannot be accomplished by itself or incidentally. Even more than
any other technical specialist field, the generation and verification of technical
safety requires not only the specialist knowledge of the engineers and scientists
involved but also special attention and care with the technical–industrial manage-
ment. Therefore, the safety-engineering process requires the same care and attention
as the rest of the project over the entire life cycle of a system, facility or product—
including any possible refitting or measures to extend the service life of the project.
Thus, all aspects and features of technical safety in every single phase of this life
cycle require proper and competent planning, proper tracking and complete veri-
fication. Such a process of planning, tracking and verification extending over the
entire life cycle of a system, facility or product is commonly referred to as “con-
trolling”. Since this case is concerned with controlling in the field of “technical
safety”, the appropriate term here is “safety controlling” for this subject.
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3.2.1.3 The Role of the Individual in the Safety of Complex
Socio-technical Systems

Incidents and accidents in recent years have made one thing ever clearer in some
fields: in view of decades of improvements in this field, the possible beneficial
effect of additional improvements in technical system components in highly com-
plex facilities with a high hazard potential is constantly decreasing. In connection
with this fact, the relative importance of human actions in triggering accidents and
incidents is increasing. However, it would be an unacceptable simplification to
focus always solely on the operator acting directly at the human–machine interface.
It follows logically from the principle of deeply hierarchized system protection,
which is always implemented in complex technical systems, that an individual
single error must not lead to a serious incident or accident—various technical or
organizational barriers should prevent this. Only where weaknesses lie dormant and

Fig. 3.1 Phases of the product life cycle
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unrecognized in the system and an unfortunate, often stochastically caused con-
stellation of aversive conditions occurs can an incident or accident path be opened
up and followed on account of individual single errors at the human–machine
interface (MMI). This leads to the events assessed as negative.

The so-called phase concept (see Sect. 3.2.1.2) makes it possible to consider the
entire product life cycle of technical facilities comprehensively and in detail. This
applies from conception over definition, development and construction, manufac-
ture, operation and use up to dismantling including disposal and recycling. In all
phases of this chain, human action makes a significant contribution to the (lack of)
reliability and the (lack of) safety of technical systems. Therefore, it is important to
provide quality assurance in all phases of the life cycle of a product or service.
Furthermore, analysis of serious events indicates that extreme importance is also
attached to the control potential of human activity in reducing the possibly adverse
or devastating consequences of accidents. The field of “human factors” (HF) is
becoming an ever more intrusive complex of problems which requires specific
answers. As such, the human contribution to the safety and reliability of
socio-technical systems has a high relative importance.

“Human factors” are therefore to be understood as all those factors over the
entire product life cycle which affect individuals in their interaction with a technical
system or are caused by individuals. In this respect, the unconsidered and frequently
encountered synonymous use of “human factors” and “human error” or even
“human failure” is impermissible just as is the traditional restriction of the ergo-
nomic aspect of the MMI. Organizational factors, division of labour, prior man-
agement decisions and even inter-organizational relations are relevant here in terms
of a comprehensive, holistic understanding of “human factors”.

The human contribution to the reliability and safety of socio-technical systems is
made under general conditions which provide both indispensable potential and
unalterable limitations. Both must be taken into account in the design of the system
since “the human with his/her natural abilities and limitations must take centre stage
in all systems built up by humans for humans” (“Declaration of Saarbrücken” on
the occasion of the “World Congress on the Safety of Modern Technical Systems”,
Saarbrücken, 2001). This ability basically makes the human superior to the machine
—the ability to learn compensates for the susceptibility to error and is an important
component in safety-oriented action.

Operation mistakes are defined as the failure to achieve an operation. It would
therefore be a contradiction in itself to assume that someone could deliberately
make a mistake. Whether a mistake in operation was made can therefore only be
determined with hindsight and following clarification of the possibility of a “cor-
rect” target-oriented act. Seen in this way, the very common kneejerk reaction of
assigning blame (“human error”) for a mistake contradicts the “human right of
error” which safety researchers call for. A reasonable mistake culture recognizes a
mistake as a learning opportunity and does not ask: “How could you have done
such a thing?”, but rather “How could it have come to this?”
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Operation mistakes originate from many conditions, especially from

• an overtaxed mental capacity for processing information,
• unreasonable attentiveness demands, monotonous work,
• inherent or learnt (inappropriate for the tasks on hand) behaviour stereotypes or
• limited knowledge.

All of these are possibly stresses and strains which exceed the human capacity for
action. In the interest of preventing injury to people and the environment, system
design should take into account both the natural human potential and human lim-
itations. This can be achieved, for example, by fault-tolerant constructions and
design.

The automation of socio-technical systems has particular significance here. From
a technical point of view, it often seeks a maximum to rule out the “error-prone”
human as far as possible. In actual fact, the more complex systems become the more
necessary the human contribution becomes. Bainbridge speaks here of the “ironies
of automation” (in [5]). In the first place, the developer of a system is, as a rule, a
human, who is also susceptible to making mistakes and can thus have a negative
effect on the correct use of the developed system. In the end, the developer leaves
the operator only tasks which are no longer automatable after his/her maximum
automation strategy. The result is comparable with what psychologists have called
“learned helplessness”: the lack of use of motor or cognitive skills becomes a
problem when an unforeseen event occurs and new behaviour patterns are required
of the inexperienced operator. In a similar way, the purely supervisory function of a
technical facility remaining due to comprehensive automation is negatively affected
due to the proven human weakness in remaining attentive for long periods.

Furthermore, complex situations requiring a decision can become a problem.
Provided all necessary elements of a decision in the production process can be
specified, the automated, computer-aided decision can occur faster and more
multidimensionally than a decision by the operator. However, the operator is
possibly left with judging the result of a decision on a meta-level whose algorithm
he/she does not or only insufficiently understand. Automation can thus mask system
failure and evade carrying out the correct diagnosis and rectification. What is
therefore required would be not maximum but rather appropriate automation which
grants the human learning and operational capability so that optimally designed
safety measures are created.

3.2.2 Procedures for an Interdisciplinary Safety
Methodically Concept

3.2.2.1 General Outline

In what follows, a general overview is given of the basic valid procedure in the
required system-related work on safety engineering, especially with regard to public
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safety. The interdisciplinary “safety methodically concept” referred to here is
presented in Sect. 3.4. The following basic principles listed form the basis for its
composition.

3.2.2.1.1 General Agreements on Safety Engineering

As a fundamental rule, technical systems must be designed safety-compliantly such
that they meet the current state of public safety. However, this fundamental
requirement does not apply when, during testing of the system and its components,
safety—according to the needs of a test operation—is temporarily assured by means
of specific measures.

In designing a technical system which complies with safety requirements, the
following safety-engineering design criteria are to be agreed on:

• The human with his/her natural abilities and disabilities must stand in focus.
Among other considerations, this requires design of technical systems as
user-friendly.

• A single failure must not cause or encourage a safety-critical failure in the
complete system.

Should a technical design meeting these criteria not be possible:

• combinations of failure cases in structural units (failure mechanisms, causal
chains)—including human operating errors—which could lead to a
safety-critical failure within the entire system must be made recognisable by
active or passive self-inspection.

If a technical design which satisfies this requirement is not possible here either (e.g.
because this would impair reliability), the following also applies:

• The probability of multiple failures (e.g. a simultaneous single failure of dif-
ferent structural units) which could lead to a safety-critical failure within the
complete system must not exceed a specific limiting value relating to the par-
ticular type of operation in each case.

• The definition of such limiting values is dependent on stochastic conditions of
the failure behaviour of the structural units concerned in each case and the
specified limiting value considered appropriate for the complete system.

A safety methodically procedural concept for the safety-engineering design of
products and technical facilities assumes that the following basic principles are also
observed in all activities required for safety-engineering reasons:

• The “safe state” or “safe functional behaviour” must be clearly defined and
recorded in the relative specification for every structural unit. This may possibly
assume that exact functional and requirement analyses are carried out for
operation activities in due consideration of their feasibility.
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• The technical design should be such that, in the event of multiple failure
interactions in the failure mechanism, the possibility of the function loss of a
sub-system or the entire system is ruled out.

• Limiting values of failure probabilities, which are required for the respective
structural units, must be set so that fulfilling the safety requirements applicable
to the entire system is not put into question.

As regards the time response of the failure rates applying to safety-critical failure
events, the requirements relating to service life as laid down in the specifications of
the particular structural unit will apply.

3.2.2.1.2 Requirements of the Procedure for Safety-Compliant Design

For all safety-engineering activities—including the appropriate verification—the
following sequence of methodically appropriate measures applies with respect to
conceivable hazards (see Table 3.1):

1. exclusion of safety-critical failure events (failure exclusion due to natural or
technical integrity),

2. exclusion of the consequences of safety-critical failure events (exclusion of
failure consequences) and

3. limitation of the probability of safety-critical failure events or mistakes by
application of reliability engineering.

This sequence applies to the safety-engineering process and does not represent a
priority ranking for a safety-engineering quality rating of the measures referred to.

The methodical approach, which is determined by the defined sequence above,
assumes that all structural units in the system are verifiably in flawless and
trouble-free condition at the beginning of every stage of use and that mistakes,
which can arise not only during the production process and operation but also
during maintenance work, are prevented by the appropriate precautions.

3.2.2.1.3 Safety Methodically Work Steps in Project Management

The safety methodically concept must be applied in project management. In this
matter, the following work steps must always be carried out:

• transfer of the methodically prepared “safety-engineering catalogue of require-
ments” into project or system specifications covering the entire “product life
cycle”,

• safety-related requirements of the design of the system and its structural units,
which requires the involvement of various safety-engineering-relevant specialist
fields,
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• planned setting of the implementation steps in terms of human factor
engineering,

• determination of the safety requirements which are subject to verification (public
safety),

• determination of the safety requirements necessary to obtain the operation
permit and

• compilation of safety-critical failure modes and preparation of the plan for safety
controlling (goal: “lessons learned” for experience feedback).

3.2.2.2 Modules of the Safety Methodically Concept

The basic principles of safety-engineering design are to be systematically coordi-
nated so as to establish an interdisciplinary procedure. This should be uniformly
applicable not only to the project in question, the new technology thereby created
and the conventional technology employed in practice, but also to the assessment
by the responsible supervisory body. A further, general possibility of application is
offered to damage inspections of technical facilities.

A valid work and evaluation methodology is thus established for the entire scope
of a project. This brings the safety-engineering design criteria essential for getting
authorization into a quantitatively assessable relationship with those design criteria
which are important for cost-effective utilization and, thus, technical reliability.

Disturbances caused by failures originate mostly in the individual component or
in structural units with a low level of integration. However, the safety-critical effects
often become evident only on the basis of the functional interaction, which arises
from the technical design of the overall complete system. The access required here
can only be obtained by means of a suitable information management system.

One basic deficiency is, for example, the ambiguity of technical terms as defined
in different technical fields. Since creating new technologies always requires an
integration of knowledge from several specialized fields, terms which are not
clearly defined in the technical standards and a universally applicable form should
be systematically avoided. This is because they either can be interpreted differently
depending on the specialist field (such as the term “fail-safe”) or are intended only
for use in deliberately restricted areas of application (e.g. the term “signal-technical
safety” in DIN VDE 0831). This is especially true when common language use
already has unambiguous terms in this regard (such as the term “safety”). However,
words such as “safe” or “safety” should not be used as a basic principle in the
designations of structural units, not even when safety verification already suppos-
edly exists for the structural unit.

The term “maintenance” is used here specifically for all measures to preserve
and restore the nominal state of constructions unless a modification is involved.
Therefore, this includes terms such as preventive maintenance, inspection and
repair, although a distinction can definitely be made between maintenance and
repair in terms of content. In everyday speech, “maintenance” includes the

28 3 Interdisciplinary Approach



maintenance and modernization work which in the prevailing public understanding
is necessary to preserve the nominal condition. On the other hand, “repair” means
measures required to restore the nominal condition of a construction after losing it
due to unforeseen events, e.g. a fire or a lack of correct maintenance work.
Maintenance must be correct. This applies to not only the frequency and accuracy
of measures (e.g. maintenance) but also, especially, the form of their implemen-
tation. If special expertise or specific technical equipment is required, maintenance
can, under certain circumstances, only be correct if the work is carried out by a
tradesman, expert or specialist company.

An appropriate information management system is an indispensable requirement
for the interdisciplinary procedures of a safety methodically holistic concept.

3.2.2.3 Human Factors Engineering

Discussion of the design and engineering of new technical facilities almost
exclusively focuses on technical problems, while aspects of the human factor
engineering (HFE) only play a subordinate role, if any. Of course, basic technical
design criteria must be given priority in the first stages of a technical concept. This
is already advised on account of the cost dimensions thus activated.

However, all technical systems and, in particular, complex facilities consist,
without exception, of technical and human components—in other words, they are
socio-technical systems. HFE principles for designing socio-technical systems
require development and design processes in which optimization of human–ma-
chine interfaces as a common optimization of both technical and human compo-
nents starts determining the concept at the earliest opportunity.

Different areas are addressed here which are to be tackled on an interdisciplinary
basis:

(a) Draft of an overall HFE plan
The plan should clarify how and in which phases of the overall design and
construction process of future facilities HFE aspects should be systematically
taken into consideration.

(b) Evaluation of operational experience
As a first step, it makes sense from the HFE point of view to carry out an
evaluation of the experiences identified in already installed, comparable sys-
tems in order to avoid problems encountered there and to incorporate positive
experiences into future drafts.

(c) Functional requirement analysis and task assignment
The objective is to analyse the requirements of the system in its different
functional areas, identify performance requirements and explore the limits and
possibilities of the design for options in the task sharing of the human and
machine. In this matter, particular attention should be paid to the important
principle of the “active operator” gained from HFE experience. Questions also
fall into this category concerning possible new requirements of the operating
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team and the resulting requirements of the qualification mix and functional
reallocation of tasks within the team, as well as the development of appropriate
criteria for the design of workplaces. Furthermore, this planning covers the
assignment of tasks between the human and machine, including planning for
automation measures.

(d) Centralization/decentralization of monitoring and control stations
Closely bound up with the problem of functional requirement analyses is the
question of the extent to which decentralized monitoring and control stations
are established, whose personnel in turn require appropriate qualifications.

(e) Organizational aspects
The mutual assignment and interaction conditions of different required per-
sonnel categories should be analysed together with the dynamic changes in
responsibility for tasks in regular operation, incidents and accidents. There is
also the question of how, for example, the European directives on work and
environment protection require consideration of ergonomics and are relevant to
the work organization of facilities.

(f) Determination of qualification requirements
Depending on the division of functions, qualification requirements plans would
need to be developed and proposals for their implementation worked out.

(g) Decision support systems (DSS)
Computer-aided DSSs could be used for checking task fulfilment on the part of
the personnel and for identifying appropriate procedures in case of need. In this
context, the extent to which the use of computer-aided DSSs would entail
changes in the interaction modes of personnel should be investigated.

(h) Design of control equipment (e.g. control rooms, control centres)
This includes, among other things, questions regarding the role of analogue and
digital signal systems, their redundancy, the use of adaptive displays, trans-
parency of reports and feedback loops for the effects of operator actions.
Another point of investigation would be to examine how the team character of
the work can be consistently taken into account.

(i) Participatory ergonomics
Ways and possibilities of involving experienced operators in the design process
should be investigated. In the interests of an iterative optimization strategy, an
analysis should be made of the possibilities and consequences of implementing
the principle of “first the simulator, then the facility”. Likewise, possibilities of
using “rapid prototyping” should be investigated.
The term “rapid prototyping” in this context denotes the rapid creation of
prototypes on the basis of design data. Rapid prototyping processes are thus
manufacturing processes whose aim is to convert existing CAD data directly
and rapidly into work pieces—if possible, without manual detours. These
procedures, known as “rapid prototyping” since the 1980s, are usually
moulding processes which build up the work piece layer by layer from
shapeless or shape-neutral material by using physical and/or chemical effects.
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(j) Internal facility incident and emergency measures
This concerns the implementation of HFE principles when developing tech-
nically correct, comprehensive, explicit and easy-to-handle procedures in the
event of disturbances, incidents and emergencies.

(k) Prevention of operating errors by

– instructions and prohibitions as well as appropriate training and
– built-in interlock devices which, following an operating error, automatically

switch to a safe state or safe functional sequence.

All in all, three models can be distinguished of how HFE experts can be involved in
the process of designing and constructing complex socio-technical installations.
These models are applied differently depending on the need in question:

(a) Integrated model
In this case, the HFE expert (work scientist, psychologist, medical scientist) is
integrated from the outset in the design team so as to participate in the design of
planned workplaces and the functions of personnel working there with regard to
safety and reliability, occupational safety, health aspects and humane design.

(b) Intermittent involvement model
In this case, the HFE expert is consulted in critical design phases to evaluate,
for example, a prototype. In this way, experienced operators (pilots, control
room staff, etc.) can be involved.

(c) Post hoc involvement model
Only in rare cases will all design flaws be detected before the system goes into
operation. It is then necessary to install technical or organizational barriers to
prevent dysfunctional use of the system or hazardous system conditions. Under
no circumstances, however, should post hoc involvement of HFE experts be
chosen for a standard form of participation in the sense of a repair service.

If an event cannot be controlled within the system and system limits are exceeded,
steps must be implemented to deal with the interface. In this case too, the
knowledge of HFE must be deployed in order to incorporate unconditionally the
HFE elements into emergency management planning as well.

3.2.2.4 Evaluation of Failure Prevention from the Interdisciplinary
Perspective

Proven concepts with a systems engineering orientation make it possible to examine
the potential failure behaviour of technical products and both complex installations
and simple devices. In this case, it must always be assumed that a failure of
technical products can just as little be excluded as the assumption might be accepted
that the human working with this technology is infallible. The findings of such
failure analyses, which count as standard tools of any project and development
engineer, make it possible to detect systematically the crucial failure possibilities of
structural units already in the design or planning stage. This, in turn, creates the
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requirement for preventive measures with which undesirable or unacceptable fail-
ures should be prevented.

For a better understanding of further explanations, the two terms “deterministic
approach” and “probabilistic approach” should first of all be clarified here:

• Deterministic approach
The deterministic approach in the engineering sciences corresponds to the his-
torically developed, monocausal plot. It is based on both unequivocal if-then
relationships and the situation when a specific event occurs at a predetermined
time. In addition, it even still shapes in modern technology the classic procedure
in the conception, design and testing of technical facilities.
This approach was also adopted for safety engineering when it was (or is) a
matter of devising measures as precautions against a safety-critical failure. The
“if” here stands for the safety-critical failure and the “then” for the
safety-engineering precaution. In classical engineering, both conditions repre-
sent a logically unambiguous (in forwardly oriented logic) or even one-to-one
(in forwardly and backwardly oriented logic) connection and relate to mono-
causal active structures.
The deterministic approach to engineering is in line with the equally classical
conceptual and decision structures in the legal system.

• Probabilistic approach
The probabilistic approach is based on theoretical or statistical probability
principles. In contrast to the deterministic approach, the probabilistic approach is
based not on certainty but on the possibility that a specific event occurs with a
certain probability. The time when the event occurs is not predetermined and
cannot be determined in advance either.
Modern technology (such as plant engineering, civil engineering, energy supply
engineering, information and communication technology, automotive engi-
neering, aerospace engineering) has come to involve highly networked functions
and computer-aided facilities. It is also increasingly seeing service in aggressive
environments (such as space, open and deep seas, deserts, jungle). This inevi-
tably leads to complex and highly integrated structures which are, as far as
safety engineering is concerned, no longer manageable solely by the deter-
ministic approach. They must be supplemented or completed by probabilistic
approaches (such as reliability engineering, for example).
The use of reliability engineering has proven its value for decades now in the
conception, design and testing of such complex technical facilities. Without
using reliability, the achievements of modern global aviation, scientific and
commercial space travel and even modern automotive engineering would not
have been possible.
The application of reliability engineering has become indispensable for aviation
and (manned) space travel in the safety-engineering design of highly integrated,
complex technical facilities. Nevertheless, its adaption in other technical fields of
application is only proceeding very slowly on account of established traditions.
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The failure behaviour of technical products can only be fully determined from the
systematics and made usable for engineering-related selective precautionary mea-
sures if its stochastic manifestations are also taken into account in a probabilistic
approach. In addition, it must be taken into account here that the failure behaviour
of systems (e.g. supporting structures, supporting devices, mechanical interlocks,
fire insulation) which are still transparent and equipped mainly with “captive”
attributes (“passive” safety attributes) can usually still be fully determined even
with an exclusively deterministic approach. On the other hand, the failure behaviour
of complex systems equipped mainly with “losable” attributes (“active” safety
attributes)—systems such as energy supply systems, power units, control systems,
cooling equipment, extinguishers—is essentially characterized by its stochastic
manifestations.

If engineers are to work under these conditions focused with probabilistic
approaches as well, they must in all cases have access to probability-related limiting
values. As already mentioned, since the first publication of the DIN 31004 safety
standard (see Chap. 2), risk assessment as a probabilistic analysis of the stochastic
failure modes of technical products has come to be regarded as the generally
accepted state of the art.

Consideration of limiting values for a risk assumes that they are also accepted by
the general public (see Sect. 3.3.1). Every limiting value so considered must orient
itself to acceptance by the impartial “public” (public safety). Attempts to determine
the degree of acceptance by public-opinion polls are doomed to failure. At best,
they will reveal the polarization always present in the public between, on the one
hand, admiration of technology and, on the other hand, a sceptical attitude to
technology based in most cases on ignorance but also—due to the unavoidable
occurrence of verifiable failings of humans and machines—on justifiable doubts. In
this case, the danger cannot be ruled out of this polarization being politically
misconstrued when the results of such surveys are presented to the public.

A different, already taken path should be followed purposefully against this. The
degree of public acceptance should be measured by the stochastic attributes of
technologies which have already been accepted by the public. These are techno-
logical attributes which present themselves in shipping, civil engineering, rail
traffic, aviation, road traffic, power engineering, chemical engineering, process
plants or even in power stations of conventional technology. Acceptance can also
be measured by natural risks, which are, for example, characterized by human life
expectancy. However, the success of this approach assumes that the relevant
institutions make their databases available for general use.

However, defining limiting values of this kind would not lead to a definitive
solution. It is ultimately essential that the requisite level of safety be integrated into
the technical system. Consequently, it must be proven to the supervisory body to
what extent this has actually succeeded. However, instruments with which this
evidence can truly be supplied efficiently are only partially available at present and
would need further development.

This fact in conjunction with the probabilistic approach required results in a
quantitative problem. The numerical values (data) with which safety is to be
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calculated must be very low since safety-critical events may only very rarely be
possible. If numerical values of this kind are to be proven by stochastic methods,
one quickly meets limits which cannot be crossed on account of the necessary effort
involved. Therefore, reference in this context is made to the well-proven
databank-based concepts as they are presented, for example, in the formerly
internationally used US-American standards MIL-HDBK 217F, Notice 2,
“Reliability Prediction of Electronic Equipment and NPRD 95, Non-electronic
Parts Reliability Data”.

The probabilistic consideration of stochastic failure modes as a complement to
the deterministic concept of classical safety engineering was developed to make
complex systems, which are predominantly characterized by their multiplicity of
“losable” attributes, also meaningfully controllable by safety engineering. Attempts
are constantly being made to replace the classical deterministic approach so com-
prehensively proven in safety-engineering practice with a probabilistic approach.
This attempt frequently fails due to a lack of suitable, reliable data.

In this interface between deterministic and probabilistic approaches, a lack of
relevant knowledge cannot be entirely ruled out. Deterministic safety measures are
thus based on the idea that, when a safety-critical failure occurs, technical products
must be immediately converted into a safe state. This often consists of blocking a
function (e.g. in the deliberately induced shutdown of an installation)—in other
words, in an unconditionally commanded failure (the definition of this term is based
on DIN 25424 “Fault Tree Analysis”, 3.8, c). However, in the case of complex
technical systems with their many sub-components, the safety-controlled “switch-
ing off” of individual sub-systems leads to reliability problems which, once a
technical development is completed or a facility built, are almost incapable of
solution.

This behaviour led to the realization that safety and reliability engineering must
remain connected in inseparable logic. Both fields deal with failure modes of a
stochastic nature, which is why failure behaviour can only be fully determined by
stochastic methodology. Thus, the proposed deterministic support measures should
also be determined stochastically in their effects on reliability.

3.2.2.5 Criteria for an Interdisciplinary Holistic Safety Concept

In the derivation of criteria for a concept usable on an interdisciplinary basis (on the
occasion of a technological innovation project), a deliberate attempt was made to
avoid creating again only a safety concept which applied solely to one particular
area of application. The criteria prepared are therefore universally valid and can
accordingly be used in any field or technology. This also applies to the fundamental
principles of the interdisciplinary safety methodically concept presented below (see
Sect. 3.2.3), in which these individual criteria are recorded in their logical con-
nections. Their universal validity offers the following advantages for application:
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• Institutions which in the overall process exercise the specific governmental
responsibility for public technical safety and conduct tests, approvals, declara-
tions of conformity and tolerances and also carry out surveillance and control
can work according to the same criteria of the same concept. They thus use the
same elements from the perspective of state responsibility, regardless whether
they are practised directly, applied in public commissioning procedures or used
on the basis of structural criteria by recognized (accredited) private bodies.

• In a uniform introduction of the safety concept, application-independent and
clear communication is made possible between the different specialist fields
involved. This occurs since one of the essential basic principles of the holistic
and interdisciplinary concept from systems engineering has been universalized
for all technical fields.

• A precondition for a purposive safety-oriented concept is, however, that

– sufficiently suitable measures (generating safety, safety management, quality
management, safety-related verification) are taken during planning, devel-
opment and manufacturing, and

– during the operational phase as well as disposal and dismantling, further
measures (safety management, safety-related verification) are taken which
are appropriate and by means of which the manufactured product truly has a
safety-compliant technical design.

• As with any other interdisciplinary working method, the safety-oriented
approach requires appropriate organizational conditions to make an effective
application possible. In this matter, the following aspects should be taken into
consideration:

– Only a central control facility, responsible for the entirety of the system in
question and equipped with sufficient powers, is practically capable of taking
into account appropriately system comprehensive criteria in safety-related
activities. However, the precondition is that safety can be verified for all
components of the system under consideration itself.

– This safety-oriented approach guarantees cost-effective usability just as a
safety-compliant technical design does. Therefore, in view of this compre-
hensive objective, overall responsibility can only lie with the design engineer
who is comprehensively familiar with the safety-related characteristic since
he/she was the one who created it for the product in question (typical
example of a matrix organization).

– The engineer working as an expert only has to assess the safety-related
appropriateness of this technical design. Depending on the complexity and
scope of the concept, this requires the appropriate cascade-like activation of
the expert opinion (principle, dimensioning, execution). The principle must
take into consideration the limited nature of consequences, manageability,
accessability of negative effects and reversibility.
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– Observation of the applicable “good engineering practice” and/or legally
qualified regulations is in itself alone a mandatory if not necessarily sufficient
precondition for conclusive proof of safety.

– In addition, of course, due regard must be paid to the state of the art and, if
required, also to the state of scientific and technical knowledge. (For more
detailed information, see Sect. 3.3.5).

With regard to the nature and serviceability of technical facilities, certain qualities
of the materials, components, systems, facilities, products and implementation form
the basis for their design, dimensioning and construction.

It is crucial that the planning specifications themselves, their calculative and
experimental verifications and construction plans be tested as to whether the pro-
duct with these specifications—as well as with the testing and approval measures
planned during implementation—can be put into execution in accordance with
these requirements (testing and approval of the planning specifications).

Suitable testing and verification measures must be provided in all major phases
of implementation (tracking and testing of the implementation) to prevent imple-
mentation deviating impermissibly from the underlying requirements. Deviations
can occur, for example, due to the variability of material and component properties,
uncertainties in installation and construction or mistakes and errors during the
various production steps.

If qualities are expected to change adversely during service life, periodic
inspections and special maintenance measures may be necessary (final inspection
and verification before going into service).

Requirements relating to the organization of verification

It is only by an appropriate coordination of the designated tests that testing mea-
sures can rationally complement each other, unintended gaps in verification be
avoided and the necessary information passed on.

In the appraisal of testing measures, it is important not only to record their
immediate function but also adverse deviations and their indirect effect, namely
their positive or negative impact on important aspects of performance and quality.

Responsibilities for all testing measures, especially for implementing measures
in the event of insufficient test results, need to be regulated clearly and
unambiguously.

All major test results must be recorded.
Establishing a test plan is then necessary if a large number of contractors and

subcontractors are involved in the project and incorrect decisions and gaps in
verification can have serious consequences.
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Elements of verification

With regard to the nature and scope of verification, a distinction can be drawn
between:

• manufacturer testing which is regulated only internally or externally,
• third-party testing by an independent third party carried out either independently

of manufacturer testing or relating exclusively to inspecting the correct per-
formance of manufacturer testing and

• acceptance tests on the part of the purchaser or customer which are used for
assessing and verifying the quality of goods or services at the transfer of
responsibility or ownership.

Manufacturer tests are, in principle, carried out in an office or in-house and can,
depending on the importance of verification, occur in the form of self-testing or be
conducted by persons not directly involved in the manufacturing process.

Manufacturer tests regulated in an office or in-house special measures for con-
trolling production fall within the sole responsibility of the manufacturer.

Planning tests include a clear definition of rules for assessing quality or a service
and also measures for negative test results.

The importance of the individual elements of verification differs depending on
whether it concerns tests on planning specifications, constructional execution or
tests before the start of operation.

Grading of tests

The grading of test measures for safety-related verification depends on:

• the intensity of testing (frequency and extent of tests or inspections),
• the assessment criteria and measures in the event of negative test results,
• the degree of independence of testing the process in question and
• the use of multiple independent tests whereby, depending on quality assurance

requirements, the following gradation is possible:

– only manufacturer tests,
– externally regulated manufacturer tests together with third-party tests or

acceptance tests and
– externally regulated manufacturer tests together with third-party tests and

acceptance tests or a second independent third-party test.

On the basis of this context, the determination of quality assurance levels and their
classification in the hazard categories (see Table 3.1) can be deduced. Individual
sub-systems or structural units can be subject to different distinct quality assurance
levels.

3.2 Generating Safety 37



Inspection and approval of the planning specifications

• Inspection of draft design, dimensioning and structural design
It is important to test whether all decisive hazards have been identified and
appropriate measures provided for their prevention. This concerns, in particular,
the appropriate choice of the system, the materials and method of production,
the processes and tools used in construction, and also the design of the system or
facility (function testing, accessibility). Among other things, a check should be
made whether all essential organizational requirements, e.g. special trade and
operational qualifications, can be fulfilled, all tests required for implementation
have been provided, and all conditions of use and necessary maintenance
measures have been defined.
The design inspection can be carried out in different ways with different degrees
of effort, e.g. by tests, calculations or analogy observations. Among other things,
it should be checked whether:

– the calculation includes the relevant requirements and actual influences,
basic conditions and conditions of use,

– verifications are maintained for all major components,
– the appropriate mathematical models are used,
– the calculation in itself is consistent, and
– all effects are borne correctly by the system.

Whether modifications of components cause unacceptable malfunctions should also
be checked.
As regards the type of inspection, a distinction can be drawn between:

– a complete recalculation by an independent third party,
– simulation tests and
– prototype tests.

• Inspection and approval of final planning documents.
A check must be made whether the final planning documents contain all the
information required for implementation, such as, for example, tolerance limits
or instructions regarding the manufacturing procedure. In this case, it is, among
other things, important whether dimensioning results have been communicated
correctly, instructions or drawings correspond to the specified requirements, and
other basic conditions have been taken into consideration.
Since all information and requirements on the part of planning are mostly
conveyed via implementation plans for production, assembly and integration,
special importance is granted to checking clarity and completeness.

• Inspections of constructional implementation (acceptance inspection)

– Series production—single-item production
As regards the type and importance of tests, a distinction should be drawn
between
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• series production with the objective of consistent quality and
• single-item production with the objective of complying with planning

specifications.

Preventive measures have priority in single-item production.
The construction of complex technical systems or large technical facilities is
generally a matter of single-item production in which only individual
components or materials are subject to series production. Therefore, quality
assurance systems, e.g. according to DIN 55350 “Concepts in
Quality-Management and Statistics”, which are oriented towards series
production, are not directly applicable to all phases of the construction work.

– Assessment procedures and criteria
Every production unit is tested in the complete assessment. A unit is either
accepted as “good” or rejected as “bad”. If the assessment is carried out
according to quantitative criteria, these generally comply with specified
tolerances.

– Periodic testing
Time-staggered periodic tests serve to ascertain that a technical product
conforms over its entire service life to the valid configuration according to
which it was planned, developed, constructed, put into service and operated.

3.2.2.6 Passive and Active Safety Measures

The following basic classification can be made: when a component, part of a
technical facility or an entire facility is developed to fulfil different functions, a
distinction is drawn between active and passive functions.

• Passive functions basically involve “captive or inherent attributes”. These
functions cannot become “lost” in the normal case/operation. No actuator is
operated. Passive functions can carry out holding, supporting and locking
functions, for example. Specific examples include the floor of a building storey
or the static properties of an entire structure. Consideration of both the properties
of the hardware and the requirements of the construction components is nec-
essary to maintain these functions. Tests, care and maintenance also play a part
in this.

• Active functions, on the other hand, can basically become “lost”. They are
characterized by the use of an actively operating construction component.
Examples include lighting equipment or a regulator. In the event of loss of these
functions, safeguards are necessary which must be suitably implemented for the
relative possible failure performance.

• Wherever possible, priority must be given to passive safety measures. In the
case of application, active safety measures must be proven to be at least equally
effective for the hazard category concerned (see Table 3.1).
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3.2.2.7 Controlling Failure Mechanisms

If a construction component supporting a passive function fails, the failure is sought
in the first approximation in the design or the constructional implementation. If an
active function fails, the important construction components may be in order. In this
case, individual characteristics of a device might have failed because it has been
damaged. Alternatively, the control or the interaction of function elements may
have failed—for example due to an instruction or operator error.

Failure mechanisms can be divided into categories. Seven different types of
failure in total can be categorized and divided into three fields:

• Failure when installing a function:

– A system lacks the intended function.
– The intended function only partially materializes.
– The function materializes at the wrong point of time.

• Failure in an already existing function:

– There is a total failure of the existing function.
– There is a degradation of a function element, and this element can fulfil its

function only partially.

• Failure when terminating a function:

– The function is terminated in an unqualified way.
– The function is terminated at the wrong time.

In order to generate technical safety, the failure of functions must be weighted.
Different approaches can be taken to reduce the probability of the occurrence of a
possible failure to an acceptable level:

• A function fails, and the technical state of the system or facility still remains
safe. Despite the intended function becoming inoperative no damage results.
This “fallback state” is called “fail-safe”. In this case, the system is switched off
towards a safe state despite the failure of a system component with care being
taken that the final state arrived at in the fallback is safe. No injury to persons or
damage to property occurs, but the function is no longer available—not even
with limitations. The system “comes to a standstill”, so to speak.
The triggering of emergency braking in a railway train is given here as an
example of the “fail-safe” approach.

• However, if a function of a system or technical facility should be maintained or
must stay at least partially maintained despite the failure of a component sup-
porting that function, this state is called “fail-operational”. In this case,
restrictions are applied by emergency programmes (automatically or selected by
humans) which maintain particularly important functions. Catastrophic beha-
viour can hardly occur with implementation of this strategy. A systematic
approach to establishing appropriate strategies is particularly important here.
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The technical and organizational precautionary concepts in a flying plane are
given here as an example of the “fail-operational” approach.

• If neither “fail-safe” nor “fail-operational” strategies can be applied, the appli-
cation of reliability engineering offers the possibility of reducing the risk,
although only for Hazard Category 1 (see Table 3.1). This term means the
application of probability considerations which examine the possibility of a
failure by using empirical values, expert reports, theoretical studies, failure
observations and other methods. If the probability of damage is low enough, the
system or technical facility can be put into operation.
The safety-related reliability concept as used in attitude control systems for
vertical take-off aircraft or in the landing computer for the lunar module is given
here as an example.

3.2.2.8 Generating Safety According to the Phase Approach

Achieving appropriate safety conditions requires different provisions and steps in
the various phases of the life cycle of a system, technical facility or product by the
individuals involved (see Sect. 3.2.1.2).

Designers and developers of the hardware and software, suppliers, operators,
personnel for installation, operation, maintenance, repair and disposal, and the
competent supervisory institutions (authorities) must therefore develop and discuss
appropriate and realistic measures and ways and discuss what can prevent the
failure of functions or changes in properties to the greatest possible extent. The
development of international solutions is worth pursuing since many products are
developed and used not only on a national level. Worldwide acceptance of good
safety solutions, which can differ quite considerably, is helpful.

It is wise to develop suitable and adapted processes for the development of
safety-relevant systems and functions in order to achieve the different requirements
of safety properties. Such processes may include the following topics, which can or
must be adapted to the function and purpose of the systems:

• system definition,
• hazard analysis,
• risk disclosure statement,
• derivation of safety requirements,
• implementation phase,
• documentation,
• management tasks,
• interdisciplinary processes,
• support processes and
• supplier relations.

Due to the rapid further development and innovation of technologies, there must be
parallel work which tests and implements the necessity of extensions,

3.2 Generating Safety 41



specializations and changes of existing regulations and standards. Innovations result
in technical fields being entered which, in many cases, could not be taken into
account in previous concepts. The use of electronics, in particular, for putting
innovative functions into practice needs such new basic conditions which cannot
always be adopted from the past. The utilization of functions depends decisively on
legal security for the manufacturer, and this is described by, among other things, the
state of the art.

A so-called safety case (safety report) is required for complex systems and
technical facilities. The same applies when public-technical safety is concerned. In
addition, the safety case should be a selectable option for all cases but, in the fields
listed above, must be part of the safety culture practised. Based on the procedures in
aerospace engineering, chemical engineering or comparably complex installations
in the energy sector, it must be demanded that a factually appropriate safety
management system be devised, presented and applied. This means that the doc-
umentation for a “safety-engineering requirements catalogue” must be initiated
from the very beginning—in other words, with the ideas and first considerations of
design. Updating must be continuous and all changes and modifications docu-
mented in revised editions. It applies to all technical fields that a system description
forms part of the safety case. It also contains the safety management and/or safety
plan, a risk assessment, an emergency plan and documentation instructions too.
Depending on the specific case, more component- and phase-related parts can be
added in high division of labour production—for example, so-called production and
test sequence plans. The safety case starts with the product idea and grows over
time and with the phases of the life cycle.

In principle, similar requirements apply to the phases of the life cycle of a system
(a technical facility or product). Suitable procedures, processes and instructions are
worked out during operation, maintenance, repair, decommissioning and disposal
which generate and maintain safety. Careful formulation of such procedures ensures
optimal results and high safety standards in this field too. However, a guaranteed
high level of safety in the long term depends on operators and users complying with
the methods and processes established. Understanding and sensitivity are to be
solicited here too by means of suitable communication. The human being stands
here in a key position in the process for generating safety.

Technical safety is one of those attributes of a technical system, facility or
product which is not only to be specifically generated by a controlled process but
which also always requires verification. It is not important whether this occurs by
testing or inspection at the manufacturer’s own responsibility (first party), by
possible clients/customers (second party) or independent third parties. The nature of
the parties involved here plays an important part in the validity of the tests or
inspections.

When life phases are considered in Sect. 3.2.1.2, the role played by tests and
inspections is therefore presented. A critical assessment should be made here
whether the verifications can be regulated solely by market participants or to what
extent testing and inspection must be carried out by independent third parties since
the market does not offer a sufficiently suitable regulatory framework. As regards
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independent third parties, it must be examined to what extent the monitoring
function can be privatized (e.g. in the form of private-sector auditing systems) and
which responsibility is better assumed by the state itself. It should be taken into
consideration here that the higher the hazard category according to Table 3.1, the
more emphatically the responsibility must be observed by the state. It must be
considered with this view that an absolute responsibility of guarantee on the part of
the state should only be permitted with Hazard Category 1 (see Table 3.1).

3.2.3 Implications of a Safety Methodically Concept

The obligation to design technical facilities that are safe results from both ethical–
moral reasons and legal requirements. This working method, which essentially is
still practised today, is based on a wealth of experience that has built up in the
course of technical development to a considerable extent. This happened, however,
mainly under the pressure of damaging events that occurred.

Engineers who design, develop and build technical facilities also have the duty
in the framework of their overall responsibility to design these technical facilities
safety-compliantly. However, the residual safety risk, which can never be com-
pletely ruled out when dealing with technical facilities, always remains for factual
reasons with the operator and/or user. From this situation, which is characterized by
a polarization arising from the factual circumstances, the problem inevitably
emerges: “What and how much is safe enough?” Even in the application of new
technologies, this problem ought to be made amenable to a holistic solution.
Therefore, the technical design and required verification should be undertaken
methodically so that the damage-preventing, risk-minimizing character of
safety-related precautionary measures is taken into account by a correspondingly
oriented approach which is predominantly analytical preventative.

A precondition of effective safety-engineering activities is a correctly engineered
structural design which offers a guarantee that the technical facility will not expect
any damaging event if it is operated or used as intended under real-life environ-
mental influences. In this context, special mention should be made of the design
principles commonly applied in aerospace engineering in particular. Lifetime
concepts on freedom from damage, redundant design, fail-safe design and
damage-tolerant design have, despite their sometimes ambiguous word interpreta-
tion and partially overlapping modes of action, made a significant contribution to
constructive design regarding safety not only in aircraft construction. A further
precondition is the structural completion of a technical facility in faultless condi-
tion. “Fail-safe design” means fail-safe engineering—in other words, conscious
dealing with design principles which make technical safety an integral component
of the product composition and behaviour.

Mistakes, disturbances and failures in technical facilities cannot be ruled out in
principle—whether because they occur at random times, unpredictable influences
cannot be adequately controlled (e.g. lightning strikes) or unintentional operating
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errors cannot be unconditionally avoided. A safety-compliant technical design must
therefore include not only the correct structural design but also precautionary
measures by which such mistakes can be effectively dealt with. An example of this
is safety interlock devices which can reliably prevent every kind of operating error.
These fault possibilities, which can by no means be presupposed in new tech-
nologies, must be analysed systematically in order to be able to determine cause and
effect of fault possibilities as far as possible.

The complexity of technologically innovative systems makes it necessary to
determine analytically stochastic failure behaviour too so as to be able to test and
verify the effectiveness of safety-oriented precautions. The tried and tested methods
of reliability engineering are available for this purpose. It definitely conforms with
the currently existing “State of Scientific and Technical Knowledge” (Atomic
Energy Act Art. 7 II No. 3) when preference is given to the verification of
appropriate and adequate reliability as regards safety; the possible effort here can
yield statistically verified results, and no coherent result can be expected of an
alternative safety-oriented verification. Even such findings of reliability engineering
which are not exclusively based on its numerical methods can be usefully included
in safety engineering. They are applicable to determine those basic conditions for
redundant facilities required from the safety-engineering point of view.

The state of safety engineering was traditionally shaped by learning from
experience (see Sect. 3.4.2.2). This means that it is comparably easy to transfer
safety-engineering experience to products and technical facilities which are tech-
nologically comparable with previous and current products and facilities. However,
it always proves to be problematic when “safety based on past experience” should
be transferred to products and facilities which have been further developed tech-
nologically or are entirely new. In this case, forward-looking approaches in risk
assessment become necessary which identify the possible failure modes with
probabilistic methods and implement the appropriate precautionary measures in the
design (“feed-forward control”). In many cases, a combination of both approaches
will be necessary. This will be described in more detail below.

3.2.3.1 Transfer of the Safety Standard to Technologically
Comparable Products

If the development and manufacture of a product or technical facility are limited to
the existing state of the art, the product in question will neither contain any serious
technological innovations nor constitute as a whole a technological innovation. The
existing legal and technical regulations will then suffice to be able to guarantee
safety for this product. Either

• the relevant and valid statutory orders include a general reference to the tech-
nical rules and standards or an undefined reference to the state of the art, or

• the building and executory ordinances already include a direct reference to the
relevant applicable technical rules and standards.
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In engineering, the possibilities used here are described by two focus points:

– on the one hand, safety through full standardization (as in electrical and civil
engineering) and

– on the other hand, safety engineering based on failure analysis (as in aero-
space engineering).

Hybrid forms of both focus points are also increasingly being used.

• Different assignments of safety responsibility are also common in the
application of law: manufacturer, owner (registered keeper), operator and
government agency.

• The potential for modification is primarily limited to the technical rules and
standards or, depending on the circumstances, to the state of the art.

3.2.3.2 Transfer of the Safety Standard to Technologically Further
Developed Products

In the case of technologically further developed products, safety engineering takes
this form:

• Legal bases can be assigned unambiguously here as well.
• Supervisory bodies or institutions are also determined for the application in

question.
• Application of the state of the art turns out to be problematic here to a certain

extent:

– Statutory orders (with reference to the state of the art) remain valid.
– The safety-engineering applicability of the standards is nevertheless ques-

tionable and requires in each individual case clarification by safety engi-
neering based on failure analysis, which is always possible.

– There is no legal obligation to clarify the safety-engineering applicability of
the standards.

– There is the problem of the always present diversity of opinion in the exe-
cution of supervision.

• Different allocations of safety responsibility in the application of law: manu-
facturer, owner, registered keeper, operator, registered keeper and government
agency.

3.2.3.3 Transfer of the Safety Standard to Technologically Innovative
Products

With technological innovation projects, virgin territory must also be entered in
connection with safety engineering (e.g. in the development of magnetic levitation
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train technology) since the existing state of the art cannot cover the new, previously
unknown technology. The use of forward-looking probabilistic methods of risk
assessment is required here:

• Legal bases are not readily assignable:

– Stopgap solutions arise, such as the German legislation on the construction
and operation of test facilities testing the engineering for track-guided
transportation systems (Test Facility Act), without which a test facility
testing this innovative technology is not legally permitted.

– Supervisory bodies or institutions do not exist as yet and are to be deter-
mined separately for the individual application. In the case of the magnetic
levitation train, responsibility lays with the Ministry for Economics and
Transportation of Lower Saxony.

• Application of the state of the art is not possible here:

– Neither exhaustive legal regulations exist (the sole reference to the state of
the art is dubious here from the safety-engineering point of view),

– nor does any standardization exist from which a necessity for safety engi-
neering based on failure analysis arises.

– The problem is that, when experts are brought into provide assistance, a
diversity of opinions arises since there are no rules for an orderly, inter-
disciplinarily coordinated approach (see Sect. 3.2.2.1.1).

• The assignment of responsibility for safety here almost always remains with the
developer or manufacturer since the legal system does not as a rule provide for
other bodies which would assume or even only share such a safety
responsibility.

3.3 Limits of Safety

The limits of safety are blurred. They are determined, on the one hand, by the basic
conditions of development, production, and utilization processes and also by costs.
On the other hand, they result from the progressive state of scientific and technical
knowledge. Setting limits is necessary. This means profit. As an ethical obligation
sensible renunciation is neither a weakness nor a deficiency. At the same time,
tendencies towards extreme relocations of limits are observed. The following
threatening scenarios emerge from this:

• endangerment of the foundations of nutrition (“purity” of food, animal feed and
drinking water),

• specific disturbances caused by criminal activity (sabotage, assassinations, ter-
rorist acts),

• war damage, acts of God, natural disasters,
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• hazard from medicaments (deterrent warning of unexpected side effects) as well
as consumer goods, household chemicals and cosmetics and

• dangers of new technologies, e.g. pest control, use of genetic engineering and
nuclear energy technology.

From the ethical point of view (see Sect. 3.1.6), we should also add the fact that
humanity is not only responsible for preserving the foundations of its own existence
and that of subsequent generations but also the preserver and protector of all forms
of life (animal protection, preservation of biodiversity and protection of the bio-
sphere). On the other hand, a people on the subsistence level will and must fight
exclusively for its self-preservation. Therefore, a refined feeling for the effects of
technology may be regarded as a characteristic of a satisfied society. Views on the
drawbacks and benefits of technology and its safety standards are therefore
inhomogeneous.

If the limits of safety are to be understood in the converse argument as a measure
of the threat to individual freedom, only a rational balance of protection of the
individual and protection of the community in a democratic process can define a
limit of safety. It must always be made clear in the process that this is a balancing of
interests between the intended and indisputably created benefits and the damage
which is conceivable within the context of residual risk. Whatever the case, the
beneficiary is the solidarity community, which profits as a whole.

In every case, the following basic ideas apply in defining a safety concept:

• Absolute safety in the sense of zero risk cannot be demanded of the legislator or
regulation provider (risk ban) because it is not possible in principle.

• However, all possibilities should be used from this point of view so that there is
a well-balanced relationship between the risk of conceivable damage and the
benefits created for the legal interests to be protected with different technical
products, processes, facilities and systems (risk equivalence).

• The measure for the largest damage still acceptable is determined not only by
the need for protection of the legal interests under consideration but also by the
intention to satisfy social needs (benefits). In this process, a trade-off in the
social consensus is generally needed (risk management).

3.3.1 Socially Accepted and State-Defined Limits

In a state governed by the rule of law the citizen may reliably expect that decisions
affecting life and health are publicly legitimized. This is not possible without
communication. The aim of this process cannot be to convince the other party that a
borderline risk is acceptable or unacceptable. The citizen should much more be put
in the position of implementing the right of co-determination in a “risk awareness”
as it were. This addresses the ability to make a personal judgement on the basis of
knowledge of the factually verifiable consequences of events or activities resulting
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in damage, the residual uncertainties and other factors relevant to risk. This ability
should or will on the whole correspond to both the values for shaping the individual
life and the personal criteria for judging the acceptability of these risks for society.

In recognizing the co-determination of the individual citizen, it is the duty of
political institutions to set up and care for the communication basis required for this.
Risk communication calls for all forms of communication, from the simple docu-
mentation of results to specific information offers followed by dialogue and par-
ticipation in decision-making.

In a society in which pluralistic values prevail and political actions are always
under high pressure to justify themselves, setting limits and risk assessment often
meet with scepticism or suspicion. Statements about risks therefore rely on plau-
sibility and confidence in the so-called regulatory bodies. The more individuals and
groups have the opportunity of active participation in risk assessment, the greater
the chance of them developing trust in political institutions and also taking on
responsibility themselves.

Participation, however, cannot and may not be a substitute for effective risk
management, and participation is solely a decision-making aid. Above all, the
responsibility of the legal decision-makers should not be obscured or softened by
this. Participation should be understood as

• a two-way flow of information (as an indispensable precondition of proper
decision-making),

• early involvement of the parties involved and relevant social groups (if appli-
cable with a—justifiable—veto right) and

• co-decision.

The postulate “practical thinking” as a measure of the decision-makers requires that
the occurrence of a damaging event can “practically” be ruled out in accordance
with the state of scientific and technical knowledge. Unlike “theoretical thinking”,
“practical thinking” does not, however, aim at a mere awareness of ideas but
simultaneously provides feasible orientations for action which are based on the
realization that there will always be a residual risk.

In view of the theoretically infinite number of possibilities of damage precaution,
a corrective is seen in the form of “factual” and “rational” criteria and limits. In
terms of content, absolute exclusion of damage is not required. Rather, it is suffi-
cient that the damaging event seems to be ruled out in practice according to the state
of knowledge of scientists and engineers including human discretion. Applied to
technical safety law, the demand for safety systems, for example, with reduced
failure probability presents such orientations for action. All design-engineering
precautions against multiple failures, especially simultaneous ones, are part of this.

What scientists and engineers often regard as incomprehensible is nevertheless
rational from the viewpoint of different social groups. The rationality of social
decisions in a highly complex system means serious challenges because all
democracies secure their legitimacy by close correspondence with public opinion.
Where under special circumstances the will towards practical rationality is, for
example, lacking because sociopolitical requirements are in the foreground, the
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instruments of practical rationality are either not being used at all or not in
accordance with their inherent possibilities.

In general, the limiting risk cannot be determined quantitatively. It is usually
described indirectly by safety-engineering stipulations. This specification or
determination of the limiting risk assumes that the probability of a damaging event
occurring and the extent of damage associated with particular technical products,
processes, facilities and systems are adequately known and qualitatively describ-
able. Describing and evaluating technical risks are thus also among the duties of
regulatory bodies or the state, which evaluates and includes the contributions of
affected parties (see Sect. 3.3.5.4).

3.3.2 Unattainability of Absolute Safety

Absolute safety cannot exist for several reasons:

• Technical processes never run with 100% reliability, in other words without any
incident, and therefore, the technical facilities concerned also cannot be immune
in themselves to every failure (safety devices such as “fail-safe” and
“fail-operational”).

• Material properties cannot be comprehended 100% and are therefore not entirely
reliable. (This awareness is taken into account in engineering by, for example,
worst-case scenarios and so-called safety factors.)

• The current state of knowledge is never completely and exhaustively
comprehensible.

• Economic feasibility sets limits to efforts for maximum safety.
• Human action is always subject to the possibility of error and mistakes.

Ignorance and the imperfection of technical safety can, however, be restricted.
However, the effects of safety-oriented measures compared to absolute safety can
only be described as an asymptotic approach. A damaging event can then only be
ruled out with absolute certainty if it is impossible by the laws of nature. Therefore,
the possibility of failure is basically inherent in every technical safety system.
Absolute safety can be achieved by no technical facility. There is always a residual
risk, although this must be lower than a specific limiting risk. Thus, a demand for
absolute safety or faultless solutions in complex technical systems leads in the
wrong direction.

Behind the classic question in safety engineering—“How safe is safe
enough?”—are hidden conflicting objectives: technical safety and practicability on
the one hand and financial feasibility and social notions of safety on the other.
Where there is orientation solely towards a maximum in technical safety, it can
even be harmful to the user in cases of doubt. An excessively high level of technical
safety sometimes leads to a loss in practical manageability. Thus, increased com-
plexity in safety systems even brings with it the danger of an increase in risk.
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Accordingly, from both the safety-engineering and the environmental, economic
and legal point of view, it is essential to generate optimized (in other words,
relative) safety. In this respect, the residual limiting risks of technical facilities,
products and operating modes should be determined and compared with the risks of
proven safety engineering, alternative products, other human environmental
impacts and the natural risks in life. The result should be guided by communica-
tions management towards extensive acceptance.

It is only by such comparative risk assessments that it is possible to identify the
scientific, technical and legal importance of the optimal safety of a technical
facility, product or operating mode. Protection of humans and their environment by
technical safety can and must be very well optimized but will always remain
relative.

3.3.3 The Understanding of Risk

The term “risk” is understood and used in different ways and is a frequently used
word nowadays. Therefore, it will be clarified and defined here in the context of this
publication on technical safety.

Risk is both the quantitative and the qualitative characterizations of damage with
regard to the possibility of its occurrence and the consequences of the damage
effect.

According to W. Bons [6], “risks are a typical modern way of dealing with
uncertainties”. A look at the historical origin of the risk concept shows that it
originated in mediaeval Italian cities in the context of long-distance trading.
Long-distance trading was just as much a tactical as an uncertain issue. These
uncertainties were not called dangers but rather seen as threats against which
nothing could be done but which were identified as risks (the Italian verb rischiare
means to risk being challenged). The merchant did not bow down to the uncer-
tainties but calculated on them and gambled on success. However, he no longer
regarded the uncertainties he encountered as fate-dependent threats but rather as
calculable risks—in other words, as problems which only manifested themselves
negatively when he had erred in his calculations and taken no precautionary
measures.

The complementary terms “risk—opportunity” describe the risk that an action,
activity or event will result in harm or benefit, loss or gain, disadvantage or
advantage. The concept of risk has been discussed in more detail in connection with
the Atomic Energy Act, the legislation dealing with the peaceful use of atomic
energy and protection against its hazards. In this matter, the Atomic Energy Act,
with reference to the state of scientific and technical knowledge, assumes a sepa-
ration between the dangers to be repelled and the probability of damage. The
probability of occurrence, the extent of certain damage and the associated
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evaluation have a decisive influence on the classification in the category-based
framework of hazard prevention, risk provisioning and limiting risk. Beyond hazard
prevention and risk provisioning the field of so-called limiting risk begins, which
can at best be reduced to a “residual risk” and is borne by all citizens as a rea-
sonable social burden. The limiting risk implicitly derives from the sum of technical
regulations and responsible action in accordance with these regulations while
making use of the accumulated body of knowledge.

Accountability for the limits of safety lies in the readiness of the parties involved
to deal appropriately with risks following consideration of the technical, economic,
ecological and ethical aspects, to assess and evaluate the risks and to accept or reject
them when there is an overall result. Safety, rendered precisely here as technical
safety and defined by a limiting risk, must be seen in a series of interactions—from
the aim and then over implementation and usefulness up to monitoring—and be
taken into account in risk perception.

Scientifically based risk analyses are useful and necessary tools in a rational
approach. Risks can only be understood with their help and options selected with
the lowest damage expectancy values. The public, however, perceives risk much
less scientifically than emotionally. If their feelings are to be listened to, it is
entirely rational to open scientifically logical risk analyses to these feelings.
However, in such a case, risk analysis could no longer be regarded as scientifically
logical. Analysis therefore remains in the field of specialists. The general public
should, however, be involved in risk communication by which the results of
analysis can be made accessible to interested groups in society.

3.3.4 Factual Relationship Between Risk, Safety
Engineering and Technical Safety

Global events in our world are usually linked randomly and multi-causally and
therefore are neither foreseeable with mathematical accuracy nor determinable
beforehand. The complexity of these natural events offers the human very few, if
any, possibilities for influencing them. Locally limited interventions in nature are
possible to a very restricted extent, but the consequences resulting from them can
often not be estimated at all or only insufficiently. The human remains largely
exposed to natural events whereby a nature-related life hazard occurs. Natural risks
appear to be matters of fate.

The human has learnt to create technical devices ranging from the prehistoric
hand axe to the modern industrial complex and from the simple hearth to modern
energy supply. Unlike natural risks, the human can very well and even largely
manage the risks involved with the technical equipment he/she has created for
his/her own service. The whole arsenal of methods in safety engineering is at the
disposal of the human to control these technical risks. When these methods are used
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competently and correctly, an extremely high level of technical safety can be
achieved. Technical equipment is deemed “technically safe” when the risk asso-
ciated with the presence and utilization of this technical equipment can be
demonstrably controlled so that a specific limiting risk is not exceeded (see
Sect. 3.3). The attributes of technical equipment which has been proven to be
technically safe are meant by the term “technical safety”.

This factual relationship can be summarized as follows:

• Natural risks can only be controlled to a limited extent, while technical risks can
be controlled just as the technology itself can.

• Safety engineering is the body of methods for controlling technical risks.
• Technical safety is generated and verified by application of safety engineering.

3.3.5 Safety-Engineering Feasibility

Technical safety is generated and maintained. The state must respond administra-
tively to the possibility of damage and technical risks in order to prevent harm to its
citizens. Technical safety legislation is used for this which reacts as a whole to the
special characteristics of technology and engineering in the form of the following
attributes:

• The time necessarily elapsing between the completed development of a new
technology and its legal regulation, which is only subsequently implemented,
has resulted in application-specific legal provisions. Technology legislation is
fragmented and applies in every case only to specific technical fields of appli-
cation (engineering fields).

• Putting into concrete terms the demand for technical safety, which for good
reasons is vaguely formulated, is shifted by the legislator to the legal users level
of the experts, authorities and courts.

• Legal demands for technical safety are defined by vague legal terms such as
“generally accepted sound engineering practice”, “state of the art” or “state of
scientific and technical knowledge”. In this way, safety-engineering conditions
and behaviour requirements are formulated.

Technical products may only be put on the market if the technical facilities made of
them and properly maintained satisfy the safety objective of all relevant legal
regulations over an adequate, reasonable period. They must also be utilizable.
Technical safety is based, on the one hand, on the relevant knowledge of the active
individuals and those organizations directly involved in the field of safety. On the
other hand, it is largely based on technical rules and standards, legal regulations and
load limits which differ according to the application orientation for historical rea-
sons and are often characterized by different technical languages.
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3.3.5.1 Generally Accepted Sound Engineering Practice

The term “generally accepted sound engineering practice” is a legal term which has
long been used in criminal law as well. For example, under Article 323 of the
Criminal Code (Constructional Hazard), one is prosecuted who violates generally
accepted sound engineering practice and thereby endangers life and limb of another
person when planning, managing, executing or discontinuing construction work.
Generally accepted sound engineering practice is not only achieved when a rule is
regarded as correct according to scientific findings but must also be generally
recognized—in other words, by being consistently applied by the engineers con-
cerned and recognized in practice as correct.

This means that it is neither a question of whether science has recognized and
taught a rule nor, in addition, whether it has been recognized in the relevant specialist
literature. Rather, the architecture involved, engineering and building industry,
system (facilities, products) and process design—in other words, practice—must be
convinced of the necessity. This conviction must have established itself in such a
way that for the purpose of the law it is possible to speak of general acceptance.

According to the prevailing view, there is a factual assumption that a standard
reflects the “state of the art” at the time of its publication. Very frequently, however,
there is still a lack of practical application at the time of publication, especially
when the implementation of new technologies is concerned. In the case of very
lengthy standardization procedures for complex matters, it can also not be ruled out
that the standard at the time of publication no longer conforms with the general
opinion and the rules it sets and, therefore, no longer corresponds to the state of the
art. Nevertheless, there is a real presumption, which can be disproved at any time,
that the relevant standards reflect the “good engineering practice”, which is gen-
erally recognized.

“Generally accepted sound engineering practice” has been developed by
experts in consensus. It can be in written form or not but is, as a general rule,
codified. A standard can be generally accepted sound engineering practice but
does not have to. The prevailing opinion is that there is only a factual sup-
position that a standard is generally accepted sound engineering practice at
the time of publication, especially when it was produced in the process
according to DIN 820 “Standardization”. Technology legislation shapes its
demands with vague legal terms in order to form technical developments
efficiently within the legal framework. In order to make it more concrete, it is,
therefore, based on generally accepted sound engineering practice, these rules
also being grouped under the term “sub-statutory regulations”. The corre-
sponding legislation expresses, for example, the entirely refutable fiction that
all technical rules which are generally introduced and made known in leg-
islation are regarded as generally accepted sound engineering practice.
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3.3.5.2 State of the Art

The “state of the art” is a vague legal term and represents the technical possibilities
at a certain point in time based on the established findings of science and tech-
nology. It is found in many regulations and contracts and is precisely defined by the
regulations relating to legal formalization. The term is used to designate measures
which fall between generally accepted sound engineering practice and the state of
scientific and technical knowledge as regards their requirements of content.

The state of the art is the state of development of advanced processes, facilities
or operating modes which demonstrates that the practical suitability of the measure
for attaining a high standard in the desired objectives is safeguarded on the whole
(e.g. occupational health and safety, environmental protection, safety for third
parties, cost-effectiveness). It has, however, not yet been tested enough over a
sufficient time period and is mostly only known to specialists. Therefore, in
building and plant engineering, for example, compliance with generally accepted
sound engineering practice is usually contractually required.

3.3.5.3 State of Scientific and Technical Knowledge

In contrast to the “state of the art”, the “state of scientific and technical knowledge”
refers to a technical state of development in which processes and facilities are tested
in test and pilot facilities but have not yet been put into service (see Fig. 3.2).

Linking legal terms to the concept of the “state of scientific and technical
knowledge” relieves the legislator of detailed safety regulation for which it is
competent neither in the allocation of duties in the separation of powers nor in its

Fig. 3.2 State of the art-code of practice
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expertise. By making reference to the “state of scientific and technical knowledge”
(e.g. in Article 7 Sect. 2.3 of the Atomic Energy Act), the legislator thus requires
observance of scientific and technical development against the background of legal
regulation. Precaution for the minimization of technical risk must be taken, which is
regarded as essential according to the latest scientific findings.

In both fields of hazard assessment and hazard control, determination and
evaluation of the “state of scientific and technical knowledge” must take into
consideration the scientific and technical principle of “balance”. A risk can be
ignored if it:

• occurs in isolation,
• is assessed as only minor,
• does not add up with other similar risks to a noteworthy risk contribution and
• would not, however, cause other greater risks under certain circumstances in the

case of its consideration.

The state of scientific and technical knowledge is, however, used widely in tech-
nical regulations drawn up by different committees. The current state of research
and development within a specific scientific discipline is intended by the term “state
of scientific and technical knowledge”. It must be based on conclusive evidence
which will bear up against verification by third parties. Specialists first come to
agreement in this matter in scientific discussions in order then to make it accessible
to an expert public.

3.3.5.4 Methodology for Determining the Limits of Safety

The transference of limiting values for large-scale industrial facilities into
sub-statutory rules and regulations poses various problems. To begin with, there is
the question of legitimization of committee work, its membership and the procedure
for the knowledge acquired. Following this, it is often difficult to get an overview of
the entire set of rules due to the large number of such committees and regulations,
and there are also overlaps and, in some cases, even contradictions. It is not uniform
in structure, systematics and wording and thus makes orientation difficult in
application of the law. This happens to be dangerous in a field where there is heavy
investment on the one hand and considerable risks for possible affected third par-
ties, including the burden of litigation, on the other hand.

An additional problem arises from the mixture of the objective findings of
research into truth and their evaluation. The aforementioned committees are regu-
larly qualified and legitimized for the truth-finding process and consequences
derived from this but not for the sociopolitical assessment of risks (see Sect. 3.3.3).

The safety-engineering feasibility in its step sequence and processing passes
more or less clearly through the phases of the product life cycle as described in
Sect. 3.1.5 (see also Fig. 3.2). This phase-based approach not only facilitates
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technical management but also notably secures the necessary organizational mea-
sures and finally results in risk management.

The following two phases are assigned to the planning process in the product
life cycle:

• Conception phase
• Definition phase

The following two phases of the product life cycle are assigned to the imple-
mentation process:

• Development and engineering phase
• Production phase

Finally, the operation process comprises these two phases:

• Operation and utilization phase and
• Dismantling, disposal and recycling phase.

If new legislation and stricter regulations are required to tighten limiting values in
safety and environmental protection, this will not go unwelcomed in many coun-
tries throughout the world. In reality, noticeable improvements are already being
achieved at best in the medium and long term due to the time needed for the
legislative process and, consequently, transition periods. In this process, the effect
remains completely disregarded that every additional complication of the already
confusing body of legislation and rules increases the risk of the legal application
being impaired due to excessive demands and lack of knowledge. It would be
preferable to make today´s applicable laws and regulations relating to safety and
environmental protection considerably more transparent. This alone would make
for a significant improvement in the standard of safety and environmental protec-
tion without a new law needing to be passed.

Reducing the complexity of technical installations, uncertainties and risks is
always pursued in technical, economic or environmental problem cases.
Compromises are therefore already inevitable here since the resources for imple-
mentation are limited and available information incomplete. By its very nature, a
compromise cannot represent an optimum but only what is feasible under the
circumstances and, therefore, does not claim absolute truth.

Risks must be minimized in a socially acceptable way and a balance always
found between individual and social benefits. Compromises are unavoidable here
that are nevertheless ethically justifiable. It can be stated that determination of the
limits of safety is based on responsibility, acceptance, compromises, the measure of
practical thinking, political feasibility, economic opportunities and, ultimately, on
ethical standards. The definition of technical safety calls for practical feasibility and
cost awareness and is committed to progress in research and development. It is
determined by the current state of knowledge and social acceptance.
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3.4 Verifiability of Safety

Safety can only be assured to the extent that it can be verified. It is shown here how
limits of verifiability are set, which methodical approaches exist for its improve-
ment, and which instruments have proven their worth for verifying the technical
safety of a technical product or system over the various phases of its life cycle.

3.4.1 Limits of Verifiability

3.4.1.1 Responsibility

3.4.1.1.1 Types of Responsibility

Technical processes, especially verification of their safety, take place under the
responsibility of humans. The individual can take responsibility for verification of
safety when it is manageable for him/her. However, more complex forms of
responsibility often occur in technology. Institutions or corporations have a specific
duty with respect to their customers, members, shareholders or society in com-
prehending this responsibility.

The responsibility of the individual arises, on the one hand, from the
responsibility of his/her role as a duty to the optimal fulfilment of assigned
tasks. Therefore, everyone is firstly responsible for the result and direct
consequences of their own actions. This also includes the results and con-
sequences of neglected acts. One special case of role responsibility is pre-
vention responsibility, which obligates a test engineer, for example, to search
a facility systematically for weaknesses and thus proactively prevent acci-
dents and malfunctions. On the other hand, everyone has the quite general
obligation beyond assigned obligations to respect and comply with basic
rights, such as the right to life, the right to private property.

Institutions themselves cannot bear responsibility in their legal function as
juristic persons. Responsibility must therefore be transferred to the persons acting in
each case who represent these institutions. The complexity of the tasks does,
however, call for a clear division of overall responsibility into fields whose scope
should be adapted to the possibilities of the individual.

3.4 Verifiability of Safety 57



3.4.1.1.2 Conflict Between Economic Constraints and Technical Necessity

A frequent case of conflict is between the responsibility of the institution man-
agement for invested funds and the responsibility for safety. The starting point is the
idea that the quantity and quality of goods and services are obviously better con-
trolled by the regulatory mechanisms of the market than by state control.
Optimization processes are encouraged by the inherent principle of competition
which, if not implemented, would lead to displacement from the market. In the case
of the usual goods and services, the regulating effect of the market provides for a
balance between the quantity and quality of a product and customer satisfaction. As
long as the customer is in a position to assess, check or experience the quality,
he/she can intervene in the market.

Should the market, however, be disrupted by external effects (outside influences)
or an uneven distribution of knowledge on the part of market participants, the state
must intervene in the free market by laying down target specifications for the
quality of products. In most cases, higher levels of quality are stipulated than would
arise in the free play of the market. The state thus takes precautions in the general
public interest. It enforces the constitutional principle of physical integrity for
technical safety. In addition, it fends off the high consequential costs for the public
sector which would be expected in the case of non-regulation.

Due to a number of reasons, the market principle can only be applied to a limited
extent to the field of public-technical safety. In addition, the interesting main factors
here should be individually checked by the experts before a technical product is put
on the market.

Only a limited number of products have solely a safety function (e.g. fire
extinguishers, safety valves, safety belts). The purchaser cannot always assess their
properties. It is important how frequently and in what situations the products in
question must prove their function: in routine use, normal use including common
incidents, accident situations or emergencies.

The customer cannot judge the quality of a fire extinguisher which, in the ideal
case, never needs to be used. However, if the quality of a safety-relevant product
cannot be assessed, the regulating influence on the market is lost. Unsuitable
products threaten to survive on the market or, if there are price advantages, even to
dominate it.

It is much more common for goods to have a safety function in addition to their
utilitarian feature (e.g. process/transport containers, pipelines, truck brakes). In
these cases, the selling interest is overlaid by the safety function. If the selling
interest and the public safety interest move in the same direction, the market
supports the implementation of safe goods.

As experience shows, however, this principle fails in the case of shared or
unclear responsibilities. Negative customer experiences do not then make an impact
on the manufacturer of the goods. Safety deficiencies typically also occur when the
economic benefits of a product or service decline in relation to duties or obligations.
Therefore, dangerous goods transports with high-quality products must definitely be
regulated differently from waste transportation.
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3.4.1.1.3 Priorities in Deciding Responsibility Conflicts

There can be an optimum balance between economic expenditure and the safety
achieved, but this must be with the moral reservation of adequate safety. According
to Lenk and Maring [7], the following priorities arise in deciding conflicts of
responsibility and roles:

(a) Weighing the moral rights of every affected individual (see Sect. 3.1.6).
(b) Seeking a compromise which takes everyone equally into consideration in the

event of an irresolvable conflict between basic rights of equal value.
(c) Voting for a solution which results in the least harm to all parties may and

should occur only after weighing up the moral rights of every party.
(d) Only when points (a)–(c) have been applied are benefits weighed against

drawbacks.
(e) In the event of practically irresolvable conflicts between the parties involved

fair compromises should be sought for the various parties with regard to harm
and benefits (“Fair compromises” are, for example, an approximately evenly
distributed or justifiably apportioned distribution of burdens and benefits).

(f) Universal moral responsibility usually has priority over task and role
responsibility.

(g) The public greater good and common welfare should precede all other specific
and minority non-ethical interests.

(h) Priority principles are also formulated in technical rules and standards.
According to DIN 31004-1:1982-11 (see Chap. 2), for example, in the case of
the term “safety” the following rule can be formulated with the aid of the
probabilistic parameter “risk”: “In safety-compliant design, preference should
be given to the solution with which the safety objective is best achieved in a
technically meaningful and cost-effective manner. In case of doubt, it should
first be assumed that safety-related requirements take priority over economic
considerations”. On the other hand, it has been demonstrated, particularly in
civil aeronautical engineering, that such safety-related solutions are also usually
possible which are not necessarily in conflict with economic solutions.

(i) In the case of “urgency”, ecological compatibility overrides economic
application.

(j) Concrete humanity takes precedence over abstract requirements and universal
principles (precise human and socially acceptable weighing of goods).

3.4.2 Learning as a Continuous Task

Disturbances or accidents, even near-accidents (including negligently caused
deviations from intended operation), are unintentional, unexpected system states.
Since they are unexpected, there is also no possibility of their verifiability. It could
be shown in many event analyses that, although the action of the operator may have
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triggered the disturbance, this alone does not suffice for an “explanation”. Design,
construction, maintenance and management errors are frequently a long time before
the single action which triggered the disturbance and are also to be regarded as
necessary preconditions. These errors must be avoided or eliminated by systematic
experience feedback. In principle, there are three strategies for this objective.

3.4.2.1 Feed-Forward Control of Safety and Reliability

Probabilistic approaches to risk assessment, which also cover the actions of per-
sonnel in terms of a human reliability analysis (HRA), have long been systemati-
cally applied in diverse industrial sectors (among others, in the nuclear industry,
civil aviation and engineering). However, these methods leave something to be
desired. Although the necessary statistical data about failures in technical compo-
nents are comparatively good, the same is not true of the underlying statistical
information and the quality of the selected model concepts of human action. It must
be borne in mind that these methods only permit partial statements and thus have
certain weaknesses. Statistically sound databases are lacking, and these methods
thus largely work with expert opinions (“informed guesses”). However, this does
not have to detract from the possibilities of probabilistic methods. During the design
and engineering of technical facilities, these methods are useful in gaining
hypotheses and increasing awareness of human factor aspects (HF aspects) and
should be developed further. Nevertheless, they are not sufficient on their own for a
resilient statement on safety.

3.4.2.2 Feedback Control of Safety and Reliability

People learn from experience, mainly from mistakes, and organizations learn from
events, including near-occurrences, which need to be analysed systematically. An
event-related reporting system with a direct relationship to systematic root-cause
analysis must be installed. The very few industries with a high risk potential have
an efficient reporting system for incidents and accidents. Wherever supervisory
authorities prescribe a system of this kind and enforce a reporting obligation, it on
the basis of criteria is often felt to be burdensome. Incident reports beyond a
prescribed reporting threshold are even more rarely gathered, documented and
analysed, although exactly these reports would enable especially instructive
learning. Thought should be given to how such reporting systems are to be designed
and implemented below and beyond the reporting obligation so as to enable the
emerging maximum yield of knowledge demanded. This calls for a reorientation of
the error culture in Germany which culminates ultimately in communicating the
error occurring for the first time and only punishing its recurrence.
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3.4.2.3 System of Organizational Learning

The learning process must be institutionalized in the sense of organizational
learning. Both forms of safety control (“feed-forward” and “feedback”) can be
mutually enriching when brought into a systematic relationship. Such a relationship
must be created by setting up analysis and reporting databases. The following
should be taken into account here:

• standardized category systems,
• periodic analyses of several events,
• derivation of appropriate prevention concepts and
• up-to-date ascertained feedback of results to persons affected.

3.4.2.4 Determination of the State of the Art as Learning Scheme

Determining the state of the art is often the precondition for acting in conformity
with the law. Due to this prominent importance, various attempts were made to
systematize this (learning) process for determination of the requirements. It begins
with specifying for what the state of the art is to be determined, why and by whom.
In individual cases, this means the following:

• For what (for what object):
It can deal with a particular type of technical facility, specific facility, part of a
facility or facility component of safety-related importance.

• Why (for what purpose, from which cause):
The reason (context, background) is enquired into here, e.g. the implementation
of an approval procedure for a new facility, change (expansion, increase in
capacity, reduction in pollution emissions) or upgrading of an existing facility.

• By whom (person/ institution):
The type of business should be stated here (e.g. small-/medium-sized enterprise
or large company), which internal organizational units and external bodies are
involved and, in particular, who the decision-making is established with.

To determine whether a technical facility is state of the art, the following insights
can be used:

• comparable procedures, installations and operating methods,
• combination or linking of different safety measures and
• safety precautions in other types of technical facility which, in regard to their

technology and materials used, are comparable with the facility under
consideration.

Perception of the safety obligation should be implemented in three stages. These
steps make it clear that certain safety-related measures can be applied in deter-
mining the state of the art without an obligation already being derived from this.
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These particular measures do not have to be implemented in the technical facility
being assessed since it is only a question of correspondence with the reference
parameter.

• In the first stage, the state of the art is to be determined for a specific
safety-related assignment of tasks (e.g. in the context of a pilot or demonstration
installation) in order to serve as a reference parameter for the specific facility
under assessment.

• In the second stage, an evaluative consideration is carried out as to whether the
specific technical facility corresponds to the state of the art as determined.
A check is made to see whether the safety objectives are attained with the
designated measures for the specific technical facility (correspondence check).

• In the third stage, a decision is made—on the basis of the results of the
aforementioned stages—regarding the approval or supervisory procedures (legal
consequence).

3.4.2.4.1 Conditions for the Determination Process

Determination of the state of the art must take into account what has proved itself in
other comparable technical facilities in normal or test operation, or what the general
engineering stage of development demonstrates as practically suitable. If none of
these three criteria applies, a determination process should be initiated. In this case,
the following five conditions must be satisfied:

• All of the steps in the determination process must be completed, some steps
being repeated if necessary (iteration loops).

• The persons involved must be suitable.
• The sources of knowledge consulted must cover the subject area thoroughly.
• The methods and investigations applied must be suitable and sufficient.
• The decisions must meet the legal standard of the state of the art.

Compliance with the state of the art is an obligation of the technical facility
operator. Failure to meet or comply with this obligation can have serious conse-
quences. Therefore, it is necessary to design the determination process method-
ologically and transparently and perform it with due diligence.

In certain cases, it is possible to determine the state of the art for a technical
facility on the basis of technical rules, administrative regulations or guidelines.
Such cases can occur when the boundaries of the technical facility, existing
materials and purpose of operation largely correspond to a technical facility
described in a technical rule, etc. The rules, guidelines or administrative regulations
consulted must be up-to-date and the necessary safety measures sufficiently
described. Special technical facility related or environmental hazard sources must
be excluded.
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In general, the state of the art results from the basis of technical rules and the
results of discussions among experts.

3.4.2.4.2 Steps in the Determination Process

To determine the state of the art, the following seven process steps must be com-
pleted (corresponding to the first stage in Sect. 3.4.2.4):

(a) definition of the task,
(b) gathering the safety-relevant documents and data of the technical

facility/process,
(c) determining the safety-relevant fields (process steps and technical facility

components),
(d) analysing possible hazard sources,
(e) determining and selecting knowledge sources,
(f) evaluating the knowledge sources collected and
(g) decision-making.

In this matter, the order of process steps (b) to (f) can vary depending on the
particular application case.

The process steps should be run in iteration loops until sufficient certainty about
the state of the art is available. Iteration loops can comprise single or several
process steps.

Determining the state of the art is only to be regarded as one step in developing a
safety-engineering view. The following points are to be added:

• implementation of the state of the art with regard to the particular task,
• documentation of its implementation,
• investigation into and description of the residual risks and
• emergency planning.

3.4.2.4.3 Decision-Making

As a rule, different possibilities will arise as to how the state of the art can be
implemented in a specific technical facility. The design option finally selected must
be justified and explained in a comprehensible way.

By definition, processes, equipment and operating modes must

• have proved themselves in operation,
• have been successfully tested or
• have provided proof of their practical suitability

so that they can comply with the state of the art. Furthermore, the processes,
equipment and operating modes must correspond to the advanced state of
development. In this matter, a careful balancing of the effectiveness and
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reliability of a safety measure with respect to the specific hazard source is a
basic requirement for preventing errors which could increase the likelihood of
hazardous incidents.

3.4.3 Controlling Technical Safety in the Product Life Cycle

It is known from quality management that the later a fault is discovered in the
planning or production process, the more it costs to eliminate it. This is certainly
also applicable to safety-related errors. To achieve optimum cost-effectiveness, one
must therefore demand to carry out the safety-related observation from the very first
phase of development. This evaluation function can be integrated into the devel-
opment team or, whenever milestones are reached, take the form of an external
check by, for example, a central department (safety/quality) and, if necessary, a
third party.

The safety-related information collected and decisions made should be kept
available at all times in the subsequent phases of the product life cycle for
target/performance comparisons in terms of technical safety controlling. There is an
opportunity to structure this controlling information for the continuous installation
of the “safety case” in a hierarchy with safety objectives.

3.4.3.1 Phase-Based Pursuance of Technical Safety

A comprehensive hazard analysis should be performed for the entire object (system,
technical facility, product) in interdisciplinary collaboration (see Sects. 3.2.1 and
3.2.2). This should take into account technical facility-based and environmental
hazard sources, including natural conditions and events and interference by unau-
thorized persons.

The hazards and their causes should be analysed by means of a recognized,
proven test method. In this way, a sufficient measure of thoroughness and depth of
testing can be assured. The object under investigation should therefore be limited to
manageable fields.

The criteria for terminating the hazard analysis should be recorded. Termination
criteria can concern, for example, the depth of testing, exclusion of particular
individual hazard sources, material properties and process parameters.

Both the collected documents and data and information from facility and site
inspections serve as a basis for the work. Should hazard analysis cover one or more
hazard sources, it should be determined which measures should be taken according
to the state of the art. Independently of this, the possible consequences of never-
theless conceivable disturbances should be determined, their risk assessed and
protective measures taken.
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3.4.3.2 Organization of Verification

In the organization of verification, a distinction should be drawn between internal
and external inspections. External inspections can be organized under private law or
carried out on basic legal principles as required by the state (governmental agencies
or bodies authorized by the state).

Only by coordination of a body endowed with adequate authority can inspection
measures be reasonably augmented, unintentional gaps in verification prevented
and the required information passed on. Its immediate task is to identify not only
adverse deviations important for the evaluation of inspection measures but also their
indirect effect of exerting a positive or negative influence on performance and/or
quality.

3.4.3.2.1 Elements of Verification

With regard to the nature and scope of verification, a distinction can be drawn
between:

• manufacturer inspection or testing, whether regulated only internally or also
externally,

• third-party inspections by an independent third party carried out either inde-
pendently of manufacturer inspections or relating exclusively to verifying the
correct performance of manufacturer inspections and

• acceptance inspections by the purchaser which are used for assessing and ver-
ifying the quality of goods or services at the transfer of responsibility or
ownership.

Manufacturer inspections are always carried out in-house. Depending on the
importance of the verification, they can take the form of a self-check or be carried
out by persons not directly involved in the manufacturing process.

Internally regulated manufacturer inspections—like special measures for
checking production—fall within the sole responsibility of the manufacturer.

Planning verifications include both the clear definition of rules for the assess-
ment and corrective and/or preventive measures in the case of negative inspection
results. The importance of the individual elements of the verification requires
documentation.

3.4.3.2.2 Grading of Verification

The effectiveness of verification measures depends on the following factors:

• degree of independence of inspection from the process concerned,
• qualification of the inspection personnel,
• intensity of checks (frequency and scope of inspections),

3.4 Verifiability of Safety 65



• evaluation criteria and action taken in the event of negative inspection results
and

• use of multiple independent inspections.

Quality assurance stages and their assignment to hazard categories can be defined
based on these factors, and individual items can come under different quality
assurance stages.

3.4.3.3 The Modular Concept of the European Union

There is strong pressure to privatize the inspection and monitoring functions per-
formed up to now by the state. This is often justified by the potential to increase
efficiency or the responsibility of the manufacturer. Another reason is to be found in
the process of European integration: the EU member states are acting on the
assumption that barriers to free trade in the internal market can be dismantled more
quickly by a private approval body. In the early 1990s, in particular, these ten-
dencies to shift risk to the private sector (in conjunction with the transference of
responsibility) have resulted in a real explosion of formal quality management
systems and the associated auditing. For this reason, the costs and benefits of
quality management systems and their audits have become a central point of dis-
cussion in the verification of technical safety.

The EU’s New Approach1 and the Global Approach for conformity assess-
ment2—including subsequent module decisions3—are a prime example of the
privatization and grading of control procedures in technical safety law. The Global
Approach and the module decisions of the EU describe control procedures to be
used in the EU’s legislative proposals for the free movement of goods. The modules
constitute a graded system which ranges from the manufacturer’s declaration
(Module A) to the individual approval of the product by an independent third party
(Module G) and comprehensive quality assurance (Module H). The EU directives
and the national legislation derived from these contain a selection of modules which
take into account the risk of the regulated product. To qualify their product for the

1Resolution of the Council 90/C10/010 dated 07.05.85 regarding a “new approach” in the field of
technical harmonization and standardization, Official Journal of the European Community,
No. C 136 dated 04.06.85, pages 1–9.
2Resolution of the Council 90/C10/010 dated 21.12.89 regarding a “global approach ” for con-
formity assessment, Official Journal of the European Community, No. C 010 dated 16.01.90,
pages 1–2.
3Decision of the Council 90/683/EEC dated 13.12.90 regarding the modules to be used in the
technical harmonization directives for the various phases of conformity assessment procedures,
Official Journal of the European Community, No. L 380 dated 31.12.90, page and the Decision of
the Council 93/465/EEC dated 22.07.93 regarding the modules to be used in the technical har-
monization directives for the various phases of conformity assessment procedures and the rules for
affixing and using the CE conformity marking, Official Journal of the European Community,
No. L 220 dated 30.08.93 pages 23–39.
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EU internal market, the manufacturer can select from these modules the one which
best meets their production needs unless otherwise specified by a product-specific
directive.

With the creation of the EU internal market, the previous limits of national
security structures have been shifted to the borders of Europe itself. In the case of
global activities, there must be mutual adjustment of the various safety structures
(compatibility clauses or reconciliation).

Germany has, until now, actively participated in risk minimization by govern-
mental agencies or bodies authorized by the state to carry out, in their sovereign
function, safety verifications or participate in them (implementation responsibility
of the state). The relevant EU directives, on the other hand, want even these
state-conducted verifications to be left to the free market and only monitored by the
state (pure guarantee responsibility of the state). Although it used to be possible for
safety-related professional expertise to remain linked with state agencies, it must
now be procured on the open market. A safety methodically concept is presented
with this VDI publication (see Chap. 4) which makes it possible, in any techno-
logical field of application, to systematically generate, verify and maintain technical
safety for technical systems, facilities, processes and products. In this matter, due
regard is to be paid to the risk-controlling function of the state—in other words, the
necessary contribution to implementation responsibility and the possible share of
guarantee responsibility are to be specified.

3.4.3.4 Control Directive of the European Union

The European Union (EU) is committed to promoting within its territory the free
market through the free movement of goods, capital, services and individuals. On the
one hand, it has laid down quality requirements for the marketing of products with
safety- or health-related attributes and has intervened in the market to this extent. On
the other hand, it has opened up the market for services in connection with the
conformity certificate. Testing, certification and monitoring are in principle—subject
to national restrictions—open to anyone and are thus open to free competition.

To secure the aims of the EU, instruments have been created in the form of
independent conformity certificates. With its New Approach, the EU is increasingly
replacing existing responsible authorities and officially recognized experts with
“notified bodies” with rights and obligations in testing and certification. This new
concept assumes that the services of these notified bodies are subject to the free
market (liberalization).

3.4.3.5 Planning Process

The planning process includes the conception phase and the definition phase (see
Sect. 3.3.5.4). The following objectives and purposes are pursued in these two
phases.
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3.4.3.5.1 Objective and Purpose

Objectives are characterized by the fact that they are uniquely qualified and
quantified by content, time and scope. Individual objectives for the responsible
employees are derived and developed in a process of agreement about objectives
and are appropriate for the level concerned. Depending on the employees’ fields of
responsibility, these might be objectives relating to profit contribution, costs or
performance. By combining them, consistent target systems can be developed
which are suitable with regard to both responsibilities and decision-making.
Guidance by agreement about objectives is clearly superior to simply specifying
objectives since employees are included in the process of identifying objectives.

The safety-related part of the design phase is the collection and analysis of
available information about safety. The programme in which it is basically possible,
from the safety-engineering point of view, to develop new products (and also
systems and technical facilities) is defined by external requirements. These
requirements derive from sales markets, society, legislation, technological devel-
opment, supplier and raw materials markets as well as from the internal capabilities
of the company, such as the workforce and their qualifications, the existing product
range and production resources.

An agreed quality requirement must be reflected in the result of the product life
cycle. It consists of the totality of relevant individual requirements relating to the
quality of the product. The most important aspect for the requirements which
determine quality is for them to be measurably included in test plans and provided
with tolerances (see Sect. Fehler! Verweisquelle konnte nicht gefunden werden).

As regards safety, the focus of the design phase is on the following activities:

• organization of safety-related activities taking into account the state of scientific
and technical knowledge,

• definition of responsibilities and competences in the field of safety,
• gathering together all technical requirements relevant to safety from, for

example, technical standards, relevant legislation and other rules and
regulations,

• evaluation of the “lessons learned” from previous events,
• determination of hazard potentials,
• definition of the higher-level “safety requirements catalogue” for the entire

system or entire technical facility
• statement of safety requirements,
• definition of a rough structure for performing the safety task and
• verification that this higher-level safety requirements catalogue is coherent in

itself and satisfies the relevant regulations and that the safety requirements
stipulated in this catalogue can always be tested and verified.

In the definition phase, the same activities are basically included for safety as in the
conception phase—but, in many cases, in a more concrete form and with the
addition of traceable archiving:
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• assessment of the organization of safety-relevant work and likewise, where
appropriate, its adaptation to alterations in the definition phase,

• confirmation or redefinition of responsibilities or competences in the field of
safety where changes in responsibilities and competences emerged for the
definition phase,

• continuation in the collection of all technical requirements relevant to safety
from, for example, technical standards, relevant legislation and other rules and
regulations,

• continuation of the “lessons learned” aspect and evaluation of every structural
unit to be defined here,

• hazard analysis, determination of limiting risks and risk equivalents,
• definition and release of the safety requirements catalogue and the corre-

sponding safety-related limiting values,
• definition of the subordinate safety requirements catalogue for each structural

unit to be defined here in a logical continuation of the higher-level safety
requirements catalogue for the entire system or entire technical facility,

• application of the safety methodically concept for every structural unit to be
defined here,

• traceable archiving of the documentation which has been created and
• verification that the safety requirements catalogues defined here for the subor-

dinate structural units are coherent in themselves, do not conflict with the
higher-level safety requirements catalogue and satisfy the relevant regulations.

The safety requirements laid down in these catalogues must also be demon-
strably verifiable.

3.4.3.5.2 Materials and Sampling Procedures

In order to evaluate the homogeneity of the materials to be used, the manufacturer
must make a statistically random selection from an internally homogenous totality
(from a production batch, for example)—in other words, a random sample. It
must come from a representative number of samples from a batch of reference
materials in question. This evaluation procedure should be implemented and doc-
umented in compliance with recognized, uniform sampling plans (according to
DIN ISO 2859-1 “Sampling procedures for inspection by attributes”).

In the case of production of single items (one-offs), the suitability of the material
must be indicated on the basis of an analogous procedure with a specific method of
verification.

3.4.3.5.3 Verifiability of Requirements

It must be ensured that only suitable products and services are procured which can
also comply with requirements. In this case, a check must be made of all
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subcontractors and suppliers to ascertain whether they have the necessary quality
capability, and the procurement documents must contain all relevant data and be
verifiable. Traceability should make it possible to track the creation process, uti-
lization or location of a structural unit on the basis of its identification, which has
also been recorded. Traceability relates in particular to

• the origin of materials and structural units,
• the processing history of the product and
• the distribution and whereabouts of the product after delivery.

3.4.3.5.4 Consideration of the Potential Conflict Between Cost-Effectiveness
and Technical Safety

The profit-oriented market principle is not a sufficiently suitable safety instrument
for the field of public-technical safety and can, for a number of reasons, only be
applied to a limited extent here. In this case, the main factors of interest should be
individually examined and taken into consideration:

• The product “safety”
In addition to other factors affecting technical safety—such as training or
expertise, the general safety culture and the degree to which regulations are
observed—safety is here classified under goods and services.

• The user
In evaluating the products and services on offer, the user makes decisions pri-
marily for himself/herself and normally does not taken into consideration the
interests of the common good. Therefore, this case cannot be included as a
robust variable in safety-related analyses. Taking into consideration, the inter-
ests of third parties or the general public must therefore be enforced or achieved
through positive incentives.

• The public interest
The state intervenes in the market in order to protect the general public and the
environment. It thus implements precautions for the common good and public
safety and order. In order to enforce this, requirements are made regarding
quality and operation and a graduated control system is also provided with
instruments for independent proof of conformity.

• Governmental supervision (market surveillance)
In the liberalized testing and certification market in Europe—possibly the
intended future of the majority of the countries participating in the EU—it
cannot in some cases be assumed that goods and services with a safety function
are provided for the public benefit. In such cases, the instrument of market
surveillance is an indispensable element in safeguarding the public safety
interest. Setting up a market surveillance body is a necessary though not suf-
ficient instrument for the field of technical safety. Safety is both an individual
and a collective need which cannot be consistently satisfied by market forces.

70 3 Interdisciplinary Approach



This is especially true of forward-looking collective needs. Therefore, Germany
as a state must regulatively intervene in the market—in other words, be in
disagreement with a change in the possibly intended future of the majority of
European countries.

3.4.3.5.5 Responsibilities

The responsibilities for all verification or inspection measures, especially as regards
the implementation of measures when verification or inspection results are inade-
quate, must be clearly and unambiguously regulated. All verification or inspection
results must be recorded. If several contractors and subcontractors are involved in
the manufacturing or production process and wrong decisions or gaps in verification
can cause significant consequences, a verification or inspection plan will be
necessary.

3.4.3.6 Implementation Process

The implementation process consists of the development and engineering phase and
the production phase. The basic objective of the implementation process essentially
coincides with that of the planning process (see Sect. 3.3.5.4). In the production
phase, however, it is only possible to work with the instrument of agreement on
objectives under very specific constraints, and the instrument of definition of
objectives will have to be applied more often.

3.4.3.6.1 Objective and Purpose

The main points of emphasis in the development and engineering phase (see
Sect. 3.3.5.4) as regards safety are the following activities:

• checking the organization of safety-relevant work and, if necessary, its adjust-
ment to any possible changes during the development and engineering phase,

• setting up quality and safety management with a redefinition of responsibilities
and competences in the safety field if changes in responsibilities and compe-
tences have arisen for the development and engineering phase,

• continuation in the collection of all technical requirements relevant to safety
from, for example, technical standards, relevant legislation and other rules and
regulations,

• determination of probabilities of occurrence and the extent of damage for each
type of failure,

• continuation of “lessons learned” and evaluation for each technical component
to be developed or engineered,
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• involvement of relevant institutions (authorities, public-interest bodies, notified
bodies, experts, etc.) in the generation and verification of safety insofar as this is
legally and factually necessary for effective supervision,

• application of safety requirements and their implementation for every structural
unit to be developed or engineered here by the safety methodically concept,
which is applied precisely for this purpose,

• verification that the safety requirements applied and implemented here

– are effective for subordinate structural units,
– are not in conflict with the higher-level safety requirements catalogue,
– comply with the relevant regulations and
– comply with the safety requirements as defined in detail:

• optimization of specified safety precautions (e.g. inhibition of the utility func-
tion, fail-safe, fail-operational),

• Checking and verification of the specified safety requirements for the individual
concepts concerned here and doing so during the course of qualification (type
test, etc.) and

• submission of a safety report (as the formal conclusion of safety verification)—
if necessary, as a component of the safety case (see Sect. 3.2.2.8).

As regards the main focus of the production phase (see Sect. 3.3.5.4), there are
the following activities in the field of safety which, in part, represent a further
detailing of activities from the development and engineering phase but are, for the
most part, specific to the production process:

• review of the organization of safety-relevant work and its adaptation to possible
changes in the production phase where necessary,

• within the framework of quality management, redefinition of responsibilities and
competences for the field of safety should changes have arisen in responsibilities
and competences for the production phase,

• involvement of the appropriate quality assurance organization (either in-house
or external) in the production process with emphasis laid on safety requirements
and attributes,

• ensuring that the manufacturing processes used are not only cost-effective but
also always reproducible—and that with the emphasis on safety,

• involvement of relevant institutions (authorities, public-interest bodies, notified
bodies, experts, etc.) in the generation and verification of safety insofar as this is
legally and factually necessary for effective supervision,

• implementation in production of the relevant state of the art or application in
production of generally accepted sound engineering practice and, in all cases,
paying due regard to technical requirements relevant to safety: for example, in
technical standards, production and quality regulations,

• verification that the safety requirements applied and implemented here

– are effective for subordinate structural units,
– are not in conflict with the higher-level safety requirements catalogue,
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– comply with the relevant regulations,
– meet the detailed safety requirements and
– are checked, verified and traceably documented during the course of tech-

nical acceptance (acceptance testing or similar).

During acceptance testing, verification is required of the conformity of the manu-
factured products (or system or technical facility) with the safety requirements
worked out and laid down in the preceding phases.

3.4.3.6.2 Hazard Analysis

Hazards and their causes must be analysed using a tried and tested method of
investigation. In this way, sufficient thoroughness and depth of testing can be
assured. The structural unit to be investigated may need to be divided into man-
ageable sections.

A comprehensive hazard analysis should be carried out for the entire structural
unit. This should take into account facility-specific and environmental hazard
sources, including natural conditions and events and interference by unauthorized
persons.

The documents and data which have been collected together with information
from facility and, where applicable, site inspections will serve as a basis for the
work.

If hazard analysis covers one or more hazard sources, it should be determined
which measures should be taken according to the state of the art. Independently of
this, the possible consequences of nonetheless conceivable disturbances should be
determined and evaluated with regard to the risk of damage occurring and its
effects. Safety measures should be taken while paying due regard to the normative
requirements applicable to the limiting risk.

3.4.3.6.3 Verifiability of Requirements

The requirements emerging from the preceding phases are verified as follows:

• As regards the type and importance of tests and inspections, a distinction should
be drawn between serial production with the objective of consistent quality and
single-item production with the objective of complying with planning
specifications.

• Deviations detected can be managed by corrective measures. With regard to
control of the manufacturing process, attention should be paid to the repro-
ducibility of the production process (non-conformities) in the case of series
production while priority is given to preventive measures in single-item
production.
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3.4.3.6.4 Inspection and Approval of the Planning Documents

• Examination of draft design, dimensioning and structural design
It is important to check that all relevant hazards have been identified and
appropriate measures provided for their prevention. This particularly concerns
the appropriate choice of the system, materials and designs, processes and
auxiliary resources for both the execution and the layout (accessibility). Among
other things, a check should also be made whether

– all essential organizational requirements, such as specific trade and opera-
tional qualifications, can be met,

– all tests or inspections required for the execution are provided, and
– all terms of use and, where applicable, necessary conservation measures are

specified before commissioning.

• Planning documents can be inspected in different ways with different amounts of
effort. Among other things, a check will be made to see whether

– the calculation includes the relevant requirements and actual influences,
boundary conditions and conditions of use,

– verifications are maintained for all major components,
– suitable computational models are used,
– there are no contradictions in the calculation,
– all design assumptions are correctly tracked through the system, and
– no damage is caused by modifications of either components or the system.

As regards the type of inspection, a distinction may be drawn between:

– a full comparative calculation carried out independently of the present cal-
culation and in which important dimensioning results are compared,

– a partial checking calculation in which only crucial parts of the calculation
are checked in detail by recalculation or comparative calculation and

– inspection of manufacturing/construction documentation.

• The manufacturing/production documentation must contain all information
necessary for the execution, such as tolerance limits or changes as well as
instructions relating to the course of production. In addition, it is important here
that dimensioning results were correctly transferred, the drawings meet given
requirements, additional necessary constraints must be observed, and the plans
are clear and unambiguous.

3.4.3.6.5 Traceability of Documentation

The manufacturer must have a quality management system which typically includes
the following items:

74 3 Interdisciplinary Approach



• documentation and traceable archiving of design documents,
• provisions to ensure an appropriate selection (e.g. sample matrix, particle size,

concentration range) of possible reference materials,
• preparation methods,
• assessment and quantification of the required degree of homogeneity of the

material,
• evaluation of the stability of the material, even continuously if necessary,
• procedure for characterization of the required properties,
• practical implementation of the traceability of legal units of measurement to

national or international standards,
• assignment of attribute values, including preparation of certificates or statements

in accordance with ISO Guide 31 “Reference materials” if appropriate,
• provision of suitable production facilities and
• regulations regarding suitable possibilities for identification, labelling and

packaging, packing and shipping procedures, as well as after-sales service.

The documentation and archiving system must clearly indicate which activities
are to be carried out by the manufacturer and which by collaboration partners. It
must also contain the regulations and procedures being used by the manufacturer.

3.4.3.6.6 Approval Procedure

The manufacture of certain important safety-related products may already be sub-
ject to mandatory official approval or authorization. These obligations (approval
process) must be included in the quality management system and complied with.

The safety management system should, in all cases, be considered a constituent
part of the quality management system. Approvals also often stipulate that con-
sideration must be given to protection against unauthorized access (“security”).

The quality management system itself is subject to a periodic certification pro-
cess by third parties, the so-called accredited certifiers.

3.4.3.6.7 Utilization of Materials

• Quality assurance system (in-house and external monitoring with documentation
for traceability):

– Several factors can cause the actual performance to deviate unacceptably
from nominal specifications. These factors include, for example, changes in
material and component properties, uncertainties in installation or con-
struction or faults and errors in the different manufacturing steps. To combat
this, control measures should be included in all major phases of execution
(precautionary monitoring of the execution of work).
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– If there is a risk of attributes changing impermissibly or contrary to expec-
tations during the utilization phase, special conservation measures may be
necessary (accompanying monitoring before commissioning).

• Compatibility of the components
The manufacturer must conduct internal audits of his/her activities at regular
intervals and in accordance with a previously defined plan and procedure. By
doing so, he/she demonstrates that the activities still comply with the require-
ments of the quality management system.
The internal auditing programme of must address all elements of the quality
management system described in the quality management manual. This also
includes the technical and production activities which result in attribute values
being assigned to a reference material (material compatibility, “fit, form, func-
tion”). It is the responsibility of the quality assurance representative to schedule
and organize audits in accordance with the established programme and at the
request of management. Such audits must be performed by trained and qualified
personnel. Where resources permit, the personnel must be independent of the
activity being audited.
Personnel may not audit their own activities unless this is necessary and its
effective performance can be demonstrated.

3.4.3.6.8 Market Surveillance/State Supervision

The instrument of market supervision is an indispensable element of the state’s
regulatory action for enforcement of public safety concerns in legal aspects.
Availing itself of its legal options, the state can intervene in the market and elim-
inate undesirable developments. The state does this in a variety of ways, either by
retaining suitable supervisory officials or by using “appointed contractors”.

The manufacturer must create transparency (traceability) for the action of (state)
market surveillance.

3.4.3.7 Operation Process

The operation process includes the operation and utilization phases into which, at
the completion of utilization, the dismantling, disposal and recycling phases can
also normally be integrated (see Sect. 3.3.5.4).

3.4.3.7.1 Objective and Purpose

As an instrument for achieving objectives, the objective definition by which
cost-effective, reliable and safe operation is to be achieved stands to the fore.
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In the operation and utilization phase (see Sect. 3.3.5.4), a distinction should be
drawn between products (technical facilities, goods and services) not requiring and
those requiring an approval before going into operation. In either case, the fol-
lowing aspects must be taken into consideration:

• safety management,
• safety monitoring and
• safety during the course of retrofitting work.

The same procedures apply, in principle, to the dismantling, disposal and recycling
phases (see Sect. 3.3.5.4) as described in the preceding phases but, due to a frequent
lack of relevant sound engineering practice, with a greater testing or surveillance
effort. Making matters more difficult is the fact that the processes involved in the
dismantling, disposal and recycling phases are not standard processes and, there-
fore, the personnel concerned must perform their duties with special attention and
responsibility. Above all, managerial staff must set up an appropriate and suitable
quality management system oriented to the special process steps in the dismantling,
disposal and recycling phases.

As regards safety, the focus in the dismantling, disposal and recycling phases is
on the following activities:

• organization of work relevant to safety,
• definition of responsibilities and competences in the field of safety,
• evaluation of the “lessons learned” from previous events in order to determine

preventive measures,
• grandfathering from earlier limiting values,
• definition of the higher-level safety requirements catalogue for the entire dis-

mantling, disposal and recycling phases and
• verification that this higher-level safety requirements catalogue is coherent in

itself and satisfies the relevant regulations and that the safety requirements
stipulated in this catalogue can also always be tested and verified.

3.4.3.7.2 Approval

Industrial plants and business enterprises which are sources of environmental
pollution or important as regards safety require an approval in accordance with the
relevant legislation. The approval procedure should ensure that

• employees and, where applicable, the neighbourhood and even general public
are protected against injurious environmental influences and other hazards,

• necessary precautions are taken against injurious environmental influences and
other hazards as well as against significant disadvantages or annoyances,

• waste is avoided, recycled or, if not avoidable or recyclable, properly disposed
of, and

• energy is used thriftily and efficiently.

3.4 Verifiability of Safety 77



A check is also made during the approval procedure to see whether other regula-
tions under public law (such as nature conservation legislation, legislation relating
to water and building code legislation) have been observed and measures for
occupational health and safety implemented.

An approval can include numerous other official decisions (concentration effect).
The official procedures are bundled by, for example, building permits, permits

for installations requiring monitoring as required in the Equipment and Product
Safety Act and declarations of suitability for facilities used for storing, filling,
trans-shipping, manufacturing, treating or using substances hazardous to water.

3.4.3.7.3 Status Checks

All operational procedures need to be systematically checked at regular intervals. In
this way, it is possible to identify not only potential sources of non-conformities but
also all possibilities for improvement, either of a technical nature or within the
quality management system. Flow charts must be developed, implemented and
monitored so as to reduce the probability of the occurrence of non-conformities and
to observe the benefits arising from the improvements. The results of the preventive
measures must be submitted for purposes of management review.

3.4.3.7.4 Instructions for Use

Instructions for use help in maintaining quality during operation and must be
prepared in writing and in detail in the quality agreements and handed over to the
user by the manufacturer. Instructions for use are a constituent part of quality
planning on the basis of the quality management system. Due observance should be
given here to the Equipment and Product Safety Act and relevant legal regulations.

3.4.3.7.5 Maintenance

In order to meet the requirements applicable to technical facilities, products only
need to contribute to the extent that these facilities are also properly maintained.

According to standard DIN 31051:2012-09 (see Chap. 2), maintenance is
understood as all the measures taken to maintain or restore the nominal condition of
technical systems and facilities in as far as they are not modified. This includes
terms such as routine maintenance, inspection and repair.

3.4.3.7.6 Retrofitting

For complex systems and industrial goods with a long service life (such as com-
mercial aircraft, rail track networks, large-scale chemical plants and power stations),
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efforts are often made to secure an extension of their service life. Depending on the
extent of the necessary retrofitting, subordinate measures undertaken during the
various phases of the life cycle may need to be repeated so that the same operational
and service condition is secured with a return to service as was present before
retrofitting.

In certain areas, the law requires retrofitting in accordance with the state of the
art or the state of scientific and technical knowledge.

3.4.3.8 Quality Management in Safety Engineering

3.4.3.8.1 Role and Benefits of Quality Management Systems

The systematic evaluation and realization of technical requirements is the basis of
every quality management system such as, for example, according to
DIN EN ISO 9000 “Quality management systems”. These requirements apply to
all phases. Since they are already included in the planning process, this situation
represents a decisive step for quality management as the costs arising from mistakes
increase with every subsequent step.

A quality requirement which can be fulfilled involves well thought-out quality
planning consisting of the following main elements:

• planning for the identification, classification and prioritizing of the quality
characteristics of the product, specification of objectives and quality
requirements,

• planning management and implementation activities, such as preparing the
application of the quality management system with flow charts and time
schedules,

• preparation of quality management plans with utilization of the
non-conformities management system and

• establishment of a process for continuous quality improvement (e.g. “lessons
learned”).

Provided the quality management system is applied consistently, achievement of
the required product quality may be expected. This expectation must be able to
assume a high degree of reliability in the system used. The successful conformity of
the product with the requirements and the relevant documents is an outward indi-
cation of this expectation.

For laboratories, for example, which determine the characteristic data of mate-
rials, there is an auditable management system in the form of the Good Laboratory
Practice (GLP) standards of the Organization for Economic Cooperation and
Development (OECD). A directive has made this mandatory for the members of
the EU.
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3.4.3.8.2 Quality Management System and Qualified Personnel

At predefined intervals, the product supplier must audit the quality management
system. These intervals should be chosen in such a way that suitability and effec-
tiveness can be ensured in complying with both requirements and the established
quality policy and its objectives. For the purpose of traceability, the corresponding
records must be kept and archived to a sufficient extent.

The manufacturer must set up, implement and maintain a quality management
system—usually according to DIN EN ISO 9000 “Quality management sys-
tems”—appropriate to his field of activity and including the type, scope and scale of
production. The manufacturer must define and document his/her quality manage-
ment policy, objectives and commitments.

The quality management must further engage in producing reference materials.
These must comply with the definitions given in ISO Guide 30 “Reference mate-
rials—selected terms and definitions” and the characteristic values evaluated by
using approved statistical methods. The quality management system must also
commit itself to complying with the provisions of ISO Guide 31 “Reference
materials” with regard to material certificates and the provision of the corre-
sponding information to users. Furthermore, quality management must also specify
the intended use of the supplied material and commit the manufacturer’s organi-
zation to ensuring that customers are fully informed.

The obligations of the manufacturer in detail:

• The manufacturer must have at his/her disposal managerial staff supported by
technical staff who, in turn, must have the powers and resources to perform their
duties. The technical staff must also identify deviations from either the quality
management system or the procedures for preparing the reference material and
be able to initiate processes to prevent or minimize such deviations.

• The manufacturer must have arrangements in place which ensure that his/her
management and personnel are free from any commercial, financial or other
internal or external pressures which could adversely affect the quality of their
work.

• The manufacturer must have regulations and procedures in place to ensure that
confidential information and the ownership rights of customers are protected.

• The manufacturer must have regulations and procedures in place which prevent
any involvement in activities that lower confidence in his/her competence,
impartiality, judgment or operational integrity.

• With the aid of organizational charts, the manufacturer must define his/her
organization and management structure, his/her position within a supporting
organization and the relationships between management, technical processes,
support services, collaborative partners and the quality management system.

• The manufacturer must describe the responsibilities, powers and mutual rela-
tionships of all of the personnel who manage, carry out or check the work which
influences the quality of the production of the reference materials.
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• The manufacturer must have a technical management team which has overall
responsibility for technical operations and providing the necessary resources to
ensure the required quality of production processes.

• The manufacturer must have an archiving system for traceable documentation

– for control of documents (specified requirements, release and change
management),

– for control of records (verification Nachweisführung, inspection reports),
– for internal audits (scheduled, ad hoc),
– for control of non-conforming products (non-conformities management

system),
– concerning corrective measures and
– concerning preventive measures.

The competences and responsibilities for all verifications, especially for the
enforcement of measures in the event of unsatisfactory inspection results, should be
regulated clearly and unambiguously. If a large number of contractors and sub-
contractors are involved in a construction project and incorrect decisions could have
serious consequences, it makes sense to prepare an inspection plan for integrated
verification. All of these individual measures must also pursue the common goal of
an integrated safety management system.

The operator must, as a minimum, comply with the manufacturer’s conditions of
use with safety requirements having absolute priority here. To this end, he/she must
set up, implement and maintain a suitable quality management system appropriate
to his/her field of activity and including the type, scope and scale of the business.
Manufacturer and operator must define objectives and obligations and, where
appropriate, document them. Quality can thus ensure and maintain

• all aspects of production,
• material properties (e.g. strength, homogeneity and other characteristics),
• characterization (e.g. equipment calibration and the validation of measurement

methods),
• assignment of attribute values (e.g. the use of suitable statistical methods) and
• procedures for material handling, storage and transportation.

The operator must have sufficient personnel who have both the necessary education
and training and the technical knowledge and experience for their assigned tasks.
The operator must ensure that operating personnel are, in cases of doubt, given
additional training to ensure competent performance of measurements, operation of
equipment and other activities affecting quality. If possible, the achievement of
competence should be assessed by training courses on the basis of objective
standards.

If management systems are required, they must comply with the requirements.
The quality management system may integrate other systems such as safety or
safety management systems.
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3.5 Social Considerations

3.5.1 Prevention of Safety-Critical Failures

3.5.1.1 National and International Developments

On the national level, target values for public technical safety are laid down in
regulations ranging from the Basic (Constitutional) Law, laws and ordinances to
standards and codes of conduct. Its society-dependent form on the international
level implies differences in its structures in the various states and regions.
Increasing interaction in economic areas crossing state and regional boundaries
makes it necessary to adjust and open up regulations which previously have been
predominantly national. The scale of the measures to be taken extends from the
mutual recognition of structures which have further differences regionally to
globally uniform, harmonized structures and regulations for hazard control in
specific sectors. In both form and content, verifications in inspection and safety
engineering are undergoing a radical change whose implications need to be
assessed.

The transfer of national powers to supranational institutions is bound up with a
change in national practices in matured and often well-proven traditions, even in
technology and business. These changes should be reviewed with regard to negative
effects on safety and countermeasures to be taken if necessary.

The conclusion to be drawn from this is that not only the established German
system but also other systems should be comparatively analysed and evaluated in
the European and, ultimately, global requirements for a further development of
public-technical safety. The legal background, state of the art and needs of the
economy must be taken into account when determining a suitable system for
ensuring public-technical safety. This future-looking problem analysis must also
include the activities of independent third parties against a background of the full
span ranging from organizations authorized to conduct testing on behalf of the state
to service providers acting in the market (problem area: the state’s guarantee and
implementation responsibilities).

The technical risk should first be examined and analysed to develop approaches
for solutions which can be agreed on for systems that are incontestably safe.
Whatever the case, engineering must take the forefront in any discussion about
consensual solutions and the forms taken by organizations in the safety landscape.

3.5.1.2 Safety and Legislature

Ensuring technical safety should not be regarded in its importance as anything other
than the responsibility for internal and external safety. One of the core tasks of the
state is to establish a suitable general framework for this. The state and the public
are called on to answer the question as to which risk is acceptable and which not
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(where risk means opportunity). The state does this through the appropriate legis-
lation, such as the Atomic Energy Act, Chemicals Act, Carriage of Dangerous
Goods Act and Explosives Act. Ordinances express the necessary precautions in a
concrete form, and this regulatory system is completed by the standards and rules to
which reference is made.

Direct governmental activities within the regulatory system are being supplanted
by market surveillance procedures which are being increasingly applied. In this
case, a risk-dependent balance of role apportionment between the state and the
private sector must be found in the future.

3.5.1.3 Safety and Deregulation

In fields of relevance to safety, the state should not limit itself to issuing regulations
and punitive sanctions. It should, rather, concern itself with actively specifying
standards and structures to the extent required and simultaneously ensuring they are
implemented and complied with. The political will is for tasks previously per-
formed by the state to be increasingly passed over into the hands of private bodies
or the business sector. Maintaining the required balance calls for an appropriate
orientation of state tasks within the changing testing and approval systems.

Structures in the field of safety engineering must be balanced between the state
and business just as the balance is to be maintained between precautions, prevention
(hazard prevention) and repression (punishment for damaging events). This grading
of the necessary requirements profile by the potential for endangerment or damage
does not relate solely to technical requirements but also to measures in the fields of
approval and surveillance. The inclusion of all interested groups (manufacturers and
operators as well as the state and independent third parties) and their active par-
ticipation must be organized systematically. This means that the state must play its
part in a level-headed manner in the duties of approval and supervision. It must also
act within the overall context of the mechanisms which ensure that the maximum
still acceptable risks is not exceeded.

3.5.1.4 Safety and the Economy

The establishment of standards and rules which are as uniform as possible and
assigned to major economic fields is of great importance to the economy. In efforts
to find a balanced compromise for the different aims of the groups involved,
adjustments may need to be made which no longer adequately reflect the original
national implementation of standards and regulations. The regulations must be
formulated all the more carefully if public-technical safety within the overall system
is not to suffer any impairments.

Organizational aspects (behavioural requirements in operation and detailed
activity-related rules) are more strongly emphasized in the Anglo-American eco-
nomic sector than in Germany, where more stress is laid on product-related safety
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(quality requirements concerning construction and fittings). A weighted balancing
of these aspects in comprehensive systems could bring benefits, and simply
adopting more organization and fewer constructional requirements would be dis-
advantageous. Whatever the case, in the future the desired level of public-technical
safety will need to be verified by looking at the interfaces of quality and behaviour
requirements. This is all the more so since, as part of the Europeanization of safety
legislation, the requirements applicable to technical products are increasingly being
laid down on the European level, this being done with the aim of ensuring the free
movement of goods.

3.5.1.5 Safety and Assignment of Competences

Not only is a well-balanced inclusion of manufacturer and operator interests nec-
essary but also the participation of specialized agencies and independent experts.
Attention must be paid to the risks of damage occurring and its effects and also to
differences in the structures for products on the one hand and technical facilities on
the other. Codes of conduct are thus very visibly gaining great importance in the
European area and in the American interpretation. This is happening against a
background in which standards relating to components and products can represent
compromises within which existing German objectives cannot be entirely
accommodated.

Since the stringent enforcement of the Basic Law’s precautionary imperative is
no longer implemented by state institutions or institutions acting directly on behalf
of the state, another necessity arises: for the sake of neutrality and objectivity as
well as continuity and its consequences (legal uniformity, legal certainty), the state
must entrust independent bodies with the tasks of coordinating and ensuring the
sharing of experiences among private bodies.

3.5.1.6 Safety as a Paramount Quality Characteristic

The quality management measures practised today in some areas of application are
not sufficient by themselves to enable timely discovery and correction of
safety-critical quality defects and potential causes of failure. Notwithstanding this,
many people do not seem sufficiently aware of the fact that a system cannot be
classed as safe unless there is certainty that the safety-related quality characteristics
actually correspond to their required form. In this case, the necessary awareness
must be created among engineers and scientists: quality management is the
approach which adequately describes technical safety attributes and, thus, first
provides those responsible with the possibility of making the necessary interven-
tions, corrections and improvements.
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3.5.1.7 Quality Management as a Concept for Safety Management

As with any other quality characteristic, safety must be planned, monitored and
verified. In this regard, however, it is possible to fall back on the tried and tested—
that is, the DIN EN ISO 9000 standard “Quality management systems”. In the
demands this standard makes regarding quality management, a description is given
of the requirements for a reliable safety system on which a potentially successful
quality management system depends or, in connection with technical safety, a
reliable safety management system. A corporate management system certified in
accordance with the requirements of this standard is deemed to have quality
capability, and a safety management system geared to the requirements of this
standard may thus be regarded as having safety capability. DIN EN ISO 9000 was
introduced in the European airlines sector. The question is to what extent this
standard has also been introduced and practised in other fields of application with a
connection to public safety.

In the field of civil engineering, this system has been anchored in a similar way
in the building codes of the German federal states and must be applied to all
building products with a major safety aspect (see Model Building Codes,
Articles 20 ff. and the inspection, surveillance and certification regulations of the
German federal states). Safety or quality management systems are mandatory in
other fields of engineering for technical facilities coming under the Hazardous
Incident Ordinance, production of hazardous goods packaging. In this case, how-
ever, the choice of a quality management system is left to the individual in charge,
provided the system is effective.

Safety methodology and engineering are implemented for complex systems with
safety management. It must be possible within this context to direct to a central
contact point not only unanswered questions regarding all organizational,
methodological and safety-related problems but also suggestions for improvements
to specified stipulations.

3.5.1.8 Configuration Control and Change Procedures

A general specification for “safety” must, like any other specification, be subject to
a formal approval and change procedure. This must be on the basis of a proper
configuration control system, whose principles and processes can be specified in a
guideline on configuration control.

3.5.1.9 The Individual as a Criterion for Safety Management

Technically complex systems are usually included among human–machine systems
in which the personnel employed are entrusted with crucial operational functions.
These functions also include safety-related ones. In human–machine systems of this
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kind, particular attention should be paid to the involvement of the personnel in
operations.

In this matter too, the requisite awareness must be created among engineers and
scientists. Personnel who

• know about the practical side of safety,
• have unlimited access to the necessary safety-related facilities,
• are kept constantly and comprehensively informed about the current operating

status and safety environment and
• are always being re-evaluated with regard to their “operational function”

should not become weak links in the chain of operational and safety functions.
With his/her natural abilities and shortcomings, the individual is an essential

factor in safety management in the context of human–machine systems.

3.5.2 Communication with the Public About Technical
Safety

The scientific world strives to provide enlightenment about difficult topics, espe-
cially those which could even produce fear in the general public. This is true of
medicine, the environment, urban planning, the labour market, tax policy, energy
supply and the safety of technical facilities. The representatives of science tackling
these issues often slip unintendedly into a role in which they are supposed to
legitimize various vested interests and lobbies. The ideal of scientific consistency,
the consensus of science, is lost as a result of the conflict among scientists thus
created, and this comes to be seen by the public as scientific helplessness. This
conflict arises in most cases from the complexity of many current unresolved
problems. “Proof” is then necessarily hypothetical in nature. Different conclusions
can be drawn depending on the selected hypotheses and the boundary conditions in
place.

The ambiguity and opaqueness of the terminology used means that the public
becomes more unsettled than enlightened. Let us take the term “safety” as an
example here. The competent scientist would have to correctly point out that there
has never been 100% safety anywhere. Figures cited for the probability of occur-
rence of 10−7 (1 in 10 million) evoke only a blank response in the layperson. The
term “frequency”, by which of course “rarity” is meant here, has a different
meaning for the specialist engineer than it does for the general public. For the
public, there is a qualitatively quite different content of associations: danger, the
catastrophic potential of the damaging event, the presumed horrific nature of the
damage, personal impacts, effects on one’s own children, being helplessly exposed
and lack of controllability. In this respect, the two levels of discourse remain
dissociated. Since science has the obligation of risk communication in an
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understandable way, it must recognize and take into account at least five important
psychological factors of risk perception:

(a) Voluntariness
Hazards to which one exposes oneself voluntarily tend to be underestimated.
This applies to smoking as well as driving a car.

(b) Controllability
Hazards which seem to be controllable by one’s own skills tend to be under-
estimated. One example is the work of the roofer.

(c) Disaster potential
Hazards with a high potential for disaster tend to be overestimated, such as the
possibility of many fatalities in a plane crash.

(d) Concern
Hazards which affect oneself tend to be overestimated, such as the possible side
effects of taking medicaments.

(e) Awareness and familiarity
Hazards of which one is aware tend to be underestimated. Smoking may serve
as an example here.

Risk communication requires constructive handling as well as factually based
argumentation in the assessment of risks. Playing down risks, glossing over sus-
ceptible disturbances, covering up accidents or acting contrary to one’s own
statements are examples of risk communication which destroys the confidence of its
audience. Similarly negative in effect is a delayed response to public allegations
instead of proactive information or the publication of misleading information.

Risk communication must therefore seek new paths. Appropriate strategies of
risk communication include:

• Certain forms of representing low probabilities: the significance and realization
of probabilities in the form of numbers, including boundary conditions, must be
explained in each case.

• Risk comparisons such as, for example, comparing the risks inherent in a waste
incineration plant and the risk of a railway accident: only when dimensions such
as controllability, voluntariness or disaster potential can actually be compared
can risk comparisons have a chance of being understood.

• Risk compensation: in this case, expected risks and expected benefits are
compared with each other (construction of a chemical plant and its impact on the
local labour market).

• Confidence and credibility only develop when there is an intelligible and
consistent preparation of information, a respectful treatment of those whom risk
communication addresses and an information policy in which nothing is
withheld.

Since risk communication is becoming increasingly important in our society, risk
concepts as a whole must be presented which are not entirely oriented towards
limiting the probabilities of accidents and incidents occurring. Expressed in
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conventional engineering terminology, they are basically very hard for the
layperson to understand. It is much more a matter of emphasizing the reduction in
the extent of damage and taking into account both the psychological insights into
risk perception and the conditions of successful communication.

Communication between interest groups with opposing objectives is futile
without an arbitrating body when openness to compromise within these groups is
interpreted as weakness in asserting one´s own interests. It is therefore no longer a
balancing process between risks and opportunities for the community—however
that is defined—when the welfare of the individual is “the measure of all things”.
Representatives of interest groups have, nevertheless, a clear mandate. When they
appear under the banner of their group, their role in public discourse will generally
be recognized.

The position of the administration is more difficult to define. According to the
general understanding, the administration is assigned the role of mediator between
the accepted state of scientific and technical knowledge and the need of the public
for safety. In practice, however, policy institutes are sometimes in a relationship of
dependency on a higher-level political entity (which may be only a “perceived”
one). In such a case, it is not necessarily their task to pledge themselves to scientific
objectivity alone. They are in some measure biased, and their task is the almost
unswerving pursuit of specific objectives (public safety, health and environmental
protection). The drive to success to which they are or believe they are committed
results, in the most unfavourable case, in a clash of opposing maximum require-
ments which will be decided on the expediency principle in a detached political
arena. The essentially desirable balance of interests, which, on an interdisciplinary
expert level, should result in a fact-based report for political options, will be missing
in such a case.

We should therefore welcome the trend towards solving this problem of repre-
sentative democracy wherever it is possible. The first thing to do is to inform the
public in advance of a safety-related decision by giving it the facts about oppor-
tunities and risks. The public must be put into a position where it recognizes the
consequences of the options in all their aspects so that any interested party can
make a decision in the light of his/her personal background. In this matter, the idea
should be discarded that a collectable debt of the individual is concerned and that
there is always the possibility of involvement. The “silent majority” is to be ani-
mated by an offer which cannot be overlooked of taking an active part in the
consensus of the informed.

This option does, in principle, exist. The public media could take on the role of
an educational institution and be the forum for risk communication if they were not
already also generally following the trend in journalism that only “bad” news is
“good” news. Today’s partly trivialized talk shows could be replaced by a readily
graspable transfer of knowledge within a discourse whose participants were com-
mitted to the culture of dialogue (if necessary, using generally accessible techniques
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of information and communication). If there were success in establishing as a
routine this form of debate about the consequences of scientific and technological
innovation, there would be increased pressure on the experts to make their specialist
knowledge available to the public and be measured by the response of the audience.

Risk communication within a discourse regarded as democratic in nature is an
arduous undertaking and, in addition, one with an uncertain outcome. Nevertheless,
this is the only serious way of problem-solving.

3.6 Recommendations

Although a different impression may currently prevail among the general public, we
engineers notice again and again that the development of technical safety has
always kept in step with the overall development of engineering. It should, how-
ever, also be noted that interdisciplinary cooperation, with which increasing spe-
cialization in engineering is countered, is found in safety engineering only in a
rudimentary form. In general engineering, generalistic approaches and systems
engineering management procedures have long proven themselves and, with their
help, specializations based on the division of labour can be brought together again
in an interdisciplinary approach. On the other hand, safety engineering, safety
legislation and the relevant standards seem to have remained unaffected by this
today. There is an urgent need for action in bringing generalistic approaches and
systems engineering management procedures into safety engineering in the same
way as has been common practice in general engineering for decades. The
safety methodically concept mentioned in this publication may serve as a gen-
eralistic concept for safety engineering and DIN EN ISO 9000 “Quality man-
agement systems” might be used as a suitable systems management procedure.
The VDI can offer the interdisciplinary working platform for both elaborating the
outlines presented here to the extent necessary and keeping them up to date.

The preceding sections have shown how technical safety is planned, generated
and permanently maintained. Descriptions were also given of how different influ-
ences, be they of technical or human origin, affect a production process. The
persons responsible for the product must be aware of the level of safety achieved in
every planning and production step since each successively builds on the previous
step (and therefore progresses). Undetected errors would otherwise be carried
forward. However, it is evident in this matter too that one only sees and attends to
what one knows.

The society which pays for teaching and research and promotes technology has a
right to information. There is, therefore, an obligation on the part of engineers and
scientists to supply information about interrelationships in technical safety. The
relevant areas are addressed below.
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3.6.1 The Research Landscape

The research landscape can be divided into four fields:

• tertiary education institutions (universities, colleges and music and art schools,
predominantly under the legal and financial responsibility of the federal states),

• research (and research funding) organizations (the German Research
Foundation, the Helmholtz Association, the Max Planck Society, the Fraunhofer
Society and the Gottfried Wilhelm Leibnitz Scientific Association),

• research centres in industry, including small- and medium-sized enterprises
(SMEs), and

• research centres and institutes of the federal and state governments.

Research in Germany thus has a high potential, which is evidenced by the share of
gross domestic product taken by research and development. In a press release of
December 2013, the Federal Ministry for Education and Research wrote: “In 2012
expenditure on research and development (R&D) in Germany rose to a record level
of more than 79.5 thousand million euros. The R&D share of the gross domestic
product (GDP) thus reached its highest value of 2.98% for the first time in
Germany. […] Germany is investing in the future to a degree higher than ever
before. Together with business and science we are reaching the 3% target for the
first time. It is now a matter of securing this positive development in the long term.
This cannot succeed unless business and the state together continue to invest
strongly in research and development—in other words, in the future of our coun-
try”. The press release continues: “Germany has significantly strengthened overall
its position as one of the world’s leading innovation hubs, also via the successful
high-tech strategy. Its strong position in international competition is reflected in, for
example, global trading in R&D-intensive goods, scientific publications and
transnational patents”.

While taking account of both the isolated areas of focus in economic research on
products and the small quotas devoted to safety research, it is still, however, nec-
essary to point out the present deficit in research as regards the solution to obvious
problems in the field of safety engineering. The VDI offers with this publication on
technical safety an approach soundly based in professional knowledge and expertise
by which these obvious problems can be properly solved.

If we assume that not only quality but also safety are expected of products from
Germany—almost like a trademark—and that a market expectation is expressed
thereby, research must again devote itself more strongly to questions of safety.

• First of all, an evaluation of safety research can help to clarify whether quality is
at the required level.

• In response to this, a reorientation must begin. The Dechema/GVC research
committee “Safety technology in chemical plants” accordingly complained, for
example, about
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– the lack of public-sector sponsorship for issues in safety engineering,
– the trend which has seen university departments and institutes that used to

have primarily a safety orientation now increasingly turning to other research
fields,

– the restrictions in course content and possibilities linked with the decline in
university research capacity in the field of safety technology,

– the lack of an adequate fund of basic knowledge in the field of safety
engineering on the part of graduates, who then have to acquire this from
in-house or external technical seminars,

– a marked drop in students studying process engineering and technical
chemistry, which in turn also limits the propagation of safety-related
knowledge, and

– the increasingly more limited freedom of action of German industry in
research and development, even in safety engineering, among other things as
a result of global competition which is, in part, becoming more fierce due to
a lack of uniformity in general conditions at the international level.

This is also the case in general and reinforces our recommendation for a reorien-
tation of safety research.

Complexity, economic integration, the necessary depth of detail and the new
fields in the dynamic progress of innovation call for research in Germany to be
integrated into international networks, in particular those of the EU. New organi-
zations are constantly coming into existence here, such as the European Technology
Platforms (ETPs). The “Safety for Sustainable European Industry Growth” platform
alone has several focus groups dealing with topics relating to risk and human
factors engineering.

The international integration of German safety research must be defined and
managed, and the appropriate structures must be designated and set up.

The subject of internationalization is dealt with in more detail in Sect. 3.6.5.

3.6.2 Education and Training Options of the Universities

Courses can be maintained at the required high level only in conjunction with sound
research if industry is to be provided with sufficiently qualified engineers. Safety
technology must therefore equally form an integral part of the curriculum at all
polytechnics, technical colleges and universities and be a subject of training and
further training courses at private institutes.

The training measures necessary for offering a basic course in safety engineering
must be the responsibility of technical colleges and universities within the frame-
work of the engineering curriculum. The content of courses which must be offered
by tertiary education will, above all, include:
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• technological impact assessment and risk analysis,
• risk communication,
• influences of human behaviour on safety (human factors),
• interdisciplinary cooperation competence,
• emergency planning,
• the role of national and international regulatory efforts and
• vocational ethics in engineering activities.

In view of the range and social significance of the courses required here, the
currently observable cutback in qualified teaching capacities and the rededication of
safety-oriented departments to other fields in technical colleges and universities are
not satisfactory. In the interests of ensuring technical safety in the future, the
cultural administrations responsible for the universities are urged to stop rapidly this
decline and reverse it. Private business would have to consider setting up endow-
ment chairs in safety engineering as an immediate measure to counteract the
associated shortage of competent teaching staff.

It is, in particular, up to the private educational institutions in the industrial
sector to make long-term provisions for securing competence in safety engineering
and adapting this competence to new technical and social challenges. It is a wel-
come fact that setting up academies and other training institutions (such as simu-
lator centres for the periodic review and further development of the necessary
competences) has already been promoted for a long time now in some branches of
industry. However, questions relating to safety only play a subordinate role in the
curricula, and this needs to be corrected urgently. Private business is therefore
called on to train and employ personnel with safety-engineering qualifications and
do so on a long-term basis in order to ensure that no shortages in safety competence
arise due to the natural retirement of experienced personnel coupled with a possible
lack of growth in the numbers of younger technical staff. This presupposes that a
future-looking management of knowledge and information is effected via a thor-
ough documentation of technical decisions and the corresponding measures for the
further dissemination of accumulated knowledge (in this connection, see Sect. 0).

3.6.3 Thematic Focuses

3.6.3.1 The Public

Acceptance of technology by the general public depends largely on how the ben-
efits for the individual and society are made clear and a preferably comprehensive
understanding of the conditions and limits of safe technological development is
achieved for the people affected by technical factors. In the sense of a debt to be
discharged, all experts and institutions (scientists, research institutions, engineers,
the courts, industry and the public sphere) are under an obligation to implement
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comprehensible information and communication strategies in order to inform the
public of the demands and possibilities of safe technology.

Multipliers and opinion leaders have a special value in conveying factual
information to the public: media representatives, senior members of political par-
ties, teaching staff in schools, universities and other private and public-sector
educational institutions and representatives of engineering and industrial
associations.

To make it possible to transfer appropriate information from the “producers” of
technology to the “end users”, consideration should be given to setting up networks
for technical safety with topic-specific contact desks (“nodes”). These nodes should
be staffed by not only media professionals but also qualified experts in their par-
ticular fields in order to meet the needs of an interested general public for infor-
mation or handle referrals to the appropriate technically competent bodies.

3.6.3.2 Technology Council

Safety technology must be treated holistically and considerably more systemati-
cally. The boundaries of technical fields must be overcome, just as the fields of
responsibility of organizational units must be open in the event of questions of
safety. Today, the structure of safety engineering historically developed on the basis
of application-oriented specialist and technical areas is leading to the emergence of
countless committees. In the case of interdisciplinary technology projects, their
field-specific regulations are bringing about a multitude of interfacing problems.

As a vision, a “safety engineering” code would be an ideal solution for
increasing the efficiency of activities in engineering and, in this case, for all of the
business sector, including the “safety” evaluation of the corresponding elements of
engineering activities. The target—the long-term creation of a “safety engineering”
code—could be a primary task of a Technology Council, which would be created
analogously to the Science Council.

This Technology Council would advise the federal government and federal state
governments. One main focus would be the development of universities, science
and research. It would make recommendations and statements in two core areas:
scientific institutions and questions spanning the scientific system. A Technology
Council should, of course, inform and advise not only the federal government and,
where applicable, the federal state governments but also trade, industry and social
groups about questions relating to dealing with engineering and technology.

As one of its fields of operation, the Technology Council could take over
responsibility for the “safety engineering” code mentioned above and, with the
appropriate structures, guide and support it. Another field of operation could then be
safety engineering, which would have an optimal overall view of all elements of
technology and engineering with this section of the Technology Council. Other
fields, such as ethics and science, are conceivable and should be defined and set up
in consultation with private business. Both the potential for innovation in engi-
neering and the transformation of research findings into marketable products in the
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technical area certainly belong to this area of additional fields of operation
((Lenhart: Aussage muss noch geprüft werden.)).

The entities responsible for the Technology Council would be both the state,
represented by the federal and federal state governments, which would look after
the interests of their citizens, and private business and other non-governmental
bodies such as trade unions and environmental organizations.

Since it is not a simple matter with more complex systems to describe and easily
control technical safety concepts and human–machine interfaces, the documenta-
tion and communication of technical and organizational sub-concepts have become
an important component of the holistic safety concept. The field of information or
knowledge management provides useful tools for documentation and communi-
cation. The term “information management” was introduced in the mid-1980s in the
USA in connection with the idea of the paperless office. Nowadays, “knowledge
management” is a synonym although, strictly speaking, the knowledge which is in
the minds of people cannot be managed. What is referred to as “knowledge man-
agement” is, in the final analysis, information management and is used for creating
the general conditions for knowledge work. For historical reasons, the term
“knowledge management” has, however, prevailed. The discipline of information
or knowledge management has its roots in information technology with a focus on
documentation and the electronic exchange of information. Information manage-
ment instruments have been heavily supplemented by contributions from not only
economics and the social sciences but also cybernetics, behavioural and commu-
nication psychology. It is probably not coincidental that safety and hazard pre-
vention management have been introduced parallel to information and knowledge
management in the last 30 years. This means that information management tools
can gradually be used for safety management too. Highly sensitive safety systems,
such as in commercial aviation or nuclear and chemical plants, could not be kept at
the high level of safety required in an industrial society without perfect manage-
ment. In the field of technical safety, information management instruments must be
used more intensively in those technical and economic sectors in which, due to their
structure (e.g. small and medium-sized enterprises), variety and individuality in
safety issues (e.g. in process plants), modern information management tools are
only being partially used. A new special focus must be placed on “technical safety”
for the future-oriented project in the Industry 4.0 high-tech strategy of the German
federal government.

The objective of information management is sometimes strikingly expressed by
the slogan “the right information at the right time in the right place”. Ultimately,
only the aspect of efficiency is missing here since the outlay on information
management must be commensurate with the security-related question. This is so
on account of not only the risks and their various facets but also the economic
constraints within which a company, testing organization or public authority must
operate.

Various questions can be derived from this slogan relating to the specific
challenges to information management:
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• For the task in question, have all safety-relevant aspects been taken into
account? Nowadays, it is not difficult to gather all of the necessary information
from libraries or the Internet.

Nevertheless, more questions arise:

• How can information relevant to the specific task be filtered out and condensed
task-specifically?

• Have all data, even those relating to peripheral fields, been collected?

In the search for safety solutions, increasing specialization of technical disciplines
makes it necessary to look more and more frequently at neighbouring disciplines—
ultimately, the age-old question remains:

• Are the data and information collected correctly?

Technical experts have always been, and will remain in the future, the key to
success in solving questions of this kind. Although there is broad consensus that
suitable IT platforms, such as the intranet and Internet or databases and research
systems, are necessary requirements here—as pen and paper and printed matter
once were—the success of information management does, nevertheless, depends on
whether and how the individual is placed at the centre. If this realization is pursued,
current work in the field of information and knowledge management can be
focussed so that there is support for interactions between the individuals involved. It
no longer matters in this regards to what extent the people who belong to open
expert networks or closed “communities” are experts or stakeholder groups, or
whether they are communicating within a company or public authority or between
different institutions or stakeholder groups. In this matter, there are both national
networks and European and international networks. For example, the EU encour-
ages the creation of European networks especially with the aim of not only
strengthening the economy but also securing the level of safety which is expected
by society. However, networks focussed predominantly on safety-related aspects
are struggling since the funds for supporting networks mainly flow into projects
which promise immediate economic success. Therefore, we appeal to the competent
bodies, companies, politics and administrations to take into account the special
importance of technical safety in an increasingly complex society and provide the
necessary funds to enable the right safety-related information to be in the right place
at the right time.

3.6.4 Emergency Planning

Emergency planning for large-scale damaging events must also be organized on a
more international basis. In the case of only Germany, numerous products and
systems, despite their inherent safety having been adequately demonstrated and
documented, do nevertheless reveal additional risks during their utilization phase.
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Hazard sources of this kind can significantly overstep the product’s or system’s own
boundaries and endanger a broader area of the environment which is not causally
linked to the product or its operation. In such cases, the safety philosophy behind
product management must also include emergency planning for the potentially
affected environment. In addition to bodies within companies and associations, this
usually involves not only bodies in the government executive (such as district
authorities, county council chairpersons and mayors) but also agencies directly
responsible for disaster protection (such as the fire brigade and the technical relief
agency). The entire network needs to be defined more clearly in its structure and
responsibilities, and the interface with the planners and operators of products,
systems and technical facilities needs to be more institutionalized.

Not only are cross-border effects possible—they are increasingly to be expected.
The clearer structuring of the network recommended for Germany must analo-
gously be transferred into a recommendation for the international structuring of
relief organizations. Some good approaches to this are already in place in Germany,
Poland and the Czech Republic and need to be strengthened from the institutional
point of view and expanded.

3.6.5 Internationalization

Globalization of the markets also calls for the internationalization of safety engi-
neering among product and system manufacturers. Goods and their production must
increasingly conform to safety principles which ensure their free circulation and
safe utilization in all recipient countries. Market forces are not strong enough on
their own to adequately secure the necessary safety attributes of products and
systems as they are often opposed by economic aspects. Therefore, a safety
structure is required which will establish the minimum standard of technical safety
in the market and also avail itself of state supervision and effective sanctions.

Cross-border agreements at governmental level are indispensable for this.

96 3 Interdisciplinary Approach



Chapter 4
Interdisciplinary Safety Guideline

4.1 Understanding of the Term Safety

4.1.1 Safety as a Legal Term

After incidents and accidents, the call is heard over and over again for “more
safety”. In the wake of such events, politics and the media often point out that
people were endangered, injured or even killed and objects of legal protection
threatened or otherwise affected. The call for better rules often gets loud but without
an analysis being done first to see whether existing rules have been inadequately
implemented. Aside from the general mood of alarm, the next step is generally a
scheduled review of the rules and enforcement provisions with the corresponding
options for action, including optimization of legal orders. In the German-speaking
world, the legal term “Sicherheit” covers the two terms of “safety” and “security” as
used and differentiated in the English-speaking world. The English term “security”
principally stands for protection against (unauthorized) access (or entry), while the
term “safety” is, on the other hand, understood as “technical safety” in the sense of
“freedom from unacceptable risks” (as an example, see DIN EN 61508-4:2010
“Functional safety of safety-related electrical/electronic/programmable electronic
systems”—Part 4: Terms and abbreviations, Sect. 3.1.8). The German term
“Sicherheit” covers diverse issues, such as “internal and external security”, “social
security”, “collateral”, “public security” or even “law and order”. This VDI pub-
lication dealing with technical safety does not include the idea of security which is
inherent in the German term but, as far as technical products are concerned, refers
only to “safety”. It should, however, be noted that security problems—the security
of information—do lead to safety problems, and this, therefore, has to be taken into
account as well.

As already mentioned, the German legal system provides “indeterminate legal
concepts”, so-called general clauses, for legal norms (laws and statutory orders) and
the drafting of contractual documents. In many fields of technology, it is sufficient
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to refer to the relevant applicable design product development, design and pro-
duction in order to be sure that no unacceptable risks will arise during utilization
and operation of the product in question.

However, not all fields of technology are covered by normative codes of practice
with whose aid the safety of technical products can be comprehensively determined.
Each field today has its own code of practice for technical safety. Irrespective of
whether civil engineering, transportation, chemical engineering, power engineering,
aeronautical engineering, plant engineering, mechanical engineering, electrical
engineering and so on, application-specific safety concepts determine the concep-
tual design, definition, development and engineering, production and integration of
the technical equipment in question. Detailed constructional regulations, operating
instructions and regulations and maintenance instructions are drawn up for its
operation and conditions formulated for retrofitting. Even the monitoring of oper-
ations by the owner and supervisory bodies is regulated in an application-specific
field. However, this is far from being the case everywhere: there are also analytical
methods relating to failure such as, for example, in the field of aerospace engi-
neering. As yet, there is no safety concept which covers all areas of application, in
other words, with interdisciplinary validity.

This has a particularly obstructive effect for innovative technologies since the
state of the art and state of scientific and technical knowledge in this case are
supposedly to be extended beyond their current boundaries. The guideline pre-
sented here lays the foundation for an orderly approach by means of its
cross-application validity and the particular attention paid to innovative projects. In
this matter, it is necessary to regard safety as no longer being solely a legal term.
“Technical safety” is one of the outstanding features of a technical product. The
generation of technical safety is a particularly demanding task for primarily engi-
neers and often scientists too. More than any other technical discipline, the gen-
eration and verification of technical safety also call for the special care and attention
of industrial management and the administration in general.

4.1.2 The Term “Technical Safety”

Technical products are characterized by properties which manifest themselves as
quality and functional attributes that are individually manageable from the engi-
neering point of view (such as dimensions, colour, performance parameters,
switching times and displays). Attributes of special importance on account of
ethical, legal or contractual requirements are referred to as “quality characteristics”.
Every quality characteristic relevant to technical safety needs not only the special
care and attention of technical management throughout the entire design and
manufacturing process but also to a greater degree, verification from state super-
visory institutions (as a “competent lawyer” in the generally uninformed public) so
that the product in question is free of unacceptable risks and will remain so.
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4.1.3 Technical Safety as a Requirement for Product Design
and Implementation

At the suggestion of its Scientific Advisory Council, the VDI set up the VDI
“Technical Safety” Committee with an interdisciplinary membership. The VDI
entrusted the committee with the task of identifying the hidden commonalities of
the safety concepts in individual fields of application—such as civil engineering,
transportation systems, chemical engineering, energy technology, aviation, plant
construction, mechanical engineering or electrical engineering—and putting toge-
ther a safety concept valid across all applications which can be used on an inter-
disciplinary basis. This task was first presented to the public in the VDI
memorandum “Technical Safety”, an Attribute of Quality (Düsseldorf, June 2010,
ISBN 987-3-931384-68-5). The safety concept is now presented in its entirety (with
the present VDI publication Technical Safety). A product is deemed to be “tech-
nically safe” when the safety-relevant measures mentioned below are verifiably
implemented during the design and realization of a product or any other technical
facility.

The requirement for a product to have “freedom from unacceptable risks” is
fulfilled when the safety-relevant quality characteristics of the product comply with
this requirement. The design and implementation of the product are thus to be
oriented specifically to these quality characteristics—as also to every other quality
characteristic. The safety-relevant quality characteristics of a product include its
emission behaviour, passive quality characteristics and active functional
characteristics. The procedures necessary in each case do, however, differ and
should be methodologically aligned to the function structure (function tree) with
main functions, subordinate sub-functions and the corresponding function elements.
In this matter, the following aspects must be taken into consideration.

4.1.3.1 Emission Behaviour

The material, chemical and physical emissions for a technical product must be
demonstrably kept within the limits specified by law or in the individual contract by
means of a technical design appropriate to the operating state in question. A clear
distinction should be drawn here between “unwanted side effects” and “necessary
utility functions”:

• “Unwanted side effects” include, for example, leaks (such as gas and
nanoparticles), losses in efficiency in energy conversion, function-related noise
emissions and residual radiation. They can be limited by means of seals,
energy-related or acoustic insulation measures, radiation protection or similar
protective measures. The nature and scope of the protection measures which
may be necessary can basically be determined on the basis of “generally
accepted sound engineering practice”. In certain special fields, such as
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immission control and radiation protection, specification of what protection is
necessary may, where applicable, be made by direct reference to the “state of
safety technology” and “state of scientific and technical knowledge”.

• “Necessary utility functions” include, for example, “transmission radiation”—in
other words, electromagnetic data transmission waves for terrestrial or
satellite-based radio and television technology, telephony, ground-based or
airborne radar technology, satellite communications and navigation (GPS,
Galileo). There are not only low-risk and risk-free but also risky or hazardous
propagation areas for these utility functions. This distinction between risk-free
and risky or hazardous propagation areas is drawn in the relevant legal regu-
lations on the basis of “generally accepted sound engineering practice”, the
“state of the art” or “state of scientific and technical knowledge”. Clear safety
provisions are defined here for risky or hazardous propagation areas which must
be strictly observed in practical operational application. These provisions may
be supplemented by a general minimization requirement for utilisation as e.g.
applied in the Radiation Protection Ordinance.

4.1.3.2 Passive Quality Characteristics

Passive quality characteristics are characterized by the fact that they do not change
over time and neither “deplete” nor are subject to any physically or chemically
verifiable “ageing”. With a proper constructive design, they can be relied on per-
manently. Passive quality characteristics are deemed to be “captive”.

• If these characteristics are captive on account of their natural origin—for
example, as a result of the effects of gravity, decay of radioactive substances,
magnetic field of the earth or speed of light—the corresponding characteristics
of a product are deemed to be naturally captive. On the basis of the principle of
operation, this natural captivity is present permanently. It should nevertheless
be noted that the product (technical product) with which natural influences
interact is still subject to a process of degradation or ageing. Regular compliance
checks are therefore indispensable.

• If these characteristics are captive on account of the technical design, the
corresponding characteristics of a product are deemed to be technically captive.
Examples include holding and support functions, standardized shrink fittings,
secure fasteners, forced guides, permanent magnets and guided, unbreakable
compression springs as well as adequate creep and flashover distances from
high-voltage equipment. On the basis of the principle of operation, this captivity
can be permanent (taking a process of degradation or ageing into consider-
ation) or even temporary (taking a process of functional depletion into con-
sideration). Regular compliance checks and maintenance inspections are
therefore essential.
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• Permanently or temporarily, captive quality characteristics of a product or
technical product which are relevant to safety can be grouped under the term
“inherent safety”. Regular compliance checks and maintenance inspections are
relevant to safety, normally require state supervision (state supervisory agencies
such as the Rail Ministry or Air Ministry) and, for this reason alone, require
traceable documentation and archiving.
Products or technical facilities to which safety-related design regulations must
apply are not deemed to be “inherently safe” unless their “inherent safety” has
also been demonstrated and approved.

4.1.3.3 Active Functional Characteristics

Any “active functional characteristic” can fail. They are deemed to be losable since
it should be assumed that their function or function elements can, in principle, fail at
any time. This is stochastic failure, which can in turn be handled with method-
ologically appropriate procedures.

4.1.3.3.1 Safety Precautions Against Function Failure

The quasi-classic precautionary measures taken against stochastic failure are the use
of safety devices (redundant elements or even diversitarily redundant elements),
operational safety measures (load-dependent precautionary replacement of ele-
ments) or utilization restrictions laid down in operating regulations. Two safety
concepts are applicable in this context:

• Fail-safe:
When an active functional characteristic fails, the technical product must be put
immediately into a “safe state” (fail-safe) as defined during the course of the
planning process (e.g., an automatic train stop). The result of such a safety
measure is termination of the current operating function (possibly temporarily).

• Fail-operational:
In the event of an active functional characteristic failing, the technical product is
put into a state of “safe functional behaviour” (fail-operational) as defined
during the course of the planning process. With this type of safety measure, the
current operating function continues but normally only in a limited form (e.g.,
an emergency landing at the nearest airport).

4.1.3.3.2 Controllability of the Probability of Failure

For the purpose of safety precautions, it is vital in subsequent operation (in uti-
lization) to make not only the probability of failure controllable but also the extent
of potential damage—in other words, to keep it within acceptable limits.
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This safety-related approach of reliability engineering has proven itself over six
decades or so in both aviation and space travel and has made a major contribution to
the outstandingly high level of safety in civil aviation throughout the world. It is
now being applied increasingly in other fields of engineering, too.

4.2 Introduction to Interdisciplinary Safety Engineering

4.2.1 Organization and Management

Technical safety not only is one of the properties of a technical facility but,
alongside the actual functional purpose, also represents the outstanding quality
characteristic. Trust in the functioning of a technical facility is the essential basis of
modern technology. During conceptual design, definition, development and engi-
neering, manufacture, trials, utilization, maintenance, retrofitting, decommissioning
and subsequent disposal, special care and attention must always be devoted to this
quality characteristic. Not only the individual’s interest in his/her personal integrity
but also the state’s interest in safety and public order demands this safety, which
must be present throughout the entire life cycle of a technical facility, technical
product or even technical system.

It is notable that, with regard to the quality characteristic of “technical safety”, it
is largely the purchaser alone who decides what specific level of safety should be
implemented. This affects not only relationships in civil law but also public
safety/security. Both of these are based on the corresponding legal foundations,
compliance with which is mandatory and non-compliance generally punishable.
The demand for technical safety in legislation largely takes the form of so-called
indeterminate legal concepts such as “generally accepted sound engineering prac-
tice”, the “state of the art” and the “state of scientific and technical knowledge”.

The following basic principles form part of the general state of knowledge in the
field of safety engineering:

• Absolute (100%) safety does not exist in engineering.
• A legal demand for technical safety is not capable by itself of creating safety or

guaranteeing it—irrespective of how harsh the penalties are for non-compliance
with this requirement.

• The quality characteristic of “technical safety“ must be both generated and
demonstrated for every technical facility and preserved during the course of
maintenance work. “Technical safety” is one of those quality characteristics
generated as the result of an engineering process of analysis and design. Safety
requirements and safety inspections alone do not suffice here.

What is needed in this matter is a methodologically appropriate approach in
defining a suitable safety concept and thereby preventing weaknesses or defects.
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This means that the well-proven technical organization structures and manage-
ment procedures are also applied in the context of safety engineering:

• uniform project and system structure with assignment of responsibilities and the
corresponding powers,

• establishment of central departments for cross-system topics, such as product
planning, human factors engineering, technical safety, environment engineering
(original and object-influenced environment, electromagnetic compatibility,
lightning protection), reliability/dependability, operation and maintenance reg-
ulations, personnel qualification and certification, environmental compatibility
and immission control, official and other approvals and permits, manufacturing/
assembly/integration, supervision on site, commissioning and trials/test
operation/demonstration,

• project planning and tracking through all project phases of the entire product life
cycle,

• centralized configuration and interface management with uniformly structured
verification,1

• centralized quality management system based on generally accepted technical
rules (such as DIN EN ISO 9001), which is usefully supplemented by a suitable
product and quality assurance system
[Note: The quality of corporate and project processes is regulated with a quality
management system as per DIN EN ISO 9001. In addition, both the product
quality and technical safety can be made controllable by means of a product
and/or quality assurance system] and

• centralized phase- and milestone-oriented release and reporting system (where
applicable, with progress payments based on payment milestones).

Practices of this kind have been in general use for decades in the various fields of
engineering and technology, although they take different forms. However, it must
be noted that, when setting up a management organization of this kind, the overall
system is more than the sum of its constituent parts.

In the case of complex products, such as technical facilities or systems, a suitable
set of management instruments is essential. In this matter, it has proved useful for
decades to combine

1Configuration and interface management assures that:

• the technical specifications of the subordinate structural units meet the contractuable specifi-
cations of the higher-level system (project) specification,

• all persons involved and all responsible persons are notified of changes to these specifications,
• interfaces between structural units are defined systematically between those responsible and

laid down contractuably and
• safety attributes are fully captured, adapted to the extent necessary and verified.
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• the “conceptual design phase” and the “definition phase” (grouped here under
the term “planning process”),

• the “development and engineering phase” and the “production phase” (grouped
here under the term “implementation process”),

• the “operation and utilization phase” and
• the “dismantling, disposal and recycling phases” (grouped here under the term

“operation process”)

into a single centrally directed configuration management system. The quality
characteristic “technical safety” is to be included within configuration management
in the sense of a safety management system. In this case, the quality characteristic
“technical safety” or the safety management system must be placed in an area of
responsibility of its own which centrally covers all levels of the project or system
structure. The phases of the product life cycle are illustrated in Sect. 3.2.1.2
in Fig. 3.1.

To ensure that sufficient transparency of technical and organizational issues is
maintained in these complexly structured, technologically innovative and (from the
safety point of view) exacting products, technical facilities or systems and their
entire life cycles are divided into time periods (phases). A subdivision of this kind
into content- and time-based segments means that it is possible, at the beginning of
each of these transparently presented phases, to define clear objectives, the con-
straints to be observed and other requirements and procedural instructions. At the
end of each phase, the results obtained can be checked with regard to how the
objectives and requirements have been met. Should objectives not have been
reached, the phase in question must be repeated. This recursive process is indicated
in Fig. 3.2 by blue arrows. On the basis of the results achieved, the objectives,
constraints to be observed and other requirements and procedural instructions can
be specified for the next phase. A phase approach of this kind not only facilitates
technical management but also secures to a special extent even the organizational
management measures required and ultimately results in it being possible for the
first time to properly track and monitor the specified objectives.

To this end, this guideline illustrates the basic principles behind the procedure
for generating safety in the form of safety flow charts during

• the planning process with conceptual design and definition phases,
• the development and engineering phase.

The safety requirements generated in these first phases of the product life cycle
must be observed and applied during the production and operation phase. Since the
dismantling, disposal and recycling phases call for an autonomous treatment of
safety, the generation of technical safety must be adjusted here to specific
requirements and delivered but designed analogously in a methodological way to
the preceding phases.

The product life cycle covers both the planning and implementation processes
and the operation process, for which the procedure required for securing technical
safety is described in each case. It is the intention here to cover the needs of all
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technical disciplines and formulate common features relevant to safety—in other
words, hidden commonalities—as regards both technology and language. In this
regard, reference is made to the principles of a systems engineering phase approach
(see Fig. 3.1) as presented in this memorandum (see Sect. 3.2.1.2).

In the example of the phase concept, the requirements are emphasized of safety
controlling, safety-related documentation (the “safety case”), the state of the art, the
state of scientific and technical knowledge and the assignment of responsibilities
and powers in the respective phases. In addition to the necessary documentation of
the individual steps and decisions, the loading assumptions2 together with the
intended and possible operating conditions and scenarios, the service life of the
products and the safety level are shown as a function of the consequences arising.
Finally, the path to the risk assessment is defined and the necessity for public
involvement is described on the basis of the risk level determined and the necessary
involvement of the individual in the development and manufacturing process.

In the event of changes in the technical requirements (as already laid down in
specifications), a check should be made within the change management procedure
as to the extent to which the quality characteristic of “technical safety” is affected. It
may be necessary to repeat the decision and action steps taken in all previous
phases.

Top priority should be given to ensuring that, from the systems engineering point
of view, the structure and shape of the safety documentation (the “safety case”, also
termed the “safety assessment” according to IEC 1508 or “technical documents”
according to DIN EN ISO 12100) satisfy the following eight requirements:

• The technical requirements in all phases must be unambiguous, clear and
comprehensible.

• The conditions under which the answers for putting together the safety case are
given must be clearly described with the reasons provided by the competent and
responsible individuals for each phase.

• The evaluation criteria used must be clearly presented, and the underlying set of
rules, consisting of legal provisions and technical regulations, must be specifi-
cally named. Any reference which may be necessary to the state of the art or
state of scientific and technical knowledge should be integrated.

• Answers to phase-specific questions must clearly distinguish between facts,
information from the people involved, calculations, assumptions, test results and
conclusions. Furthermore, the evaluation must be carried out separately.

• Differences in the evaluations in the phases must be clearly emphasized by the
responsible individuals and reasons given.

• Conclusions must be transparent, fully verifiable and consistent.
• The safety case arises from the individual phases of the product life cycle and

must be understandable and verifiable in itself.

2All loads acting from both the outside and inside come under the term “loading assumptions”. All
other effects which do not come under the loading assumptions are accordingly referred to as
effects coming from the original or the object-influenced environment.
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• The documentation must be complete and, in particular, include all recursive
iteration steps. Transparency must be continuously guaranteed over all three
processes (see Fig. 3.1). Protection of interests can make special organizational
measures necessary while not unacceptably impairing the interests of
public-technical safety.

The importance to be attached to technical safety makes it essential to secure in the
documentation not only the requirements but also verification with regard to
effective traceability. Agreement with approval or licensing authorities or super-
visory bodies must be secured with respect to both requirements and verification
and this traceably documented. With a view to removing trade barriers, the EU is
pursuing a strategy of deregulation and liberalization following which responsi-
bilities previously exercised by the state will, as far as possible and permissible, be
transferred to the market. The extent to which the standard of technical safety will
be affected by this calls for vigilant and thorough tracking so that timely counter-
measures can be initiated if necessary.

The following may be cited as components of a target-oriented configuration
management system:

• model specification (formal template for project definition),
• general specifications (definition for central departments such as project man-

agement, systems engineering, human factors engineering, technical safety,
environment engineering/EMC,3 environmental protection and immission
control),

• project and process guidelines (project structure and organization, tasks and
responsibilities of project management on all levels of the system structure,
position and responsibilities of central project management and central
departments),

• system, subsystem and component specifications (uniformly structured
according to the model specification),

• commissioning instructions (local site management, procedure strategy),
• manufacturing, assembly, integration and testing specifications,
• general and individual instructions for trials, test operation and system

demonstration,
• operation and maintenance instructions,
• rules relating to personnel qualification and certification and
• central documentation of official and other approvals and licences.

“Technical safety” is a cross-system quality attribute which even cuts across
interfaces in the system between parts which are otherwise kept clearly separated. If
competences and responsibilities for technical safety are to remain clearly dis-
cernible even in the case of complex systems, special care will be required with
regard to interface management within the context of configuration management. In
this regard, it is particularly important to ensure that the interaction of different legal

3EMC—electromagnetic compatibility.
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persons is regulated clearly and unambiguously. Individual components may,
however, be dispensed within the case of simpler technical facilities or systems, or
the form taken by interactions may be given in less detail. However, in all cases it
must be ensured that the competences and responsibilities for technical safety are
clearly described and assigned and the technical safety aimed at is not limited by
simplifications or omissions.

Every field of technology still has its own code of practice, and this results in a
large number of different “safeties” in, for example, civil engineering, transporta-
tion, chemical engineering, power engineering, aeronautical engineering, plant
engineering, mechanical engineering and electrical engineering. All six phases of
the product life cycle (conception, definition, development and engineering, man-
ufacture, operation and utilization, as well as dismantling, disposal and recycling)
are determined by specific security concepts. Detailed constructional regulations,
operating instructions, operating regulations and maintenance instructions are
drawn up and conditions formulated for retrofitting for each of these fields of
technology. Even the monitoring of operations by the owner (self-monitoring) and
supervisory bodies (external monitoring) is regulated in an application-specific set
of rules. However, this is by no means everywhere: there are also analytical
methods relating to failure such as, for example, in the field of aerospace engi-
neering, where developers, manufacturers and operators work closely with the
supervisory authorities. At the moment, there is no single safety concept which has
cross-application validity.

What is required is a “uniform safety”—in other words, a uniform concept and
evaluation of safety and a uniform definition of safety.

The following analysis will show how the “hidden commonalities” in the
individual safety philosophy can be worked out from the engineers’ wealth of
experience with safety issues. On the basis of this preparatory work, a uniform and
interdisciplinarily applicable framework for a safety concept is feasible in which all
fields of technology can find room. Interaction between these extremely diverse
fields is facilitated in the same way as communication is with non-technical dis-
ciplines and the general public interested in technology.

4.2.2 Systematics

4.2.2.1 Insights into Safety Engineering

4.2.2.1.1 “Technical Safety” as a Quality Characteristic

“Technical safety” is a quality characteristic which, within the context of product
design engineering activities, must be specifically generated, justified and verified
(see Sect. 4.2). Technical safety can be neither “decreed into” (e.g., by laws or
other legal regulations) nor “tested into” (a technical product). Technical safety can
only be generated by being “conceptualized into”, “developed into”, “engineered
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into” or “built into” the technical product in question (e.g., into a technical facility,
system or component) during the course of product design and retained over the
entire product life cycle. The same applies to the case of retrofitting or modernizing
measures applied to technical products. Technical safety requires a functionally
structured organization which has a centrally located system architect who controls
a management hierarchy with clear assignment of authority and responsibility.
Unlike other quality characteristics whose verification may be at the discretion of
contractual parties, “technical safety” is the quality characteristic which always
requires verification.

4.2.2.1.2 The Term “Risk” in Safety Engineering

Since the initial publication of the DIN 31004-1 safety standard (see Sect. 4.2), the
term “safety” has been defined in a technical code of practice on the basis of the
concept of “risk”—that is, of a probabilistic parameter. In this way, risk assessment
as a probabilistic analysis of the stochastic failure modes of technical products is
now regarded as generally accepted sound engineering practice.

In defining a safety concept, we should remind ourselves once again of the
following basic ideas:

• Absolute safety in the sense of a zero risk cannot be demanded by legislation or
regulations (risk prohibition) because it is not possible in principle.

• However, all possibilities should be explored with this point of view so that
there is a well-balanced relationship between conceivable damage and the
benefits created for the objects of legal protection (risk equivalence) with dif-
ferent technical products, processes, facilities and systems.

• The yardstick for the greatest still acceptable damage is determined by not only
the scope of protection of the relevant objects of legal protection but also the
intention to satisfy social needs (benefits), whereby this generally requires a
trade-off within the social consensus (risk management).

4.2.2.1.3 Inherency and Losability of Attributes

The quality characteristic “technical safety” is achieved on the basis of very specific
attributes of the product in question or generated in its design as a quality char-
acteristic. The way in which a property is anchored in a product basically deter-
mines the captivity, presence under certain conditions or losability of this property.

“Inherent safety” is such a fundamental property of a product that it is founded in
the internal design of the product and is thereby a captive property and, thus,
inevitably present. The product in question is therefore, in principle, safe at all times
since it necessarily falls back into a safe state as long as it is not actively brought out
of this state into another. Without an explicit external supply of energy, the unsafe
functions running in a system of this kind come to a standstill.
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A system which was originally not inherently safe can be brought into a state of
inherent safety by the addition of certain components or properties. For example, an
exothermic process can be terminated and thus put into a safe state by the addition of
a forced cooling feature. A distinction is to be drawn here between a passive
operating component (forced cooling without active coolant feeding) and an actively
operating component (the component does not operate unless energy is supplied).

It follows from this that the “losability” determines how the quality characteristic
“technical safety” is to be designed. In this regard, the following aspects should be
taken into consideration:

• Inherently captive natural attributes (or constitutional characteristics):

– On the one hand, these are the passive functional and state-related properties
of an assembly which are by their nature captive if they can—assuming
utilization as intended—be traced back to characteristics which not only
correspond to known laws of nature but are also constantly and uninter-
ruptedly effective. They can be affected by neither other natural influences
nor influences originating in the overall system in which this assembly is a
part of. Proper operation must be designed from the outset so that possible
deviations through negligent handling (such as failure to comply with
obligations or omissions) do not lead to a safety-critical failure in the system.
This situation is referred to as “natural integrity”. These constitutional
characteristics include, for example, the effect of gravity, radioactive decay,
the earth’s magnetic field and the speed of light.

– On the other hand, these are also the passive functional and state-related
properties of an assembly that are, due to their technical nature, captive when
they can be traced back to characteristics which were verifiably taken as a
basis for the technical design and which cannot change over the course of the
intended service life. However, ageing processes, wear or other influences on
the basic nature of the assembly must be taken into account in this matter.
This situation is referred to as “technical integrity”. The constitutional
characteristics have, for example, holding and support functions, secure
fasteners, forced guides, permanent magnets and guided, unbreakable
compression springs as well as adequate creep and flashover distances from
high-voltage equipment.
The captive constitutional characteristics of an assembly can be retained
without limitation of time provided regular compliance checks are carried out
to ascertain how long this can be depended on or alternatively, maintenance is
carried out to ensure that this condition continues without interruption.

• Inherently losable technical attributes:

– These inherently losable attributes (or constitutional characteristics) can only
be relied on for a limited time. Since properties are linked here to the
corresponding object or facility, they are only dependable to a limited extent
due to their inherent capacity, which can be made usable from the safety
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point of view. In this case, we are concerned with expansion with passively
operating components.
This situation is referred to as “technical inherency”. These constitutional
characteristics are, for example, typical of the following: storage capacity for
cooling water, charging cycles of operationally reserved backup batteries, the
kinetic energy (momentum) in vehicles which can be used for arrival braking
(at a route stop or held in readiness in evacuation and rescue facilities),
lubricant dispensers for central lubrication and grit containers for
wheel-to-rail braking devices (to improve the braking effect).

– Although the inherent constitutional characteristics of a structural unit are in
themselves subject to time limitation, they can still be retained as “inherent
safety” without a time limitation provided that regular compliance checks are
carried out to ascertain how long this can be depended on.

• Losable constitutional or functional characteristics:

– These are the active functional properties of a structural unit and their los-
ability—in other words, their functional failure. The function elements in
question can be lost and, therefore, require safety precautions in order to
secure technical safety. In this matter, actively operating components are
used to deliver technical safety.
This situation is due to:

temporally random failure,
environment-related failure or
utilization-related failure possibly caused by unintentional operator error
with the respective function elements.

– In the case of failure, safety precautions (technical safety devices) can be
applied to put the no longer safe function element into a different function
which is safe and which, in turn, leads to a restriction or loss of the actual
operational function (fail-safe). As examples of this prevention of the con-
sequences of failure, we might mention here the initiating of an automatic
train stop or disconnection of the electrical power supply (electric fuse).

– Failures are deliberately reduced in incidence by limiting the probability of
safety-critical failures or faults with application of reliability engineering.
With the reliability engineering toolbox—for example, redundantly designed
function elements or highly reliable components (“hi-rel” parts)—it is pos-
sible to maintain the utility function for longer than the corresponding
operational utilization range. The utility function can even be limited to a
period from the time a failure occurred to the, perhaps premature, conclusion
of the current utilization period (fail-operational) with prolonged utilization
ranges as application examples of this reliability-related limitation of failure
probability. Manned and unmanned spaceflight technology or the
twin-engine long-haul airliners can be referred to here.
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4.2.2.1.4 Relationship Between Deterministic and Probabilistic

“Deterministic” and “probabilistic” are terms of Western epistemology and the
philosophy of science. The basic assumption is that there is no absolute certainty in
human knowledge, and the human is, rather, only capable of gaining knowledge
with a greater or lesser degree of probability (with causally secured underlying
reasoning when there is statistical significance in its occurrence). Empirical findings
are therefore considered probabilistic when gained on a probabilistic or statistical
basis. A difference must be drawn here between purely syntactic (flat) and semantic
(deep) empirical knowledge.

The term “deterministic” means that if the current state and the effect which then
follows are known, the subsequent state and what the system does in this subse-
quent state are unambiguous, predictable and repeatable. Monocausality means that
only one effect underlies the moment initiating the change of state. Multi-causality
means that state transitions are triggered by multiple equivalent effects.

The deterministic approach is based on the axiom that all events—including
human actions—are caused by one or more initiating events, and in this context, the
behaviour of a system is completely determined. The possibility has also been
discussed that there is actually no such thing as free will in biological systems.
Cognitive psychologists, however, see the result as arising from different mutually
interacting processes on different levels of abstraction. The result in question can be
predicted since the initiating cause either is known or has the character of a previous
event. The more complex a system is (this concerns its internal network), the more
massively interaction processes step into the foreground in comparison with the
functions of the individual components. The more strongly the deterministic
approach is closed off, the more dominant will be the stochastic (randomly deter-
mined) failure behaviour. Even in this case, however, the failure of technical
facilities is still always conceivable, but the time and circumstances of the occur-
rence of failure can no longer be predicted—they are no longer deterministically
determinable. Stochastic failure behaviour is no longer adequately manageable
using the classic methods of deterministic precautions against failure (material
selection, manufacturing tolerances, quality assurance).

Methods based on probability theory are collected under the term “probabilis-
tic”. In this respect, we have come a full circle: scientific knowledge is only to be
gained with greater or lesser degrees of probability. The term “reliability engi-
neering” refers to the application in engineering of the findings of probability theory
in order to master the failure behaviour of technical equipment. Today, the full
range of probabilistic applications in technology is very extensive. It ranges from
loading assumptions to damage mechanisms, environmental influences, the
response behaviour of structures and wear behaviour. Probabilistic approaches are
always to be recommended when the details of the physical and technical situation
can no longer be determined with the required accuracy and the uncertainty (scatter)
of the parameter under consideration falls within the order of magnitude of pre-
cisely this parameter. In such cases, reasonable distributions of the scattering
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variables are introduced in order to present the parameters in question in a usable
form.

What “usable” means in connection with safety engineering is that, while pos-
sible failure modes are on the one hand imaginable, their parameter values cannot
be unambiguously determined. On the other hand, a failure mode can itself be so
complex that it is no longer possible to determine and understand its causes clearly.
In this regard, reference can be made to the Monte Carlo simulation, a stochastic
method whose basis is formed by the performance of a large number of random
experiments. Using the results so obtained, an attempt is made with the aid of
probability theory (in accordance with the “law of large numbers”) to solve prob-
lems numerically which appear to be insoluble by analysis. These random exper-
iments can be performed either for real or by generating random numbers, possibly
with the aid of a computer. Innumerable computer programs for generating random
numbers are available on the market nowadays, although of varying quality.

On the one hand, in the field of software (source code), for example, possible
errors are all predetermined since they are present in the program. However, since
the errors are not known, it is also not possible to predict failure behaviour.
Utilization profiles are therefore used and a failure probability statement prepared
on the basis of knowledge of previously detected faults. On the other hand, when
creating execution plans for parallel or concurrent processes in real-time pro-
gramming, deterministically guaranteeing the feasibility of execution is explicitly
demonstrated by means of worst-case assumptions. The corresponding mathemat-
ical procedures are available for this and also applied.

The deterministic analysis of safety is based on a maximum effect in the case of a
damaging event or a maximum influence in the case of a loading case (worst-case
analysis). For this worst-case scenario, either the dimensioning of the structure is
assessed (technical design) or the necessary safety measures determined.

Example 1: Gas tank and gas pipe—safety clearance larger than or equal to the
effective range of the worst case.

Example 2: High-rise building—design covers not only static loads but also the
dynamic effects of wind load.

Load application and resistance are stochastically distributed and taken into
account with their upper and lower quantiles.

Example 3: Materials in which inter-crystalline dislocations shift in response to
dynamic loading change in their extent and whose frequency distribution can vary
discontinuously (e.g., gear shafts).

This can, where applicable, be countered by recrystallization processes deployed
preventively (e.g., by heat treatment of steel components).

The deterministic analysis of structural processes is based on a macroscopic
consideration of a variety of microscopic elementary processes within the material
and the statistically significant and homogeneously occurring properties assumed as
basic.

In the probabilistic analysis of safety, the focus is on the frequency with which a
damaging event occurs (probability assumption) linked with the possible extent of
damage. In this case, it is not the worst case which is considered, but rather
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reference is made to the “maximum still acceptable risk” (consideration of the
limiting risk). However, the greatest still acceptable risk cannot be defined abso-
lutely here. It is rather a product of cultural, social, technical, economic and pos-
sibly insurance-related considerations. Appropriate measures are taken to reduce the
risk actually determined to the point where it is deemed acceptable. In this case,
those individuals involved must always be aware that measures taken to reduce a
risk can generally induce other different kinds of risks which, for their part, lead to
an increase in risk. When manipulating risks, it is, therefore, always important to
assess the resultant risks as well in order to ascertain to what extent the sum of all
original and resultant risks can be assessed as acceptable. Depending on the indi-
vidual viewpoint, this assessment can, however, vary considerably.

Both the deterministic and the probabilistic approaches are recognized funda-
mentals of the engineering sciences, and each in part contains elements of the
other’s approach. As regards safety-engineering application, the approach taken
will follow the previously expressed preference for “worst case” or “limiting risk”.
Once this preference has been selected, it must be rigorously adhered to—with
mutual exclusion on the macroscopic level.

4.2.2.1.5 Monitoring as a Link Between Safety Technology
and Technology Law

The state fulfils its citizens need for protection against technical risks by being
responsible for public-technical safety. In meeting this regulatory obligation, the
state makes use of the technical monitoring of particularly risky equipment or
facilities. It is characteristic of current technology law that, although the state’s
regulatory law remains intact, a controlled unburdening of technical monitoring
tasks has, however, taken place which the state itself would otherwise have to look
after. These supervisory tasks have been transferred to independent auxiliary bodies
for technical safety which are entrusted with the task of carrying out state-backed
safety inspections (compliance checks). In the meantime, it has become common
legal practice in many industrialized countries for the state to look after
public-technical safety even in the field of technology. In this matter, the state
always arrogates regulatory legislation to itself yet, at the same time, unburdens
itself in a controlled manner of even technical monitoring duties.

The approval or licensing of technical facilities whose operation is in the public
interest does, however, continue to be predominantly exercised by public authori-
ties. In addition to the upper-most federal and state agencies, subsidiary authorities
are also active in this regard, such as, for example, the Federal Railway Authority
(EBA), the German Aviation Authority (LBA), the Federal Office for Radiation
Protection (BfS), the Federal Physical Technical Institute (PTB, the German
national testing authority) and the Federal Institute for Materials Research and
Testing (BAM), when so provided by legal regulations.
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4.2.2.1.6. Directives of the European Commission

With its New Approach and Global Approach guidelines, the European
Commission has now in the meantime taken into consideration the needs of the
public for safety in products. However, over and above the purely product-related
directives in this catalogue of measures, the “Directive on General Product Safety”
2001/95/EG dated 03.12.2001 also applies. This requires all products being put on
the market in the European Economic Area to be safe. Violations are also pun-
ishable. However, this directive leaves open the question as to how this “product
safety” is to be generated and secured and is thus in conflict with the basic idea of
organized safety engineering (see Sect. 4.2.2.1.1). Rather, this is left to the creators
of the corresponding European standards which, as harmonized documents desig-
nated by the Commission, give rise to a presumption of conformity with the
directive’s basic requirements identified in the standards.

These EU directives also provide for safety verifications to be increasingly left to
the free market and only monitored by the state. The expertise this requires in the
field of technical safety, which has so far been attached to state-backed bodies, must
now be made available to the free market. Up until now, Germany has actively and
comprehensively participated in risk minimization by governmental agencies or
bodies authorized by the state to carry out in their sovereign function safety veri-
fications or participate in them (implementation responsibility of the state). The
relevant EU directives increasingly provide for even these verifications—previously
a responsibility of the state—to be left to the free market. In other words, they are
now only monitored by the state: pure guarantee responsibility of the state
(subsidiarity).

In this matter, a control function must be deployed which, on the basis of the
total risk for which there is responsibility, finds a balance between the imple-
mentation responsibility and the guarantee responsibility of the state.

4.2.2.1.7 Importance to Safety Engineering of the Interdisciplinarily
Consensual Procedure

Since every field of application today still has its own code of practice for technical
safety, application-related constructional regulations, operating instructions, oper-
ating regulations, maintenance instructions and conditions for retrofitting are being
developed which include operation. Even state monitoring by state supervisory
agencies or bodies authorized by the state (such as federal institutes or the TÜV) is
regulated in application-specific regulations, although by no means universally.
Methods based on failure analysis are mostly in the fields of aerospace engineering
or nuclear engineering. As already stated, there is not yet one safety concept which
has cross-application validity—that is, with interdisciplinary validity.

It would already facilitate safety monitoring today for planners, developers,
manufacturers, operators, regulatory bodies and other supervisory institutions and
their experts if similar and identically worded contents in safety regulations were

114 4 Interdisciplinary Safety Guideline



standardized. Furthermore, the public—not only in the event of accidents or inci-
dents—would show more understanding for a uniform safety philosophy than the
current variety of standards. People would react more insightfully to an incident.

This challenge, for which there is no equivalent in the history of technology,
presupposes that the fragmented concept of safety requirements specific to partic-
ular areas of application is being superseded. To this end, empirical practical
knowledge in the field of technical safety must be methodically assembled and the
existing body of regulations systematically codified.

For this purpose, the VDI “Technical Safety” Committee has developed this
working platform for safety methodology and now offers it for interdisciplinary
application.

4.2.2.1.8. Importance of Safety Verification

The manufacturers of technical equipment must pay special care to planning a
well-organized, appropriate and systematic procedure in the generation of technical
safety within the context of the state’s predominant guarantee responsibility. This is
so because conventional structures must be dispensed with in some cases and
replaced by equivalents appropriate for the intended purpose. The approach pre-
sented with this guide to both technical safety and the body of suitable instruments
for generating, preserving and assessing technical safety makes it possible as an
interdisciplinary foundation not only to produce verifiably safe technical equipment
but also to make a judgement of accidents and incidents with regard to both civil
and criminal law. This applies in particular to technologically innovative equipment
for which neither sufficient experience nor technical regulations (state of the art,
standards, building codes, etc.) can exist.

4.2.2.2 Objective of Safety Engineering

Safety engineering must ensure a sufficient degree of safety. In the conceptual
design of object-related safety engineering, care should be taken that safety-related
design criteria do not end up in avoidable opposition to reliability-related design
criteria which are essential in achieving the other objectives in relation to economic
reliability.

In this context, the term “technical safety” is understood as meaning that a
technical system, technical facility or product fulfils its intended functions over a
planned period of time (as the case may be, its planned lifetime) and, provided it is
operated or used as intended, does not injure or damage any objects of legal
protection. This means that neither persons nor property is injured or damaged in as
far as the system, technical facility or product can be responsible for this. Reliability
of function over the envisaged lifetime is thus not a necessary component of safety
if loss of function does not lead to an unsafe state.
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Technical systems must be considered and analysed in their totality to design
them appropriately for safety requirements. A methodical approach therefore
requires total system analyses to be carried out first of all. The tools suitable for this
are—depending on the problem and the formulated objective—so-called beha-
vioural analyses (e.g., in the first instance FMECA, FMEA or HAZOP analyses4).
A targeted approach to the generation of technical safety in a system calls for the
identification and evaluation of the functional dependencies and interactions of its
units, components and assemblies. This applies to not only its intended use but also
the safety required during operation and in commissioning and decommissioning.
Corresponding to the system structure (system breakdown structure), all structural
units are then systematically selected for consideration and the safety-oriented
interaction of the individual structural units5 should also be covered in this process.

4.2.2.3 Purpose of a General Safety Specification

Uniform conditions can be created for all safety measures in development projects
for complex systems with a general safety specification in order to be able to define
the requirements necessary for a safety-compliant technical design.

This results in the necessity of organizing such general specifications on the
basis of the following aspects:

• The safety methodology represents a systematic approach to and a suitable
body of instruments for generating, preserving and assessing technical safety
and includes a procedure by which the possibilities of faults, failures and dis-
turbances are systematically analysed and recorded, assessed with respect to
their impact on the safety of the system and made the basis for safety
precautions.
Safety methodology is a methodological framework for processing and solving
all problems and requirements relating to safe technical systems. This also
includes the procedure, question of recording requirements, documentation.

4Behavioural analyses form part of the set of instruments for safety engineering/reliability engi-
neering with which innovative technologies have been helped in readiness for application for
economic breakthrough for many decades now. Apart from their technological innovation, they
have found less acceptance in Germany than in countries with a comparably high level of
industrial development. Therefore, a reference is provided here regarding its international origins:

FMECA: American standard MIL-STD-1629A “Procedures for performing a failure mode,
effect and criticality analysis”, 24.11.1980

FMEA: technical standard—DGQ vol. 13-11:2012 “FMEA—failure mode and effects
analysis”

HAZOP: British standard BS IEC 61882:2001-08-28 “Hazard and operability studies
(HAZOP studies)—Application guide”.
5In the present publication, the term “structural unit” is used as a generic term for all elements of a
project structure plan (work breakdown structure). The topmost hierarchical level of the work
breakdown structure is the “system” or the “product”, and the “sub-systems” and the subordinate
“structural units” then come under either of these.
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• With the safety concept

– Cross-system relationships are represented.
– Assignment of the causes and effects of safety-critical failure possibilities is

clarified (e.g., on the basis of a function tree).
– The corresponding safety criteria are defined as requirements for the

safety-related design of the system in question and include the corresponding
interfaces.

• Assignment and definition of the corresponding safety requirements for the
structural units of the system,

• Requirements applicable to verification relating to fulfilment of the safety
requirements in regard to the approvability and operability of this system as a
necessary condition of any construction or operating licence which may be
required.

4.2.2.4 Area of Application of a General Safety Specification

The general “safety engineering” specification is used for a fundamental estab-
lishment of safety requirements and as a technical platform for preparing specifi-
cations for all structural units top-down—from the system down to the smallest
function unit. A model specification is used in this work which lays down the
editorial structure of the system and subordinate specifications6 for development
and construction.

At the same time, it serves as an action and decision-making framework for the
execution of all safety-related work and the cooperation of all participating com-
panies (in the sense of “juristic persons”) with supervisory and licensing institu-
tions. Furthermore, this general specification can be used as a work-related basis for
the issuance, where applicable, of construction and operating approvals on the part
of the competent supervisory and licensing institutions.7

The requirements laid down in the general “safety engineering” specification are
to be incorporated without omissions into the specifications of the structural units
concerned (or, if applicable, pure functional units). All safety requirements here—
as determined in the model specification—must be recorded in the corresponding
same section of the specification which is to be prepared. It is quite acceptable to
include such requirements also in a different location in the specification if a
higher-level connection needs to be made visible there. In such cases, however, the
corresponding cross-references should be provided.

6“Subordinate specifications” are the specifications of the structural units coming under the
(overall) system according to the predefined system structure (system breakdown structure).
7This could be a guideline for interaction between the system manager (general contractor) and
supervisory institution for the purpose of obtaining a building permit or operating licence for the
system concerned.
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Application of this general specification is restricted to the working field, which
includes not only the registration of failure possibilities, the determination of the
corresponding impacts on the overall system, the safety-related design of this
system and its structural units but also the corresponding verification. Within this
context, the following types of causes of failure are to be taken into account:

• temporally random failures,
• environment-related failures within the boundary conditions to be expected

under which structural units must function as specified8 and
• utilization-related failures caused by unintentional operator errors (usability).9 In

this context, use for the purpose intended must be assumed. Improper use of
technical equipment cannot be covered as far as technical safety is concerned
(misuse and sabotage).

The correctly engineered design of all structural units (e.g., regarding natural and
technical integrity) forms a part of the corresponding engineering work and is an
indispensable condition of a safety-compliant design. The corresponding rules of
good engineering practice are to be given in the specification applicable to each
structural unit. A general reference to the state of the art or generally accepted
sound engineering practice—as is justifiably customary in legal regulations—is not,
however, sufficient on its own for a safety-compliant design of systems in general,
particularly complex systems or innovative technologies.

The user of a general specification is requested to make proposals for amend-
ments if a better solution is possible for a safety-compliant design and the economic
reliability of the system in question.

Safety is to be incorporated as a subject in:

• basic and/or specific stipulations and requirements,
• procedural steps in phases for the entire life cycle (product life cycle),
• responsibilities and roles and
• documentation.

Note: A general specification is provided as an aid for the preparation of
specifications for structural units or as an action and decision-making framework. It
will not, however, be possible to achieve the objective of an appropriate
safety-related design if a general specification of this kind is simply handed directly
to subcontractors or suppliers. This is because they normally have neither the
system knowledge required for a correct interpretation nor responsibility for the
entire design and implementation process.

8This would be, for example, a general specification regarding environmental influences and test
methods.
9Deliberate abuse is not covered by the defined safety-methodological procedure and would, where
applicable, be subject to special agreements with regard to protective equipment.
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4.3 Generating Safety

4.3.1 Safety Methodology

4.3.1.1 Overview of the Procedure

The procedure for generating safety includes the following points of emphasis:

• work breakdown structure with definition of responsibilities and
accountabilities,

• preparation, release and implementation of a configuration management system
which, in particular, covers the quality characteristic “technical safety”,

• definition of the quality characteristic “technical safety” for each element of the
work breakdown structure,

• inclusion of supervisory institutions (e.g., the competent supervisory
authorities),

• preparation, reviewing and release of the general “technical safety” specification
and

• inclusion of all entities involved (e.g., contractors and consultants).

A general “safety” specification must lay down uniform procedures by which all
possibilities of failure are systematically registered and their impacts on the safety
of the system evaluated in order to make them accessible for safety precautions.
This means, in particular, that all loads acting from the outside and inside are
evaluated with regard to advisable measures in order to be able to decide about
passive and active precautions. Effects coming from the original and
object-influenced environment are to be evaluated accordingly.

The schematic diagram (see Fig. 4.1) gives a general overview of the basic
procedure for the necessary system work in safety engineering—especially with
regard to public safety.

It should be noted at this point that safety verifications do not have unlimited
time validity but rather require a periodic review (e.g., in the form of compliance
checks). Wear, fatigue, ageing and maintenance measures affect the validity of the
initial safety assessment, as shown above. Conversion or retrofitting measures (e.g.,
in the form of similar but not identical replacement parts) in all cases require the
control loop for creating technical safety to be repeated. As with any other quality
characteristic, technical safety is also subject to a process of decreasing reliability
(dependability).

4.3.1.2 Requirements for Safety-Methodological Procedures

In what follows, the requirements are specified for a systematic procedure with
which a safety-compliant technical design can be achieved for all technologies.
These uniform provisions are to be applied to all safety-related activities. In the case
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of new technologies, these provisions require a high level of detail, while for
conventional technologies recourse can often be had to proven forms of structuring.
However, should there be changes in conventional technologies, care should be
taken that there is an adequate depth of detailing.

Note must always be taken of the fact that the quality characteristic of “technical
safety” must be generated for every structural and function element (safety
methodology). This also applies to the next higher system levels in every case.

• Safety definition:
Requirements are to be gathered in a general “safety” specification which forms
the basis for every single technical specification (product specifications, etc.).

• Safety engineering:
The following applies to safety engineering:

– Safety must be created for a product within the context of product design
engineering.

– Requirements relating to technical safety must be implemented in the
manufacture of the product.

– Safety requires the verification that safety has actually been established in the
design and manufacture of the product.

– The supplies and services of third parties must be included here.

Fig. 4.1 Basic procedure for safety engineering
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• Safety management:
Tried and tested management tools are available for this:

– safety organization guided by “system architects”,
– critical items list (safety hazard list),
– risk management (with the aid of a risk management list),
– reporting (public safety) and
– regularly scheduled safety reviews regarding conception, definition, devel-

opment, construction and verification (technical qualification and technical
acceptance).

4.3.1.2.1 General Agreements on Safety Engineering

Products (including technical systems)must be designed safety-compliantly such that
they meet the current standard of public safety. In order to produce the corresponding
current standard, conversion and retrofitting obligations must be incorporated in the
legal framework, and this must include a risk-based balancing of protection of the
status quo (grandfather rights). There is, however, no contradiction of this basic
requirement when during testing of a system and/or its structural units—in accordance
with the requirements of trial operation—safety is temporarily ensured by measures
which do not apply to normal operation. In designing a technical system which
complies with safety requirements, the following safety-related basic requirements
must be satisfied and, thereby, their safety-related necessity demonstrated:

• A single failure of a function element must not cause or make possible a
safety-critical failure in the overall system.
In this connection, we may recall the constructive precautions in the sense of
“fail-safe” and “fail-operational” (see Sect. 4.1.3.3.1).
Redundant functions or function elements may be provided as a safety pre-
caution thereby allowing the lost function to be taken over in the event of a
failure. However, care should be taken that multiple failures of the same type
(common mode failure) cannot occur as, in this case, even redundant function
elements can fail spontaneously. To give an example: the shared supply of
energy to redundant structural units (for example, when redundant cooling water
pumps depend on one and the same electrical power supply).

Should a technical design meeting these criteria not be possible:

• concatenations of failures of the function elements of the various structural
units—failure mechanisms such as spontaneous and/or multiple failures of the
same type (common mode failure), causal chains and cascade effects—which
could lead to a safety-critical failure within the overall system must be rendered
discernible by active or passive operator checks.
[Note: Consequences resulting in a failure which is of itself non-critical but which
becomes a safety-critical failure event due to interaction with these consequences
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must be investigated. Safety-engineering methodology thus requires every one of
these individual failure modes to make itself visible or be made visible, although
the individual failure mode is not, of itself, safety-critical.]

If a technical design which satisfies this requirement is not possible because, for
example, this would impair dependability, the following will also apply:

• The probability of a multiple failure event (in other words, a simultaneous
functional failure of different structural units) which could lead to a
safety-critical failure within the overall system must not exceed a specific
limiting value which is in each case related to the particular type of service.10

The definition of such limiting values depends on the stochastic characteristics
of the failure behaviour of the structural units concerned and the—specified—
limiting value considered appropriate for the overall system.
The limiting values defined in each case relate to the proper functioning of the
function or structural unit concerned. Reducing the time base (e.g., due to early
mission completion) or limiting the function results in the originally stipulated
limiting value (of the probability of failure) retained does not contradict this
fundamental safety requirement.
In multi-processing or multitasking operation in real-time systems, overload
effects sometimes occur to which the system does not react in good time. The
cause is to be found in incorrect design or lack of proof of meeting worst-case
requirements. This situation occurs randomly but can be deterministically
detected and eliminated by using special methods.
The definition of limiting values for the maximum permissible probability of
failure must take into account the negative consequences to be expected in the
case of failure (extent of damage). Since this parameter can depend very
markedly on the spectrum of utilization (field of application of the system, such
as, for example, the chemical industry, road transport, transportation of haz-
ardous goods, shipping, energy conversion, structural steelwork), requirements
valid for the particular service field must be applied. To this end, proper
operation must be designed from the outset so that possible deviations due to
negligent handling (such as failure to comply with obligations or omissions) do
not lead to a safety-critical failure in the system.
In this context, the term “fault tolerance” is readily used. This means
“feed-forward” and “feedback” checks on safety and reliability. Since there is a
lack of the requisite databases with sufficient statistical soundness, these
methods work largely on the basis of expert opinions, so-called informed
guesses. Thought should be given here to how such reporting systems are to be
designed and implemented above and beyond the reporting obligation so as to
obtain the maximum yield of the knowledge deemed to be necessary. This also
calls for a reorientation of the error culture in Germany which culminates

10By “service” is here meant a utilization profile (function, course of time) which is to be defined
in the system specification.
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ultimately in communicating the first occurrence of an error and only taking
action against its recurrence (legally). Only in this way is it to a certain extent
possible to define “proper operation” so that it includes negligent and erroneous
action taking place in the belief of it being action as intended.

A systematic and appropriate procedure for safety-compliant design assumes in
addition that the following agreements are also taken into account in all
safety-related activities:

• For the system and every structural unit, the “safe state” (fail-safe) or “safe
functional behaviour” (fail-operational) must be clearly defined and recorded in
the corresponding specifications.

• The transfer of the affected system into either an operating state defined as safe
(e.g., an automatic train stop) or a function deemed safe (e.g., the emergency
landing of an aircraft at a nearby airfield) is an example of this.

• The technical design should be such that, in the event of multiple failure,
interactions in the failure mechanism which could lead to loss of function of a
sub-system or the overall system are excluded.

• Limiting values for failure probabilities which are required for the respective
structural units must be set such that fulfilling the safety requirements applicable
to the overall system is not put into question.

As regards the time response of the failure rates concerning safety-critical failures,
the requirements relating to service life (“useful life”) as laid down in the specifi-
cations of the structural unit in question will apply.

4.3.1.2.2 Sequence in the Procedure for Safety-Compliant Design

For all safety-engineering activities—including the corresponding verification—the
following sequence of methodologically appropriate measures applies with respect
to conceivable hazards:

• Exclusion of safety-critical failure events (failure exclusion due to natural or
technical integrity):
These are deterministic actions against a single failure. The basis of the pro-
cedure here is the preparation of “safety-compliant design of technical facilities
in the example of buildings and apparatus engineering installations” (see
Sect. 4.4).

• Exclusion of the consequences of safety-critical failure events (exclusion of
failure implications):
The procedure to be applied here is classic safety engineering (as is known, e.g.,
from railway engineering).

• Limitation of the probability of safety-critical failure events and/or defects by
application of reliability engineering:
The procedural basis for this is the VDI manual on reliability [2] (see also
VDI 4001 Part 1).
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This sequence relates to the safety engineering work sequence and does not rep-
resent a ranking of these measures for a safety rating. Passive or system-inherent
safety functions, which can be grouped under the term “inherent safety” (see
Sect. 4.2.2.1.3), are always to be preferred before active safety functions.
Safety-compliant design requires the exclusion from the outset of processes and
actions which result in effects that are unmanageable and thus cannot be adequately
limited. This is followed by the requirement of choosing from two alternative
possible solutions the one which would produce a lower impact. In the same way,
of two possible solutions the one should be chosen whose effects are better con-
tainable. Finally, the approach to a solution should be selected which comes closest
to making reversibility (in the sense of controllability) of the effects possible. This
procedure, which is defined through the sequence given above, assumes that the
function elements of all structural units in the system are in a demonstrably
fault-free and trouble-free state at the beginning of each utilization segment. Faults
which can arise during not only the production process but also maintenance work
must also be avoided or corrected by means of suitable precautionary measures.

4.3.1.2.3 Agreements About Demarcating Safety Engineering with Respect
to Reliability Engineering

The qualification for licensing of a safety-compliantly designed overall system is
based not only on its application maturity, which is characterized by an appropriate
level of safety, but also on economic efficiency during practical application, which
requires an adequate level of technical dependability and thus, possibly, of relia-
bility as well. Since precautionary safety measures closely correlate with depend-
ability, a meaningful mutual demarcation of their respective activities is required.

If it is assumed in this context that a technical facility should be designed to be
only safety-compliant, the economic efficiency of its operation will remain ques-
tionable. In other words, if the objective of not only a safe but also a reliable or
available overall system is not to be questioned, proposed precautionary safety
measures should not be implemented until corresponding account has been taken of
their effects on dependability. In this context, we might mention “commanded
failure”. One example of this is the automatic train stop initiated by the system
following a safety-critical failure. Although this stop is defined as a “safe mode”, it
does, nevertheless, reduce the dependability of the system, which in turn restricts its
economic usefulness. In this context, we are concerned with those cases in which
there is not even any safety-critical failure but a monitoring device reports a
safety-critical failure even though one as such has not occurred.

The deterministic analysis of safety is based on a maximum effect in the case of a
damaging event or a maximum influence in the case of a loading case (worst-case
analysis). In the probabilistic analysis of safety, the focus is on the frequency with
which a damaging event occurs (probability assumption) linked with the possible
extent of damage. In this matter, it is not the worst case which is considered but,
while taking probabilities of failure into consideration, reference is rather made to
the “maximum still acceptable risk” (consideration of the limiting risk).
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A “pessimistic” analysis is one in which an attempt is made by costly efforts to
exclude even the smallest risks. In an “optimistic” analysis, the emphasis is on
excluding the really unacceptable risks.

In this context, “precautionary safety measures” are to be understood as all
measures for controlling the development result which are to be applied to counter
special cases of functional failure in structural units: these are failures which cannot
themselves be excluded but which give rise to behaviour in the overall system that,
under the given functional, environmental and utilization conditions can lead to
injury to individuals and/or damage to property. A distinction should be drawn here
between technical and operational precautionary measures on the one hand and
preventive and corrective precautionary measures on the other. Priority should
always be given to measures which can be taken preventively. With the aid of
systems analysis methods (e.g., by means of timely failure analyses), corrective
measures can be reduced to the unavoidable minimum. To reduce the possibility of
human failure, which can never be entirely ruled out during the utilization phase,
technical precautionary measures should be given priority in the safety-compliant
design of systems and their structural units. The personnel operating the system
should be instructed and trained to have cross-system understanding and thus be
able to act as a possible “reserve” in the matter of system safety.

In a systematic approach, precautionary safety measures must, as regards the
particular structural unit and its interplay with other structural units in the overall
system, be selected and adjusted to each other so that the necessary safety verification
is coherent. Furthermore, these measures should be so selected that they do not clash
with the further goal of development—demonstrating with this technical facility the
economically efficient utilization possible with the new technology implemented in it.

Observation of “good engineering practice” and legal regulations is a necessary
but not sufficient condition for coherent proof of safety and dependability. Suitable
conditions are rather to be created by which the overall context of possible failure
causes and effects can be perceived and represented in a manageable form so as to
allow them to be taken into account in the technical design. These conditions are
created by the failure analyses11 which are to be conducted as part of a project.

4.3.1.3 Practical Application

By using the global safety-methodological approach, we have presented that it is
possible, in the interest of an increase in efficiency, to make it easier for the various
technical disciplines not only to communicate among themselves but also interact
on an interdisciplinary basis. The same applies to the collaboration of engineers,
economists, legal experts and other technical laypersons, such as people working in
the media. This has a beneficial effect in the case of technical innovation projects

11What is referred to here are the corresponding project arrangements, for example, in the form of
a guideline about the performance of failure analyses.
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and is conducive to an understanding of procedural concepts relating to safety. In
this way, it is possible to prevent safety concerns from being thrust out of the
engineer’s field of awareness as soon as improvements or other changes are made to
technical equipment, facilities or systems. In summary, it may be observed that
application of the global safety-methodological approach as presented here means
that all safety activities can be designed considerably more efficiently. Rescue
routes, rescue facilities, shutdown devices, automatic train stop systems and the
stability of structural units can all be designed more efficiently as regards safety
compliance. The suitability of procedural concepts for fire and avalanche protection
and occupational accident prevention can also be checked more efficiently.

The global safety-methodological approach presented here also takes into
account the realization, first presented in DIN 31004-1:1982-11 (see Sect. 4.2), that
absolute safety cannot exist, not even in technology. The Global Approach forms
the “envelope”, so to speak, which derives from the wealth of experience gathered
over the history of technology. It covers a range extending from the failure-analysis
approach of modern aerospace technology, methodologically appropriate solution
principles and the application of design catalogues in modern construction
methodology to the internationally established quality management system
according to DIN EN ISO 9001 “Quality management systems” (2009). This
methodological global safety approach exposes the hidden commonalities of classic
safety procedural concepts (which are still entirely application-specific) that, when
examined more closely, are only apparently different. On the basis of this under-
standing, both safety engineering and safety legislation must undergo a constantly
advancing process of integration.

If the present-day quality of life when technical risks have been mastered and
thus the personal safety of citizens is to be preserved in Germany and the EU, it
must be ensured that sufficient creativity is available in industry. The economies of
the EU cannot rely solely on the reduction of raw material reserves or trading in
goods and money. Therefore, quality of life and personal safety can only be
maintained in the long term if technologically creative forces remain effective in
creating innovative systems, products and technical facilities whose usefulness
must be guaranteed. In the creation of innovative technical products, this economic
constraint makes it necessary to an ever greater extent to take objectives such as
“safety” and “economic utility” also into account.

The approach described here also pursues the goal of how interdisciplinary
interaction can be promoted in the field of safety engineering on the basis of an
efficient global approach. It is also important to ascertain how the seemingly
contradictory objectives of “safety” and economically reasonable “dependability”
can be tackled as a holistic system concept. Only by means of an appropriate quality
management12 system, the creation of technical safety can be verified and traced.

12The term “quality management” used in this publication covers primarily the secondary field of
“technical controlling”, and this is the sense in which it has most recently been promulgated by
politicians and journalists.
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4.3.2 Implementation of the Safety Concept

The quality characteristic of “technical safety” usually includes—depending on the
extent and complexity of the technical equipment in question—several relevant
individual characteristics. Each of these individual characteristics must be generated
during the design and manufacturing process of the technical equipment in question
(product, technical facility, system). Technical safety must be demonstrated during
the course of quality assurance measures and preserved by means of maintenance
work. The safety concept thus created must be put into practice for the project
design in this way:

• transfer of the systematically developed safety concept into project and system
specifications,13

• safety requirements relating to the design of the system and its structural units or
function elements,

• determination of the safety requirements which are subject to verification
(public-technical safety),

• determination of the safety requirements on which obtaining operational
approval depends and

• collection and evaluation throughout the entire product life cycle of all
safety-critical failure modes occurring as “lessons learned” for “experience
feedback”.

4.3.2.1 Safety-Engineering Flow Chart

The conditions listed above have been coordinated systematically with each other in
such a way that a procedure is established. This is uniformly applicable to not only
the project, new technology thereby created and conventional technology employed
but also the assessment by the competent supervisory body. A further general
possibility of application would be for damage investigations of technical
equipment.

A valid work and evaluation methodology is thus set up for the entire scope of a
project, and it brings the indispensable safety-compliant design criteria for
achieving approval into a quantitatively assessable relationship with those design

13The safety concept worked out within the context of the conceptual design and definition of a
technical project corresponds to this early state of knowledge which is constantly expanded during
the course of the project. The set of systemic instruments of configuration management ensures
and will keep ensuring that all further findings emerging from the course of the project are
systematically added to the rolling project definition and brought to the notice of those involved.
This concerns, in particular, the quality attribute of “technical safety”.
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criteria that are important for the intended utilization and, thus, technical
dependability.14

The procedural and decision-making methodology shown in Fig. 4.2 (flow
chart) forms the appropriate working basis for developing and judging decisions
regarding the adequacy of safety design features.

The procedural and decision-making methodology for creating safety in tech-
nical equipment is included in a legible resolution in this publication.

4.3.2.2 Explanatory Notes to the Flow Chart

4.3.2.2.1 General Structure

The individual elements of the flow chart are given a number as a cross-reference to
the explanatory material. Due to this numbering, the various steps in taking action
and making decisions can be demarcated from each other accordingly in both
safety- and reliability-related works. For reasons of clarity, the elements of the flow
chart are numbered in the form of a grid. The first numeral here indicates the nature
of the step in question as follows:

1.n Action and decision steps in which the causes and effects of failures are
systematically determined in order that the necessary conditions are created for an
effective execution of all safety activities

2.n Safety-related action and decision steps in which, in the probabilistic approach,
stochastic failure behaviour is dealt with

3.n Safety-related decision steps in which, in the deterministic approach, failure
behaviour that can be grasped in this form is dealt with

4.n Action and decision steps which are necessary to be able to deal with the
stochastically determinable effects on dependability of the safety-oriented technical
precautionary measures provided

5.n Safety-related action and decision steps which are necessary to be able to establish
the deterministically ascertainable effects on dependability of the safety-oriented
technical or operational precautionary measures provided

6.n…
11.n

Assessment of the chosen technical design with respect to its safety-compliant
design and its impact on dependability

14It has become established in some fields of technology that technical safety is only obtained
when, in the event of a safety-critical disturbance, the system concerned is put into a, by definition,
“safe state”. This “safe state” is often equated with a switching-off (to be commanded) of the actual
utility function. Switching off the intended utility function does, however, impair the depend-
ability which is essential for the practical application.

Dependability is also the measure of the ratio of the actual usability and the technically
possible (intended) usability.
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Fig. 4.2 Procedural and decision-making methodology (flow chart)
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4.3.2.2.2 Using the Flow Chart for the Technical Design of Products

Firstly, a procedure should always be preferred which is oriented towards deter-
ministically ascertainable relationships in order to achieve a safety-compliant
technical design (keyword: “fail-safe”):

• A safety-compliant design and its assessment can be carried out without the
additional effort required to capture and deal with stochastic failure behaviour.

• The advantage of the deterministic approach comes into play in particular when
changes in the technical design become necessary.

• It is usually assumed that deterministic approaches tend to make it possible to
keep costs within a manageable framework in safety-compliant design. This
advantage—in many cases only a supposed one—is opposed by the fact that
consequential costs will arise which could otherwise have been avoided with
such short-sighted considerations of safety.

Note: The deterministic approach is based on the influence of stochastic phenomena
being practically negligible (continuity view).

Application of probabilistic approaches for safety-compliant technical design
(keyword: “fail-operational”) does, however, expand the possibilities for providing
proof of safety. Nevertheless, this approach should only be provided for cases
where a deterministically justifiable safety-compliant design is not possible,
whereby the following should be noted:

• Proof that the selected technical design ensures adequate safety is usually
combined with greater effort.

• Reliability engineering, which is to be applied for probabilistic approaches,
recognizes the following distinctions with regard to quantitative information:

– the true behavioural parameters,
– the forecast estimated parameter value and
– the observed parameter.

The “true behaviour parameter” is not known until utilization is completed at
final decommissioning and is, therefore, not suitable as a criterion for decisions
about the technical design or its assessment.

The “forecast estimated parameter value”, on the other hand, is an entirely
usable criterion by which a decision can be made about the technical design. It is
only suitable as an assessment criterion when—as is the case in space travel in
particular—here is agreement between the system director and supervisory insti-
tution regarding the informativeness of the failure rates of structural units and
elements used for reliability analyses.
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Therefore, the adequacy of a safety design may be judged solely on the basis of
the actual “observed parameters”. The effort required for demonstrating an
appropriate level of safety (mentioned at the beginning) results from the fact that the
low failure probability permissible in this context can only be confirmed by sta-
tistical and, therefore, relatively lengthy, extensive and often quite costly qualifi-
cation testing.

The parameters referred to in this context are stochastic in nature and therefore
can only be quantitatively determined by using statistical methods. Thus, param-
eters derived from actually observed parameters by applying generally accepted
statistical calculation methods are just as suitable for proof of safety as the actually
observed parameters themselves. This does, however, depend on there being a
sufficient level of statistical confidence.

What this means for the practical implementation of proofs of safety is that
“observed parameters”, statistically sound “forecast estimated parameter values”
and, on this basis, “extrapolated estimated parameter values” are to be regarded as
of equal importance.

Independently of the safety analyses explained here, which should be used for
the technical design, even reliability analyses are of course based on the stochastic
failure behaviour of these technical devices.

4.3.2.2.3 Explanations of the Technical Steps in Creating Technical Safety

Before the flow chart can also be used for assessing the individual technical design
steps, detailed explanations of the individual activity and decision steps are nec-
essary. They are listed below in numerical order.

Action Step 1.1

Preconditions for all safety-related activities are that the failure behaviour of all
function elements of the structural unit under consideration is fully and correctly
captured and presented in a clear and unequivocal form.

For this to be possible, both the function elements of this structural unit and its
functional behaviour (according to the function tree) must be deterministically
captured. The following VDI standards may be referred to here:

• VDI 2221 “Systematic approach to the development and design of technical
systems and products”,

• VDI 2222 Part 1 “Design methodology—methodical development of solution
principles” and

• VDI 2223 “Systematic embodiment design of technical products”

in order to determine the function structure (function tree) with main functions,
subordinate sub-functions and the corresponding function elements.

In order to cover stochastic failure behaviour as well, interactions with the
structural units involved in the function (failure mechanisms) must be captured in
the same way and presented in an unambiguous form.
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Action Step 1.2

Performance of failure analyses15 is the decisive action step in systematically
capturing both failure possibilities and their causes and effects. The effectiveness of
each subsequent action step crucially depends on the care with which these analyses
are carried out, especially with regard to the elimination of possible causes of failure
and the selection of suitable precautionary measures. In view of the importance
attached to carrying out failure analyses for safety-related activities, such work
should be performed according to a standard model and uniform criteria. This, in
turn, is a precondition for the results of the individual analyses being directly
comparable without further ado and—if necessary—always transparent. In this
way, the situation is finally created in which even cross-system aspects can be fully
captured and made accessible to all safety-related activities.

For the function elements determined with the aid of the previously mentioned
function structure, their failure behaviour is analysed by assigning each of these
function elements—where applicable—to one of the following possible failure
modes:

• As regards the structure of the analysed function element:

– untimely function structure,
– unqualified function structure and
– missing function structure.

• As regards maintaining the function element concerned:

– degraded function and
– lost function.

• As regards termination of this function element:

– unqualified function termination.

The following categories of possible failure causes must be systematically taken
into account here:

• temporally random failure of the structural unit concerned,
• environment-related failure of the particular function elements of the selected

structural unit

15Failure analyses of this kind are also known under the terms

• “Failure and fault effect analyses” (FFEA),
• “Defect mode and effect analyses” (DMEA),
• “Failure mode, effect and criticality analyses” (FMECA),
• “Event tree analyses“ DIN 25419) and
• “Fault tree analyses“ (DIN 25424).
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[It should be taken into account here that environmental influences can not only
cause a failure in a deterministically transparent manner (e.g., failure occurring
immediately after a lightning strike) but also lead to a higher probability of
failure (failure rate) which can only be captured by a probabilistic approach (as
would be the case, e.g., as a consequence of solar irradiation).] and

• utilization-related failure caused by unintentional operator error.

In order to make it possible to capture stochastic failure behaviour, the generalizing
assumption is usually made that the causes of failure are independent of each other.
Consequently, the safety-compliant design in particular must ensure that unwanted
interactions or so-called cascade effects are prevented (see also Action Step 2.6).
Notwithstanding this, it must be taken into account when capturing stochastic
failure behaviour that even under this condition there can still be dependencies. This
could be the case if the causes lay outside the technical equipment being
designed—in other words, were due to jointly acting environmental conditions.

The independence of multiple failures is often assumed but it must be made (at
least) plausible, for example, by reference to spatial or operational redundancy,
diversity and similar factual contexts. If this is not possible, so-called common
mode or “common-cause” failures should be considered.

Action Step 1.3

A whole series of proven analytical tools are available for carrying out this action
step with which the following aspects can be systematically captured and assessed
on a safety-methodological basis:

• complete definition of the failure mode,
• causing failures in higher-level functions,
• conceivable effect of failure chains (cascade effects),
• failures “delivered” to the function element under consideration,
• failures triggered by the function element under consideration,
• careful and clear distinction between failure mode, cause of failure and failure

effect for each individual function element,
• the function tree represents the “scaffolding” for the derived fault tree

[Note: The fault tree is independent and only to be drawn up on the basis of the
function tree of the system and its components. In other words, project plans
must already exist into which the results of the first FMECAs have been
incorporated and which may have led to changes in the original system struc-
ture. The completed fault tree can then be compared with the original function
tree for the purpose of locating any inconsistencies. The fault tree is a model of
the logic structure of the relationships between possible faults. Furthermore, it is
an interaction model of the possible faults and, ultimately, an algorithm for
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determining the so-called minimal cut sets of events which can lead to various
failure states of the system.
Not until the basic elements of the fault tree have been substantiated by prob-
ability values can a quantitative analysis be considered. Whether an event tree
to which the corresponding fault trees are to be attached should be put first is a
question to be clarified in the individual case.] and

• evaluation of the criticality of the effect for every individual failure mode of a
function element:

– safety-critical effect (basis for the conceptual design of safety functions and
failure tolerance—keyword: “fail-safe”) and

– safety- and reliability-critical effects (keyword: “fail-operational”).

The failure possibilities collected are to be classified as follows on the basis of their
impact on the overall system:

Effect of the
failure mode

Classification of
the failure mode

Criteria for classification

Supercritical
fault

Class A Immediate danger since the behaviour unleashed by
the failure cannot be controlled with the prescribed
means

Critical fault Class B Hazard which may result in injury to persons or
damage to property if the behaviour triggered by the
failure is not made controllable by suitable
precautionary measures

Major fault Class C Utilization is considerably restricted or entirely
prevented

Minor fault Class D Utilization is impaired only slightly or not at all

Incidental
fault

No failure Negligible deviation without affecting functional
behaviour

In this context, the following activity and decision principles apply:

• Class A failures are not permissible according to safety methodology. They
must be prevented by a suitable structural design which complies with “gen-
erally accepted sound engineering practice” (keywords: natural and technical
integrity).

• Class B failures must be combated by technical and/or operational precautionary
methods in accordance with safety methodology. Class B failures are to be taken
into consideration in safety engineering, may be identical to a Class C failures
and usually make repair work necessary.

• A Class C failure is present when, due to this, the envisaged or specified
utilization profile cannot be maintained. Class C failures are to be taken into
consideration in reliability engineering, can contribute to a Class B safety-
critical multiple failure and make repair work necessary.
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• A Class D failure is present when, despite this failure, the utilization profile can
still be maintained. Class D failures can contribute to a Class B safety-critical
multiple failure and make repair work necessary.

Action Step 1.4

It is recommended for deterministic approaches that initially only the Class B single
failure is to be taken into account within the context of safety activities.

As regards probabilistic approaches, the Class B single failure initially no longer
needs to be taken into account in the context of the safety-methodological proce-
dure. However, all those Class C and Class D failures must be taken into account
which could result in a Class B safety-critical multiple failure. Even a Class B
safety-critical single failure is to be taken into consideration only in cases where
stochastic failure behaviour in interaction with facilities for precautionary safety
measures, so-called safety-engineering or operational safety measures, is also to be
captured.

Class C failures should be taken into consideration for reliability work. Where
Class B safety-critical failures also impact reliability and thus dependability (key-
word: “commanded failures”), they should also be regarded as Class C failures.
This is then always the case when, upon a Class B safety-critical failure occurring,
the safety-engineering equipment provided causes a Class C major fault (e.g., by
shutting down or inhibiting operation).

Decision Step 1.5

In contrast to the single failure, multiple failure often involves more complex and
not immediately comprehensible failure mechanisms. The failure mechanism in
question must first be rendered transparent by capturing, without omissions, the
interaction of all cases of single failure involved in the safety-critical multiple
failure.

Note: For the sake of clarity, it is necessary to define reasonable boundaries as
regards completeness by which the cases of single failure involved in the
safety-critical multiple failure can be captured. It is essential to coordinate these
demarcations with the competent supervisory institutions (public safety/legal
approval).

Action Step 2.6

The following safety-methodological principles must be observed in connection
with the treatment of a multiple failure:

• Every single failure is deterministically predictable, so its effect can also be
determined deterministically in advance (determinable). Although the time
when a failure occurs is always random, in other words stochastic, this has no
relevance to the selection of suitable safety technology since this selection is
also based on deterministic points of view.

• According to the general agreement on safety engineering, a single failure must
not cause or make possible any safety-critical failure (Sect. 4.3.1.2.1). It follows
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necessarily from this that a safety-critical multiple failure can result only from
cases of single failure which are not of themselves safety-critical. It follows from
this in turn that not only the time at which a multiple failure occurs is stochastic
but also the occurrence of the multiple failure itself. This is why a multiple
failure can be properly captured in its full extent in the final analysis only by a
probabilistic approach.

• Although probabilistic approaches do require a certain mathematical systematics,
for pragmatic reasons it may be necessary to make simplifying abstractions.
Cases of single failure which are involved in the interaction with a multiple
failure must, as regards their occurrence, be independent of each other. This
independence is present when there are neither technical (function logic) nor
operational (operationally necessary) links (logic operations). However, in this
regard independence also means that no shared causes of failure are to be
expected (see also Action Step 1.2). With the sequential occurrence of cases of a
single failure which are mutually independent, even the (quasi-) “simultaneous”
occurrence of multiple cases of single failure is covered as a borderline case.
Consequential failure is to be treated in safety methodology in the same way as a
single failure, namely in a holistic consideration with the initiating failure as
cause.

• A multiple failure is to be expected when the technical design of the affected
structural unit(s) has at least one of the following function-logic or operational
link characteristics:16

– Deterministically detectable links

Conjunctive link
A deterministically detectable link exists when technical functions and
operational activities substitute for each other. This is usually achieved by
function-logic and/or operational redundancy.
Note: Redundancy is a measure in reliability engineering by which a
reduction in failure probability is always achieved. However, a redundant
arrangement will not ensure appropriate safety unless it can be demonstrated
that the failure probability thereby achieved remains within permissible
limits (see also Decision Step 2.11).
Inclusive-disjunctive link
A link of this kind, which is also deterministically detectable, is present
when technical features and/or operational activities that are not provided as
a redundancy are complementary to the envisaged overall function. In this
case, it is to be assumed that failure of a sub-function will always entail a
failure of the overall function. This type of link is present, for example, in
devices whose function depends on energy supplies.

16The definitions given in DIN 25419-1 are used here. However, not every possible switching
logic link is also usable for safety-related considerations, such as an “exclusive disjunctive link”.
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Negation link
This type of a deterministically detectable link exists when technical capa-
bilities are mutually interlocked fully or partially. A failure of the overall
function will only occur when the function of the mutual interlock fails. One
example of this kind of link is the mutual interlocking of the electrical
service brake and mechanical backup brake of a maglev train vehicle, which
is provided to ensure that impermissible brake-related force effects on the
vehicle are prevented. (Simultaneous operation of both braking systems
would necessarily result in unacceptable overstressing of the track.)

– Stochastic manifestations

Complex meshing of functions
These are links which, due to their complexity, can no longer be properly
and fully captured by a deterministic approach alone.
The modes of operation of integrated switching circuits come under this
form of manifestation just as dynamic alternating functions do in automat-
ically running open- and closed-loop control processes.
Note: Unlike deterministically detectable links, such complex functional
meshings (Markov chains and Markov processes) are not suitable for the
way in which a function tree is presented.
The failure behaviour of complex meshings of functions can only be fully
captured by a probabilistic approach. The following abstraction is permis-
sible within the context of this approach:
It must be ensured by a design of the structural unit in question which is
suitable from the reliability engineering point of view that, with the func-
tional and/or state features provided (which are taken as input parameters),
the expected output parameter is present with sufficient probability at the
predetermined time and specified location. It is not necessary here to con-
sider the functional processes in the structural unit itself.
Within the context of safety engineering, an abstraction of this kind does,
however, require additional function-logic plausibility analyses with regard
to the interaction of mutually independent input parameters and the corre-
sponding output parameters depending on them (e.g., non-equivalence,
majority “decision”).

Action Step 2.7

• Deterministically detectable links
The form of representation showing a function tree with all relevant failure
modes (following DIN 25424) is recommended as an aid in determining and
presenting functional logic and operational links. In this matter, a sub-
representation of the higher-level function tree must clearly show as a result of
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which link the failure modes (not in themselves safety-critical) of function
elements of the structural units concerned will lead to a safety-critical failure in
the overall system.

• Stochastic forms of manifestation
The type of representation suitable here is the state diagrams which have proved
their usefulness in reliability engineering (see, e.g., VDI 4008 Part 5 “State flow
graphs”).

Action Steps 2.8.1 and 2.8.2

The interaction of the structural units involved in the safety-critical multiple failure
is obtained from, on the one hand, the fault tree and, on the other, the state diagrams
(see also Action Step 2.7). However, it must be ensured by a systematic (as a rule,
formalized) flow of information that the failure mechanism in question is also fully
and unequivocally captured when responsibility for the structural units concerned
extends over different, legally mutually independent areas.

Note: The difficulties here are normally to be found not so much in the factual
capture of the failure behaviour as in the willingness with which the necessary
information is supplied in a comprehensive form that is comprehensible at all times.
Both the capture and the evaluation of the required information about failure
behaviour can be systematized with a general specification for the performance
of failure analyses.

Action Steps 2.9.1 and 2.9.2

Before the probability of such a multiple failure occurring can be determined, the
corresponding organizational conditions must be created for this action step as well.
These are used for systematically determining failure probabilities for not only the
structural unit under consideration (Action Step 2.9.1) but also the other structural
units involved in the multiple failure (Action Step 2.9.2). The corresponding
agreements on standardizing procedures while paying due regard to responsibilities
can be regulated in a general specification: general specification for the work
fields “reliability” and “dependability”.

Action Step 2.10

The probability values obtained in Action Steps 2.9.1 and 2.9.2 should first be
made accessible to the field of responsibility for the structural unit in which the
safety-critical effect of the multiple failure in question manifests itself.

This action step cannot on its own offer any guarantee that the failure mechanism
concerned is fully captured or that any further possibilities of multiple failure are
detected. Therefore, a central responsible body (contact point, and focal point) is
essential where all relevant information converges.

Details of cooperation with a central contact point of this kind can be defined in a
general specification for the work areas “reliability” and “dependability”.
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Decision Step 2.11

In accordance with the measures for the standardization of project execution,17

safety-engineering requirements must be stipulated in the specifications for each
structural unit. Should the structural unit be expected to experience a safety-critical
multiple failure, a limiting value for the failure probability should be indicated here
and the corresponding failure modes listed.

This limiting value should be selected such that its fulfilment means a level of
safety is guaranteed which is reasonable in an evaluative comparison with systems
already generally accepted by the public. Provided compliance with a limiting value
of this kind can be demonstrated for the technical design of the structural unit
concerned, additional safety engineering can be dispensed with.

However, this will usually not be possible. If a case arises in which the prob-
ability of a safety-critical multiple failure exceeds the permissible limiting value of
acceptability (risk assessment), it will be essential, even with regard to probabilistic
procedures, to provide additional safety technology which is also appropriate from
the cross-system point of view. At least, the consequences of a multiple failure of
this kind are to be controlled by suitable precautionary measures (e.g., by short-
ening the duration of the specified utilization profile). The factual condition for this
is that each case of single failure, although of itself not safety-critical, manifests
itself early enough.

Note: If additional safety equipment is provided, more technical functional- or
operational-action elements will necessarily be involved in a multiple failure of this
kind than with the technical design originally envisaged. Consequently, it will be
necessary to start again at Action Step 2.7 with the additional safety equipment
included. This recursive process should be repeated until the transition from
Decision Step 2.11 to Decision Step 4.13 is objectively justified.

original multiple failure
þ

failure of the safety equipment
¼

expandedmultiple failure

Decision Step 3.6

The state-related and functional properties of a structural unit will, by their nature,
be captive if they—provided they are used as intended—can be traced back to
characteristics which not only correspond to known laws of nature but are also
constantly and uninterruptedly effective. These properties cannot be affected by
either other natural influences or influences originating in the overall system of
which this structural unit is a part. This situation is referred to as natural integrity.

17In this context, please refer to the following management tool: the model specification.
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Such characteristics include, for example, the effect of gravity, radioactive decay,
the earth’s magnetic field and the speed of light.

Decision Step 3.8

The state-related and functional properties of a structural unit will, by their nature,
be captive if they can be traced back to characteristics which were verifiably taken
as a basis for the technical design and which cannot change over the course of the
intended service life.

A prerequisite for the admissibility of the corresponding verification is, however,
that, on the one hand, the constructive design complies with generally accepted
sound engineering practice. On the other hand, proof must be provided and doc-
umented that the execution of work actually corresponds to the intended con-
structive design (quality assurance and inspection). This situation is referred to as
technical integrity.

Examples of these characteristics are found in holding and support functions,
standardized shrink fittings, secure fasteners, forced guides, permanent magnets,
guided, unbreakable compression springs and adequate creep and flashover dis-
tances from high-voltage equipment.

The special aspects of the “technical integrity” situation, which is to be con-
sidered deterministically, are presented in more depth in this guideline to “technical
safety” (in this regard, see Sect. 4.4).

Decision Step 3.9

If the constructive design of the structural unit concerned does not permit the
exclusion of a safety-critical failure, precautionary safety measures should be taken
to tackle the hazardous consequences of this failure in an appropriate manner. In
order to keep the effort involved within limits, it is advisable to investigate first the
extent to which relevant safety equipment can be incorporated directly into the
structural unit immediately superior in the hierarchy. A failure consequences
exclusion will then be conclusively justified on grounds of natural and/or technical
integrity when, despite a conceivable failure, a “safe state” is preserved as defined
in the specification of the relevant higher-level structural unit (which is not the
structural unit under consideration) or when “safe behaviour”, also defined there,
remains guaranteed.

However, a failure consequences exclusion which is justified by the function of a
safety device will only be permissible when a failure exclusion or, if applicable,
further failure consequences exclusion18 is justified for the safety-engineering
equipment itself.19

18Although entirely permissible from the methodological point of view, a further exclusion of the
consequences of failure should, if at all possible, be avoided in order to maintain the clarity of the
function elements of the structural unit in question.
19If this is not possible technically or objectively, the proof of safety may need to be provided with
the aid of probabilistic approaches, such as, for example, the introduction of redundancies.
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Decision Step 3.11

If the decision described under Decision Step 3.9 is not possible—that is, incor-
porating the safety-engineering equipment directly into the structural unit imme-
diately superior in the hierarchy—the corresponding safety-engineering equipment
can also be incorporated into a different and hierarchically non-assignable structural
unit.

As a result of this measure, the corresponding interfaces must be defined as well.
A failure consequences exclusion will then be conclusively justified when,

despite a conceivable failure, a “safe state” is preserved which arises as a result of
reference to Action Step 2.6. This is to be defined in the specification of the
structural unit concerned (which is not the structural unit under consideration). The
aim here is for a defined “safe behaviour” to remain guaranteed in the system.

original single failure
þ

failure of the safety equipment
¼

multiple failure ðreference to Step 2:6Þ

Decision Step 4.13

The following failure modes are to be taken into account within the context of this
decision:

• failure which, although of itself reliability-critical, is, however, involved in a
safety-critical multiple failure,

• failure which, although of itself safety-critical, is, however, reliability-critical in
effect as a result of the safety equipment provided and

• other reliability-critical failures of the structural units in question which need not
be affected by the field of activity of safety engineering.

Safety-critical single failures which have no effect on reliability are not taken into
consideration in this context.

Action Step 4.15.1

Where reliability-critical failures are commanded20 for the structural unit concerned
as a result of precautionary safety measures, the probability of their occurrence
should be determined here (see Action Step 2.10).

However, the effort then involved in dealing with possible multiple failures should be taken into
account (see Sect. 4.3.1.2.1).
20Definition based on DIN 25424-1.
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Action Step 4.15.2

The value of the function-related failure probability of the structural units con-
cerned as obtained in Action Step 2.10 should be accepted here.

Action Step 4.16.1

In this action step, any redundancies which may be required are specified. At the
same time, the possible common mode multiple failure of the structural units
concerned is determined while taking into account all random (spontaneously
failing), environment-related and utilization-related failure modes.

Possible examples might be “overvoltage” as a cause of spontaneous (but
otherwise random) failure, “lightning strike” as a cause of environment-related
failure and “operator error” as a cause of utilization-related failure.

Action Step 4.17.1

In this action step, the degree of reliability is determined in which commanded
reliability-critical failure is taken into account. All further reliability-critical failures
of the structural unit affected by the multiple failure under consideration which do
not have a direct relation to the safety-engineering equipment are also to be
included here.

Action Step 4.18

The usual procedure in reliability engineering is applied as part of this action step to
determine the overall reliability of that structural unit which, due to its hierarchical
classification in the system structure, is affected by the multiple failure under
consideration.21

Decision Step 4.20

In accordance with the measures for the standardization of project execution,22

requirements relating to dependability and, where applicable, reliability are to be
laid down in the specification for each structural unit on the basis of a centrally
managed apportionment. The minimum limiting values for dependability and
reliability should be given and the corresponding failure modes listed individually
at this point.

The corresponding limiting value should be selected so that compliance with it
means a degree of economic dependability is assured which is competitive in
comparison with other proven systems.

Decision Step 5.12

Under certain circumstances, Decision Steps 2.11, 3.9 and 3.11 could lead to
safety-engineering equipment having to be provided and used in order to obtain a

21As a working basis, see the VDI handbook on reliability VDI–Handbuch ‘Zuverlässigkeit
(VDI 4001 ff.) [2].
22In this context, please refer to the following management tool: the model specification..
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safety-compliant technical design. Safety equipment of this kind cannot usually be a
component part of the structural unit under consideration. In such cases, it will be
necessary to apply the same safety-methodological procedure to this safety
equipment as well. If a failure of this safety equipment cannot, for its part, be
excluded (see Decision Steps 3.6 and 3.8), this failure, which in itself is already a
safety-critical single failure of not only the structural unit under consideration but
also the equipment provided by safety engineering, should be classified as a
safety-critical multiple failure (see Action Steps 2.8.2 and 2.9.2). This applies even
if other safety equipment is to be provided (see also the assessment according to
Preliminary Result 8.21).

Decision Step 5.13

The general requirement for an appropriate level of safety assumes that there is a
corresponding safety-compliant technical design in accordance with Action Steps 2.
n and 3.n. This demand does, however, make it equally necessary for failures which
lead to deviations from the safety-compliant target state to be made detectable in a
timely fashion so that the technical and/or operational precautionary measures
provided for this situation can become appropriately effective. This is crucial if
deviations from the “safe state” or “safe behaviour” are to be countered at all times.

In this regard, there are deviations from the safety-compliant target state under
the following conditions:

• With failure consequences exclusion (see Decision Steps 3.9 and 3.11):

– Every function-related failure of the structural unit itself is always to be
classified as safety-critical without taking into account any safety equipment
which may be provided and

– Every failure of the safety equipment provided which renders it ineffective is
also to be classified as a safety-critical failure.

• With limitation of the probability of failure (see Decision Step 2.11):

– Every function-related failure of the structural unit under consideration
which is involved in a safety-critical multiple failure must automatically
make itself visible. The presentation of the corresponding displays is to be
assigned—appropriately and in compliance with human factors requirements
—to not only the technical precautionary measures becoming effective in
each case but also the operational precautionary measures to be taken.

To ensure that the consequences of a safety-critical failure really can be excluded,
care should be taken in the technical design of the structural unit(s) concerned so
that an adequate response time is left for the technical and/or operational safety
measures provided. Only then can these precautionary measures take effect. For the
treatment of safety-critical multiple failures by reliability engineering methods,
account must also be taken of the response times which must be available to any
safety measures provided depending on the failure mode.
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The foregoing considerations indicate that even after the onset of a failure a
period of time normally remains before the behaviour in the overall system
becomes, with the means available, no longer controllable for countering injury to
individuals and/or damage to property. The following decision depends on this
“safe residual operating time” and the time-related possibilities for failure detection
and (system) safety: whether inhibition of the (system) function is necessary or a
failure (or fault) message (malfunction indication) will suffice for the appropriate
operational safety measures to be initiated. Figure 4.3 shows the corresponding
time relationships.

An envisaged safety measure is not suitable unless the total time span required
for fault detection, tripping of a safety device and the safety response is shorter than
or at least equal to the “safe residual operating time”. This can also be taken to
mean, for example, the amount of time which corresponds to the available braking
distance in a braking operation.

The decision whether an immediate inhibition of function should be initiated or a
message to initiate the appropriate operational measures suffices depends on the
ratio between the safety delay time tS and the critical safety delay time (tS)K. Should
this ratio, taking into account the statistical confidence interval, take a value � 1,
the envisaged safety measure is regarded as unsuitable as such.

Fig. 4.3 Time context
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The following classification of safety measures applies in general to higher-level
operations:

• Initiation of an immediate inhibition:

– immediately initiated stopping of a function at a non-predetermined place
making use of the normal operational equipment (e.g., electrical emergency
brake in the case of a rail vehicle),

– immediately initiated stopping of a function at a non-predetermined place
making use of operational auxiliary equipment (e.g., mechanical emergency
brakes in the case of a rail vehicle) and

– continuation of the function with the earliest possible destination-related
stopping of the function at a place provided for this purpose, irrespective of
the permissible or possible operational state (e.g., driving speed in the case of
a rail vehicle).

• Initiation of an operational stop or closing down the function:

– Continuation of the function until the current operating cycle23 has finished
with a destination-related stop at the place provided for this purpose (e.g., a
scheduled stop at a station in the case of a rail vehicle).

– Continuation of the function until the current operating cycle has finished,
with a destination-related stop at the place provided for this purpose and
followed by the system being put into a maintenance cycle (e.g., a proper but
unscheduled shutdown in the case of a rail vehicle).

– Continuation of the function until conclusion of the envisaged mission cycle
with a reduction of function to the necessary level followed by the system
being put into a maintenance cycle (e.g., in the case of a rail vehicle, a proper
but scheduled shutdown).

On the basis of this classification, suitable technical and/or operational safety
measures are to be selected for the technical design of the structural unit concerned
with a view to getting the ratio tS/(tS)K as close as possible to the limiting value of 1.
This is a design criterion which not only ensures an adequate level of safety but also
helps to prevent a disproportionate impairment of the reliability of the overall
system.

Action Step 5.14.2

Unlike the immediate initiation of a function or operation inhibition, the influence
of operational safety measures on reliability is often not readily apparent.
Safety-critical fault messages (malfunction indications) are often routinely used as a
way to take systems out of operation by means of operational safety measures. This
creates a state corresponding to one with regard to reliability engineering which also
arises following a technical failure (a technical disturbance).

23These cycles should be defined in the project or system specification.
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In terms of effective reliability work, it is, however, essential to also take into
consideration reliability-critical states commanded by operational safety measures.
Nevertheless, a comprehensive knowledge of all operational safety measures is
required in order to be able to determine thosemeasures which have reliability-critical
effects.

Signalling devices should be provided as technical safety equipment so that
operational safety measures can be initiated.

Decision Step 5.15.2

Since operational safety measures are executed by individuals, the possibility of a
safety-critical state arising due to erroneous execution cannot be excluded. Since
human dependability or reliability still has its limits, even after comprehensive
training, acknowledgement messages are essential to make even operational safety
measures conclusive in themselves. The technical acknowledgement device
required for this is a logical component of the signalling equipment provided.

Decision Step 5.16.1

This decision-making step should cover those technical safety features with which
reliability-critical failure in the overall system is commanded. These failures should
be attributed to the structural unit under consideration in every case.

It should be taken into account in this regard that the safety device provided to
initiate inhibition can, as a self-contained structural unit, also fail. The
safety-methodological flow chart should also be used for processing failures of this
structural unit.

Decision Step 5.16.2

This decision-making step should cover those operational safety measures with
which reliability-critical states in the overall system are commanded. These
function-related failures should be attributed to the structural unit under consider-
ation in every case.

It should be taken into account in this regard that the signalling and acknowl-
edgement device provided for this as a technical safety device can, as a self-contained
structural unit, also fail. In the same way, the operational safety measure provided in
every case can be executed incorrectly. The safety-methodological flow chart should
also be used for processing failures of the signalling and acknowledgement device.

Action Step 5.17.1

In this action step, the probability should be determined of the occurrence of a
safety-critical failure of the structural unit under consideration which, due to the
technical safety device provided, commands a reliability-critical failure in the
overall system.

Action Step 5.17.2

In this action step, the probability should be determined of the occurrence of a
safety-critical failure of the structural unit under consideration which, due to the
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operational safety measure provided, commands a reliability-critical failure in the
overall system.

Action Step 5.18.1

As part of this action step, the usual procedure in reliability engineering is applied to
determine the dependability or reliability of the structural unit concerned. Those
failures of the structural unit which, due to the operational safety device provided,
command reliability-critical failures in the overall system are also to be included here.

Action Step 5.18.2

As part of this action step, the usual procedure in reliability engineering is applied
to determine the dependability or reliability of the structural unit concerned. Those
function-related failures of the structural unit under consideration which, due to the
operational safety means provided, necessarily lead to a reliability-critical state in
the overall system are also included here.

Action Step 5.19

In accordance with the measures for the standardization of project execution24

requirements, requirements relating to dependability or reliability must be stipulated
in the specifications for each structural unit. At this point, the minimum limiting
values for dependability and reliability (apportionment) should be given and the
corresponding failure modes listed individually.

Decision Step 5.20

This limiting value should be selected so that compliance with it means a degree of
economic dependability is assured which is competitive in comparison with other,
in some cases proven, traffic systems.

The inclusion of reliability-critical failures commanded by safety-critical failures
of the structural unit in question supplies a comprehensive assessment standard for
the reliability-compliant design of the structural unit under consideration. The
advantage of this approach is that the causes of failures will always remain assigned
to the structural unit in which these failures arise, no matter what impact they have
on the overall system.

Preliminary Result 6.21

If the required dependability cannot be demonstrated for the structural unit con-
cerned, it should be assumed that the result so far achieved is not suitable for the
intended purpose. The technical design selected must be revised with regard to its
reliability. It goes without saying that the failure behaviour of the resulting technical
design of the structural unit concerned will need to be re-examined.

24In this context, please refer to the following management tool: the model specification..
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Result 7.21

This result indicates that proof has been furnished that the requirements relating to
technical safety and dependability which were specified for the structural unit
concerned have been satisfied. To what extent this result is ultimately usable for the
overall project depends on the following conditions:

• The experts of the supervisory authority (public safety) confirm from a holistic
perspective the consistency of the safety verification for the entire system.

• The objective of usability of the overall system from the economic point of view
is attained by the corresponding adequate dependability of the overall system
being demonstrated.

The security-critical failure modes covered by this result are put together with
the systematically developed safety precautions as “lessons learned” for experience
feedback.

Preliminary Result 8.21

This preliminary result shows:

• An adequate level of safety for the overall system cannot be achieved unless an
additional structural unit is provided as a technical safety device. It goes without
saying that the failure behaviour of even this part of the overall system will need
to be investigated.

• Notwithstanding this, the design objective has been reached for the structural
unit under consideration. A corresponding statement regarding the overall
system is not, however, possible until not only the failure behaviour of the
technical safety devices provided but also the effects on the overall system of the
control operations intended have been investigated.

• If the required dependability cannot be demonstrated for the structural unit
concerned, it should be assumed that the result so far achieved is not suitable for
the intended purpose. The technical design selected must be revised with regard
to its reliability. It goes without saying that the failure behaviour of the resulting
technical design of the structural unit concerned will need to be re-examined.

• The structural unit under consideration does not have a safety-compliant design
and requires revising from the safety point of view. It goes without saying that
the failure behaviour of the resulting technical design of the structural unit
concerned will need to be re-examined.

Result 9.21

This result indicates that proof has been furnished that the requirements relating to
technical safety and dependability which were specified for the structural unit
concerned have been satisfied. To what extent this result is ultimately usable for the
overall project depends on the following conditions:

• The experts of the supervisory authority (public safety) confirm from a holistic
perspective the consistency of the safety verification for the entire system.

• Reliability is not affected by this.
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The security-critical failure modes covered by this result are put together with the
systematically developed safety precautions as “lessons learned” for experience
feedback.

Preliminary Result 10.21

The provisional result shows that an adequate level of safety for the overall system
cannot be achieved unless an additional structural unit is provided as a technical
signalling and acknowledgement device with which the corresponding control
operations are initiated. It goes without saying that not only the failure behaviour of
this signalling and acknowledgement device but also the effects of the control
operations on the overall system must be investigated.

Note 11.21

Proof of an adequate level of safety has been provided but there is no impact on
reliability work, which, when necessary, must be carried out independently of
safety-engineering activities.

Result 11.22

This result indicates that proof has been provided that the requirements relating to
technical safety which were specified for the structural unit concerned have been
satisfied. This structural unit is, as regards its safety design, unreservedly suitable
for the intended purpose (see also Note 11.21).

4.3.3 Software-Based Functionality and Human Factors

4.3.3.1 Software and Safety

Modern technology and systems have now come to have a significant proportion of
software-based functions. Therefore, software is becoming more and more impor-
tant in technical safety and must be treated like a product.

The safety of software can only be achieved by design and organizational
measures. This means that the production of software must also be planned in a
similar way as regards procedure, project management and the methods and pro-
cesses used.

Reliability is the foundation of technical safety in software. Furthermore, tech-
nical safety requires that, in the event of a breakdown, a safe state can be achieved
through a gradual reduction of function. Redundancy mechanisms, such as both
diversitary redundant hardware and software, can be used for this. In addition, an
integrative analysis of safety and security aspects is necessary. The latter concerns,
in particular, open and networked systems such as, for example, critical infras-
tructures in the field of automation.

Security problems‚ such as tampering with data and programs, have a very basic
impact on technical safety. Changes in programs or data due to data or memory
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fields being overwritten can disable safety mechanisms and create danger to life and
limb. The programming languages used must therefore have properties which
support technical safety.

Implementation can be affected either by automatic code generation
(model-driven architecture) or manually by an individual. Essential is a program-
ming language which supports reliability and security, is fully defined semantically
and syntactically, comprehensively supports implementation of the software model
in all aspects and also avoids or detects errors. This calls for strict typification,
checking for index areas or range infringements such as division by zero with
exception triggering, syntactic bracketing for readable structures and an error dis-
tance (Hamming distance) in the grammar which detects typos and cannot classify
as syntactically correct. Writing errors must not result in any syntactically correct
code, and in this regard, at least two or more errors must occur. Programming
languages must be designed not only to avoid errors but also prevent malfunc-
tioning even at run-time (exception triggering). Ada is an example of a program-
ming language which meets these requirements.

In this case, the program structure must remain algorithmically controllable and,
accordingly, have a low level of complexity in its structure. Cyclomatic complexity
is a measure of this. Values above ten indicate algorithmic structures which are no
longer comprehensible or testable. Furthermore, operating systems or run-time
systems must be designed such that errors can be detected and appropriately
responded to in the program.

Fault tolerance mechanisms for increasing reliability, such as diversitary soft-
ware, can for reasons of security be used simultaneously for both analysing the
overall behaviour of a function and making comparisons at inspection points in
order to detect data tampering.

Open systems should interact with external software without feedback at the
interface so that external attempts at inward tampering are prevented. For example,
dummy components which do not perform any specific action can be used here
solely for checking inputs. In addition, both identities for the sources and desti-
nations of information flows and encryption of transport routes should be provided.

A clear and mentally manageable function design should be implemented so that
the complexity of software-based functions can be grasped mentally. Intelligent
behaviour must be both predictable via interpretative algorithms and dependable
(deterministically in the exact context). This applies, in particular, to the combi-
nation of complex functions, such as assistant systems in the modern car.

Examples of inadequate technical safety include a “certified” infusion pump
implemented in C/C+ with 200,000 source lines of code (kLOC) and safety-critical
requirements which, following several incidents, was taken off the market.
A subsequent statistical analysis revealed an error rate of 127/200 kLOC, whereby
in 29 cases a type conversion changed the value of variables and in 28 cases an
empty pointer was dereferenced. In 36 cases, variables were used without prior
initialization. This all occurred with a safety-critical medical device which had been
successfully certified. Based on this, the demand necessarily follows for a pro-
gramming language such as Ada, which through its syntactic structure and semantic
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definition strongly supports the programming of highly reliable software systems.
In the case of a certain automobile manufacturer´s vehicles, there were problems
with the anti-lock braking system due to a faulty software update and also problems
arising from an incorrect interpretation of steering signals and a subsequent
blocking of steering. In cars of the model years 2008–2012 from another manu-
facturer, a software error could result in operation of the belt tensioners or the side
airbags being delayed or not initiated at all. A defence system onboard an aircraft
had a conversion error in time measurement which became larger the longer the
system was working. The defence system thus missed an attacking rocket, and as a
result, several people were killed. In an electric vehicle of the latest generation, a
software error caused the headlights and tail lights not to switch on while the
daytime running lights were not activated automatically when driving from dark
into light conditions.

In software-based systems, safety as a two-sided property (operational reliability
and information security) is vital. The opening of previously closed technical
systems in the safety-critical field, combined with the problem of faulty and
unreliable software, requires a stringent review of all safety aspects. SCADA
systems (SCADA stands for supervisory control and data acquisition) for moni-
toring and controlling critical infrastructures above the regulatory level are
increasingly becoming a target for IT attacks. A pumping system used as a lure
provoked 39 attacks in 28 days, with 12 attacks targeted, 13 repeated on several
days and the first attack occurring after just 18 h.

Automobiles can also be tampered with via vehicular communication systems.
As experiments have shown, the engine controller for braking and acceleration can
be controlled remotely by text messages with the driver being unable to intervene.

This shows that the technical safety of software-based functions requires an early
integrative examination of software-based functions, and in the case of “open”
systems, even IT security should be considered analogously with its significant
implications for technical safety.

4.3.3.2 Human Factors

As was described in Sect. 3.2.2.3, analyses of serious events indicate that extreme
importance is attached even to the control potential of human activity in reducing
the adverse or even devastating consequences of accidents. The domain of “human
factors” (HF) is becoming an ever more intrusive complex of problems which
require specific answers. As such, the human contribution to the safety and relia-
bility of socio-technical systems has a high relative importance.

Incidents and accidents in recent years have made one thing ever clearer in quite
a few fields: the possible beneficial effect of additional improvements in technical
system components in highly complex systems with a high hazard potential is
constantly decreasing despite decades of improvements. Connected with this fact is
how the relative importance of human actions in initiating accidents and incidents is
on the increase. However, it would be an unacceptable simplification to focus every

4.3 Generating Safety 151



time solely on the operator acting directly at the human–machine interface. It
follows logically from the principle of deeply hierarchized system protection, which
is indeed always implemented in technically complex systems, that an individual
single failure must not lead to a serious incident or accident—various technical or
organizational barriers should prevent this. Only where weaknesses are dormant
and unrecognized in the system and an unfortunate constellation of “adverse”
conditions occurs (often of a random nature) can an incident or accident path be
opened up and be due to an individual single failure at the human–machine
interface (HMI). This will, however, result in events rated as negative.

The so-called phase approach (see Sect. 2.1.2) makes it possible to take the
entire product life cycle of technical equipment into consideration, even in detail.
The product life cycle extends from conception, definition, development and
engineering to manufacture, operation and utilization and, finally, to dismantling,
including disposal and recycling. In all phases of this chain, human activity makes a
significant contribution to the (lack of) reliability and (lack of) safety of technical
systems. In other words, it is important to take the corresponding quality assurance
into account in all phases of the life cycle of a product or service.

By “human factors”, we therefore mean all those factors over the entire product
life cycle which affect individuals in their interaction with a technical system or are
affected by individuals. To that extent, the thoughtless and frequently encountered
synonymous use of “human factors” and “human error” or even “human failure” is
impermissible, as is the traditional restriction of the ergonomic aspect of the HMI.
Organizational factors, division of labour, prior management decisions and even
inter-organizational relations are relevant here in terms of a comprehensive, holistic
understanding of “human factors”.

The human contribution to the reliability and safety of socio-technical systems is
made under general conditions which provide indispensable potential and unal-
terable limitations alike. Both must be taken into account in the design of the
system since “man with his natural abilities and disabilities must take centre stage
of all systems built up by men for men” (the Declaration of Saarbrücken on the
occasion of the World Congress on the Safety of Modern Technical Systems,
Saarbrücken, 2001). This ability basically makes the human superior to the machine
—his/her ability to learn compensates for his/her susceptibility to error and is an
important component in safety-oriented action.

Mistaken actions are defined as the failure to achieve the goal of an action. It
would therefore be a contradiction in terms to assume that someone could delib-
erately make a mistake. Whether a mistake was made or not can therefore only be
determined with hindsight and following clarification of the possibility of a “cor-
rect” purposeful action. Seen in this way, the very common kneejerk reaction of
assigning blame (“human failure”) for a mistake contradicts the “human right of
error” which safety researchers call for. A reasonable error culture regards a mistake
as a learning opportunity and does not ask “How could you have done such a
thing?” but rather “How could this have come about?”.

Mistaken actions arise for a variety of reasons, especially from an overtaxed
mental capacity for processing information, unreasonable requirements for

152 4 Interdisciplinary Safety Guideline



attentiveness, monotonous work, inherent or learnt behaviour patterns (inappro-
priate for the tasks on hand) and limitations in knowledge. All of these are possibly
stresses and strains which exceed the human capacity for action. In the interest of
preventing injury to people and the environment, system design should take into
account both natural human potential and human limitations. This can be achieved,
for example, by fault-tolerant engineering and design.

The automation of socio-technical systems has particular significance here. From
an engineering point of view, it often seeks a maximum level of automation in order
to exclude as far as possible the “error-prone” human. In actual fact, the more
complex systems become, the more necessary the human contribution is.
Bainbridge speaks here of the “ironies of automation” (in [5]). In the first place, the
developer of a system is, as a rule, an individual who is also susceptible to making
mistakes and can thus have a negative effect on the engineered system since, by
following a strategy of maximum automation, he/she leaves the operator only with
tasks which cannot yet be automated. The result is something which psychologists
have called “learned helplessness”: the lack of use of motor or cognitive skills
becomes a problem when an unforeseen event occurs and new behaviour is required
of the inexperienced operator. In a similar way, the proven human weakness of an
inability to remain attentive for long periods has a negative effect on the purely
supervisory function remaining to the operator following comprehensive automa-
tion of a technical facility.

Furthermore, complex situations requiring a decision can become a problem.
Provided all necessary elements of a decision in the production process can be
specified, an automated, computer-aided decision can be taken faster and more
multidimensionally than an operator decision. However, the operator may be left
alone with judging the result of a decision on a meta-level whose algorithm he/she
does not, or only insufficiently, understands. Automation may thus mask system
failure and evade carrying out correct diagnosis and rectification. What is therefore
required is not maximum but rather appropriate automation which grants the
individual room to exercise his/her learning and functional abilities and thereby
create optimally engineered safety functions.

All in all, three models can be distinguished of how HFE experts can be included
in the process of designing and engineering complex socio-technical installations.
These models are applied differently depending on the need in question:

(a) Integrated model
Here the HFE expert (work scientist, psychologist, medical scientist) is inte-
grated from the outset in the design team so as to participate in the design of
work places and the functions of personnel working there with regard to safety
and reliability, occupational safety, health aspects and humane design.

(b) Intermittent participation model
Here the HFE expert is consulted in critical design phases such as, for example,
to evaluate a prototype. In this way, experienced operators (pilots, control desk
staff, etc.) can be brought in.
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(c) Post hoc participation model
Only in rare cases are all design flaws detected before the system goes into
operation. Technical or organizational barriers then have to be installed to
prevent dysfunctional use of the system or hazardous system states. Under no
circumstances, however, should post hoc involvement of HFE experts be
misinterpreted as a standard form of participation in the sense of a repair
workshop.

If an event cannot be controlled within the system and system limits are exceeded,
steps must be implemented to deal with the interface. In this case too, the
knowledge available in HFE must be deployed in order to incorporate uncondi-
tionally the HFE elements into emergency management planning too.

• Participatory integration of the future user:

The mental manageability of a system is a further basic necessity for safe use of the
system. HFE must therefore include future users in conception and design work to
point out weaknesses undetected early on and make the system behaviour acces-
sible to the user. A deep understanding should be imparted by simulative operation.
According to Dörner, years of dealing with complex systems are necessary before a
mental model develops in the individual. Only this model allows also a targeted and
correctly handled operation under critical situations. Conceptually speaking, three
human–machine relationships can be distinguished:

– The machine dominates, and the competence of the individual is regarded
pessimistically. Interlock systems prevent human intervention but all possible
exceptional situations must be manageable in this case.

– The human dominates and can cancel any interlock and take over control. Such
an approach demands a high level of mental competence of individuals—
something which cannot always be assumed.

– The human and machine are cooperative partners. The possibility of interven-
tion is granted depending on the need. This approach includes the two concepts
above.

4.3.4 Supportive Management

4.3.4.1 General Outline

In regard to the quality characteristic “technical safety”, it is more important than
with any other quality characteristic that planning, implementation and verification
are fully and at all times traceably documented. Safety cannot be created and
preserved unless all individual aspects of the quality characteristic “technical
safety” are guaranteed at all times. Every individual aspect of the quality charac-
teristic “technical safety”, which must be created and produced for a technical
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object (product, technical facility, system), must therefore be both verified during
the course of quality assurance measures and preserved during the course of
maintenance work. This calls for special care and caution in the context of a proper
management system. The procedures required are listed below:

• project management,
• configuration management and project definition (with project structuring and

specification),
• reliability engineering,
• environmental engineering,
• manufacture and testing,
• quality management,
• verification,
• an appropriate complaints and non-conformities system,
• maintenance and
• safe operation.

In addition, it must remain assured during operation and utilization that no (oper-
ational) actions take place which run contrary to the technical safety achieved in the
course of the creation process. This applies to not only the technical safety designed
with inherent or passive measures but also to technical safety based on active
measures. For this purpose, it is necessary to create safety rules:

• creation and pursuance of maintenance rules and
• operating rules.

These management measures are presented below as general requirements. Let it be
emphasized that these management measures are necessary for controlling the
quality characteristic “technical safety”. The main criteria and principles are
addressed in the present guideline. Reference should be made to the relevant spe-
cialist literature for a deeper treatment adequate for an appropriate application.

The demand for technical safety (just like safety in general) necessarily means
the proper application of appropriate management practices and use of appropriate
work resources, methods and procedures. These have long proven themselves in the
various fields of technology but are still not used with blanket coverage. Their
application and use are, however, essential when it is a question of safety being
created, produced and verified methodically, correctly, systematically and without
deviations during the design of a technical object. The following list should be
regarded as a checklist that helps to determine which of the management procedures
are necessary from the safety point of view. In each case, (not only are) the
organizational responsibilities shown of the purchaser and contractor but also the
corresponding appropriate work resources, methods and procedures.

As with every other characteristic, the quality characteristic “technical safety”—
or simply “safety”—cannot be “tested into” a technical object. Characteristics are
features of any technical object which, during the course of the entire design
process (conception, development, execution of works), must be created system-
atically for this object. However, standardization bodies also offer so-called design
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standards which include requirements relevant to safety among other design
requirements. Examples of this are electrical products in compliance with
Protection Class II (VDE 0100-410, -412.1). These have a reinforced or double
insulation between the power supply circuit and the metal (and thus conductive)
housing and do not then need to be connected to the PE conductor. In the case of
products designed and built in accordance with such safety-relevant design stan-
dards, it will suffice for the proof of safety that their design complies with the
standard in question. In this case too, it would be incorrect to assume that safety has
been “tested into” the product. An inspection of this kind only ascertains that the
actual design of the product complies with the applicable (design) standard. It is the
applicable standard which prescribes how the product is to be designed so that it
may be regarded as “safe”. An inspection of this kind (compliance check) only
affirms that the design rules in the standard and pertinent inspections have been
satisfied.

In the sections which follow, the requirements, responsibilities and methods will
be indicated in each case. The following rules and procedures must be complied
with here:

• Safety-related stipulations for the individual management procedures must
always be incorporated in good time in the product life cycle no later than the
start of the phase in question and are applicable to a part or all of the product life
cycle.

• Corrective work is essential in the event of checks finding gaps.
• All requirements must always be written down in a readily understandable form.
• The necessary proof that the design, constructive execution and operation,

manufacture and testing of a technical object are safety-compliant can thus only
be secured when the management conditions listed above have been met. The
same applies to both safety-compliant reliability and dependability and envi-
ronmental engineering and resistance to environmental influences. In the event
of gaps being discovered and the consequent safety-related inadequacy,
replanning of the technical object in question is unavoidable.

4.3.4.2 Management Procedures in the Planning Process

4.3.4.2.1 Safety-Related Project Management

• With regard to the management of—and included in—technical safety, the
following aspects must be put in place:

– written definition of responsibilities, technical competences and powers for
project management at the system level,

– checking that the legal and contractual provisions are consistent in them-
selves and all technical and safety requirements are included in an
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unequivocal form (including establishment of the natural or even juristic
persons responsible for the project management with regard to technical,
scheduling and cost-related responsibilities),

– organization of project planning and tracking with definition of project
milestones and the nature and scope of the project-related verification—
always including the proof of safety and

– obtaining confirmation that the purchaser and supervisory institutions can be
included in project planning and tracking in the event of gaps, imperative
requirement for rectification.

• Definition of organizational responsibilities:

– written definition of responsibilities, technical competences and powers on
the part of purchasers and contractors,

– appointment of competent persons and binding assignment of the respective
job descriptions,

– creation of a single project structure for the technical object in question
(product, technical facility, system) and definition of personnel responsibil-
ities for each structural unit in the project structure,

– explicit and legally binding definition of responsibility for “technical safety”
in the relevant job descriptions and

– contractually agreed or legal definition of the monitoring responsibility for
technical safety (such as that of the competent supervisory institution).

• Work resources, methods and procedures to be used:

– stipulation of the safety-methodological procedures in a “technical safety”
general specification drawn up for this purpose,

– creation of a model specification to serve as a template for every structural
unit which contains the explicit requirements relating to the quality char-
acteristic “technical safety”,

– contractualization of the cooperation of purchaser and contractor with
possible supervisory institutions,

– unequivocal definition of accountable responsibility for safety inspections on
the part of purchaser, contractor and possible supervisory institutions,

– checking that the specifications of structural units identified according to the
project structure (the technical object under consideration) contain clearly
understandable requirements which are in factual agreement with the general
“technical safety” specification and

– checking that the specifications of structural units identified according to the
project structure (the technical object under consideration) contain clearly
understandable requirements regarding safety verifiability which are in fac-
tual agreement with the general “technical safety” specification in the event
of gaps, imperative requirement for rectification.
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4.3.4.2.2 Safety-Related Configuration Management

• Creation of the necessary conditions for configuration management in general:

– definition of responsibilities, technical competences and powers for config-
uration management at the system and structural unit level,

– appointment of the competent natural or even juristic persons for configu-
ration management,

– checking that the system specification is coherent and all technical and safety
requirements of the contract are included in an unequivocal form and

– checking that the purchaser and supervisory institutions are included in the
information flow of configuration management in the event of gaps,
imperative requirement for rectification.

With regard to the configuration management of—and included in—technical
safety, the following aspects must be put in place:

• Definition of the organizational responsibilities in the company:

– definition of responsibilities, technical competences and powers for the
document release procedure (such as specifications),

– definition of responsibilities, technical competences and powers for change
management (in connection with documents),

– definition of timing and contents regarding regular notification or full
interrogation of the configuration status (with the aid of a product-specific
configuration status list) and

– project-related definition of personnel responsibility for audits to verify the
effectiveness and traceability of project-related configuration management.

• Work resources, methods and procedures to be used within the company:

– definition of responsibilities, technical competences and powers relating to
safety-compliant project definitions,

– establishment of the auxiliary resources and procedures required for con-
figuration management (such as IT programs),

– central organization for full coverage of the configuration status (such as
release and changes) of all documents coming under configuration
management,

– establishment of a standardized approval procedure in company regulations,
– preparation, specification and release of the project definition taking safety

requirements into consideration,
– establishment of a standardized change management procedure in company

regulations,
– preparation of the regulations as to how and, if applicable, with what

computer program the configuration status should be made known in the
company and
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– specification of the scheduling by which the effectiveness and traceability of
project-related configuration management (such as, for example, the possi-
bility of requesting the configuration status) can be regularly checked in the
case of an audit.

4.3.4.2.3 Reliability Engineering

• Creation of the necessary conditions for reliability engineering in general:

– for a more in-depth treatment, see the VDI handbook on reliability [2] and, in
particular here, the standard VDI 4003 “Reliability management”,

– definition of responsibilities, technical competences and powers for relia-
bility engineering at the system and subordinate structural unit levels,

– compilation of all aspects, procedures and verifications for reliability engi-
neering in a general specification “reliability and dependability” with which
all relevant requirements can be both presented and qualitatively and
quantitatively determined,

– specification of the procedure in connection with the apportionment of the
higher-level reliability requirement over the structural units of the subordi-
nate project structure levels (“reliability apportionment” and “allocation”)
specification of which structural units in the project structure a determinis-
tically based failure exclusion should apply to (the allocated reliability
requirement is set to 1.00 = 100%) so that there is no need for a quantitative
reliability verification,
[This applies in the case of technical integrity, such as, for example, in
holding and support functions, standardized shrink fittings, secure fasteners,
forced guides, permanent magnets, guided, unbreakable compression springs
and adequate creep and flashover distances from high-voltage equipment.]

– specification of all inspection and testing procedures by which the reliability
is to be verified of structural units whose function does not permit any failure
exclusion,

– checking that the general specification “reliability and dependability” is
coherent and all technical and safety requirements of the system specification
are included in an unequivocal form in the case of inadequacies, imperative
requirement for rectification,

– appointment of persons responsible for reliability engineering and
– checking that the purchaser and supervisory institutions are included in the

information flow of reliability engineering in the event of gaps, imperative
requirement for rectification.
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With regard to reliability engineering, the following aspects must be put in place:

• Definition of the organizational responsibilities in the company:

– definition of responsibilities, technical competences and powers for the
document release procedure (such as the general specification “reliability and
dependability”),

– definition of responsibilities, technical competences and powers for change
management (in connection with documents),

– definition of timing and contents regarding regular notification or full
examination of the configuration status (with the aid of a product-specific
configuration status list) and

– project-related definition of personnel responsibility for audits to verify
regularly the effectiveness and traceability of project-related reliability
engineering.

• Work resources, methods and procedures to be used within the company:

– establishment of the auxiliary resources and procedures required for relia-
bility engineering (such as test equipment and IT programs),

– list of the measuring sensors required stating purpose, accuracy, calibration
cycles and presentation of the measurement result,

– central organization for full coverage of the configuration status (such as
release and changes) of all documents affected by reliability engineering and

– specification of the scheduling by which the effectiveness and traceability of
project-related reliability engineering can be regularly checked in the case of
an audit.

4.3.4.2.4 Environmental Engineering

• Creation of the necessary conditions for environmental engineering in general
(for a more in-depth treatment, see also standard VDI 4005 Parts 1–5):

– definition of responsibilities, technical competences and powers for envi-
ronment engineering at the system and structural unit level,

– compilation of all aspects, procedures and verifications for environmental
engineering in a general specification “environmental engineering” with
which all requirements relating to the original and object-influenced
environment, electromagnetic compatibility and lightning protection can be
captured and both qualitatively and quantitatively specified,

– definition of environmental limits for all anticipated storage, transport and
operating influences during full and possibly restricted functioning,

– specification of all simulation methods by which the resistance to environ-
mental conditions of the technical objects in question is to be verified,
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– checking that the general specification “environmental engineering” is
consistent in itself and all technical and safety requirements of the system
specification are included in an unequivocal form in the case of inadequacies,
imperative requirement for rectification,

– appointment of persons responsible for the environmental engineering and
– checking that the purchaser and supervisory institutions are included in the

information flow for environmental engineering in the event of gaps,
imperative requirement for rectification.

With regard to the environmental engineering for technical safety, the following
aspects must be put in place:

• Definition of the organizational responsibilities in the company:

– definition of responsibilities, technical competences and powers for the
document release procedure (such as the general specification “environ-
mental engineering”),

– definition of responsibilities, technical competences and powers for change
management (in connection with documents),

– definition of timing and contents regarding regular notification or full
examination of the configuration status (with the aid of a product-specific
configuration status list) and

– project-related definition of personnel responsibility for audits to verify the
effectiveness and traceability of project-related environmental engineering.

• Work resources, methods and procedures to be used within the company:

– establishment of the auxiliary resources and procedures required for envi-
ronmental engineering (such as test equipment for environmental simulation,
IT programs, test reports),

– list of the measuring sensors required stating purpose, accuracy and cali-
bration cycles and presentation of the measurement result,

– list of the structural units whose intended purpose requires proof of resis-
tance to environmental influences,

– central organization for full coverage of the configuration status (such as
release and changes) of all documents affected by environmental engineering
and

– specification of the scheduling by which the effectiveness and traceability of
project-related environmental engineering can be regularly checked in the
case of an audit.

4.3.4.3 Management in the Implementation Process

4.3.4.3.1 Safety-Compliant Manufacture and Testing

The necessary proof that the manufacture and testing of a technical object are
safety-compliant can only be secured when the management conditions listed above
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regarding the safety-compliant planning, manufacture and testing of products have
been met. In the event of gaps being discovered and the consequent safety-related
inadequacy, replanning of the technical object in question is unavoidable.

• Definition of the necessary conditions for safety-compliant manufacture and
testing (quality inspection for verification) in general:

– definition of responsibilities, technical competences and powers for
safety-compliant and traceable manufacture and testing at the system and
structural unit level,

– checking that the construction file (manufacturing and testing documenta-
tion) is coherent and all technical and safety requirements of the specifica-
tions are included in an unequivocal form and

– inclusion of the purchaser in planning the testing schedule (including
mandatory inspection points).

• Definition (or confirmation) of organizational responsibilities at the system level
for production, assembly, system integration and quality assurance as a certified
part of quality management:

– written definition of responsibilities, technical competences and powers for
the release procedure for manufacturing, assembly and integration planning,
and planning for quality assurance and testing,

– project-related definition of responsibilities, technical competences and
powers for maintenance of test records (with personnel certification and
allocation of inspection stamps),

– checking that the test sequence and test reports (with certified signature and
inspection stamp) are recorded centrally and fully documented in the event
of gaps, imperative requirement for rectification,

– checking that “unintentional deviations” from the individual characteristics
prescribed in the relevant specifications and construction file (complaints)
and “envisaged one-off deviations” from the individual characteristics
prescribed in the relevant specifications and construction file (non-
conformities) are made known regularly by the testing department (notifi-
cation of complaints or non-conformities within the context of the
complaints system) in the event of gaps, imperative requirement for
rectification,

– project-related definition of personnel responsibility for audits to verify
regularly both the effectiveness and traceability of project-related testing
activities and the complaints or non-conformities system and

– checking that test reporting (including logging of complaints or
non-conformities) is always fully accessible (if necessary, using appropriate
IT programs).

• Work resources, methods and procedures to be used on the project level:

– establishment of the auxiliary resources and procedures required for project
definition (such as IT programs),
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– checking that the release process for manufacturing and testing planning
(construction file) is defined either in central company rules or project rules
in the event of gaps, imperative requirement for rectification,

– checking that both manufacturing and testing planning (construction file) and
the relevant change management are defined in company regulations or
project rules and applied in the event of gaps, imperative requirement for
rectification and

– specification of the scheduling by which the effectiveness and traceability of
project-related manufacturing and testing planning (such as, for example, the
possibility of requesting test, complaint and nonconformity records) can be
regularly checked in the case of an audit.

4.3.4.3.2 Safety-Related Verification (Quality Inspection for Product
Acceptance)

The necessary proof for safety-compliant acceptance testing of a technical object
can only be delivered when the conditions listed above regarding the
safety-compliant planning and performance of product or technical object accep-
tance tests have been met. In the event of gaps being discovered and the consequent
safety-related inadequacy, replanning of the technical object in question is
unavoidable.

• Definition of the necessary conditions for safety-compliant test planning (quality
inspection for verification) in general:

– ensuring that the contractors and company responsible for the project are
certified by DIN EN ISO 9001 (for verification of the quality and safety
capability of the contractor),

– ensuring that master data records (material and functional data, acceptance
conditions, etc.) are set up on the system and structural unit level and
released,

– written definition of responsibilities, technical competences and powers for
safety-compliant and traceable acceptance tests on the system and structural
unit level,

– checking that the construction files in question (manufacturing and testing
documentation) are coherent and all technical and safety requirements of the
specifications are included in an unequivocal form and

– inclusion of the purchaser in planning and carrying out the testing schedule
(for product acceptance on the basis of the implemented mandatory
inspection points).

• Definition (or confirmation) of organizational responsibilities on the system
level for manufacturing, assembly, system integration and quality assurance:
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– definition of responsibilities, technical competences and powers for both the
planning documents release procedure for product acceptance and the
underlying plans for quality assurance and testing,

– project-related definition of responsibilities, technical competences and
powers for maintenance of test records (with personnel certification and
allocation of inspection stamps),

– checking that the test sequence and test reports for product acceptance (with
certified signature and inspection stamp) are recorded centrally and fully
documented in the event of gaps, imperative requirement for rectification,

– checking that complaints and non-conformities (both being deviations from
the individual characteristics required by the corresponding specifications
and construction file) are made known regularly by the testing department
(notification of complaints or non-conformities within the context of the
complaints and non-conformities system) in the event of gaps, imperative
requirement for rectification,

– ensuring that the results of tests for product acceptance are recorded centrally
within the context of “lessons learned”, fully documented and used for
process improvement,

– ensuring that poor results during product acceptance will lead to preventive
measures (product improvement),

– project-related definition of personnel responsibility which regularly verifies
the effectiveness of test procedures for product acceptance in the case of an
audit and

– checking that recording of acceptance testing (including the decisions of the
complaints and non-conformities system) is always fully accessible (if
necessary, using appropriate IT programs).

• Work resources, methods and procedures to be used on the project level:

– establishment of the auxiliary resources and procedures required for accep-
tance tests (if applicable, using appropriate IT programs),

– checking that the release process for the rules of acceptance testing is defined
in company regulations or project rules in the event of gaps, imperative
requirement for rectification,

– checking that the testing rules for both acceptance testing and the relevant
change management are defined in company regulations or project rules and
applied in the event of gaps, imperative requirement for rectification,

– checking that measuring and test equipment is suitable for the measurement
and testing tasks required,

– checking that measuring and test equipment undergoes regular calibration
cycles if demonstrably necessary,

– proof (logged verification) that measurement and test activities on the system
and structural unit level are laid down in the relevant testing rules,

– ensuring that it has been specified on the company or project level how the
configuration status list (if applicable, using appropriate IT programs) is
maintained for the inspection regulations for product acceptance and

164 4 Interdisciplinary Safety Guideline



– specification of the scheduling by which the effectiveness of project-related
planning and the performance of acceptance tests (e.g., the possibility of
accessing acceptance results and decisions relating to complaints and
non-conformities) can be regularly checked in the case of an audit.

4.3.4.3.3 Safety-Compliant Complaints and Non-conformities Management

The necessary proof that the manufacture and testing of a technical object are
safety-compliant can only be secured when the management conditions listed above
regarding the safety-compliant planning, manufacture and testing of products
(technical objects) have been met. In the event of gaps being discovered and the
consequent safety-related inadequacy, replanning of the technical object in question
is unavoidable.

• Definition of the necessary conditions for safety-compliant manufacture and
testing (quality inspection for verification) in general:

– ensuring that the contractors and company responsible for the project are
certificated according to DIN EN ISO 9001 (for verification of the quality
and safety capability of the contractor),

– definition of responsibilities, technical competences and powers for
safety-compliant and traceable complaints and non-conformities manage-
ment on the system and structural unit level and

– informal or active inclusion of the purchaser in complaints and
non-conformities management.

• Definition (or confirmation) of organizational responsibilities on the system
level for manufacturing, assembly, system integration and quality assurance:

– definition of responsibilities, technical competences and powers for quality
assurance within which complaints and non-conformities management are to
be located,

– project-related definition of responsibilities, technical competences and
powers for decision-making regarding complaints and non-conformities
(with personnel certification and allocation of inspection stamps),

– checking that the decision-making sequence and logging (with certified
signature and inspection stamp) are recorded centrally and fully documented
in the event of gaps, imperative requirement for rectification,

– checking that complaints and non-conformities (both being deviations from
the individual characteristics required by the corresponding specifications
and construction file) are made known regularly by the quality assurance
department in the event of gaps, imperative requirement for rectification,

– project-related definition of personnel responsibility for regular audits to
verify the effectiveness and traceability of project-related complaints or
non-conformities management and

4.3 Generating Safety 165



– checking that test reporting (including logging of complaints or
non-conformities) is always fully accessible (if necessary, using appropriate
IT programs).

• Work resources, methods and procedures to be used on the project level:

– establishment of the auxiliary resources and procedures required centrally for
complaints and non-conformities management (such as IT programs),

– checking that the complaints and non-conformities system are laid down
centrally in either company regulations or project rules in the event of gaps,
imperative requirement for rectification,

– checking that the complaints and non-conformities system are laid down in
company or project regulations and applied in the event of gaps, imperative
requirement for rectification and

– specification of the scheduling by which the effectiveness and traceability of
the complaints and non-conformities system (such as, for example, the
possibility of accessing records relating to decisions) can be regularly
checked in the case of an audit.

4.3.4.3.4 Safety-Compliant Maintenance

The necessary proof of the safety-compliant maintenance of a technical object can
only be delivered when the conditions listed above regarding the safety-compliant
planning of maintenance of products (technical objects) have been met. In the event
of gaps being discovered and the consequent safety-related inadequacy, replanning
of the technical object in question is unavoidable.25,26

• Creation of the necessary conditions for planning safety-compliant maintenance
in general:

– definition of responsibilities, technical competences and powers for
safety-compliant and traceable maintenance on the system and structural unit
level,

– checking that the construction file (manufacturing and testing documenta-
tion) is coherent and all technical and safety requirements of the specifica-
tions and the construction file are included in an unequivocal form and

– inclusion of the purchaser, participating companies and supervisory institu-
tions in planning the maintenance (including, where appropriate, general
inspections).

25Hansen, Michael: The effects of monitoring measures on the reliability of concrete elements.
Dissertation, Universität Hannover. IRB-Verlag, 2004.
26Hansen, Michael: Monitoring-based risk assessment of existing concrete structures. Postdoctoral
thesis, Leibniz Universität Hannover. IRB-Verlag, 2014.
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• Definition (or confirmation) of organizational responsibilities on the system
level for preventive maintenance, corrective maintenance and general
inspections:

– definition of responsibilities, technical competences and powers for the
release procedure for both maintenance regulations and planning quality
assurance and testing (nomaintenance without subsequent quality inspection),

– project-related definition of responsibilities, technical competences and
powers for carrying out maintenance (with personnel certification),

– checking that complaints (unintentional deviations from the individual
characteristics prescribed in the relevant maintenance regulations) and
non-conformities (envisaged one-off deviations from the individual char-
acteristics prescribed in the relevant maintenance regulations) are made
known regularly by the testing department (notification of complaints or
non-conformities within the context of the complaints system) in the event of
gaps, imperative requirement for rectification,

– central, real time/immediate, full capture and traceable documentation of the
configuration status of maintenance regulations,

– project-related definition of personnel responsibility for audits to verify
regularly the effectiveness and traceability of project-related maintenance
management and

– checking that test reporting (including logging of complaints or
non-conformities) is always fully accessible (if necessary, using appropriate
IT programs).

• Work resources, methods and procedures to be used on the project level:

– establishment of the auxiliary resources and procedures required for main-
tenance (such as IT programs),

– checking that the release procedure for maintenance regulations is defined
centrally in the company or project-specifically in the event of gaps,
imperative requirement for rectification,

– checking that not only maintenance planning including the relevant change
management but also the application of maintenance regulations are defined
company- or project-specifically and applied in the event of gaps, imperative
requirement for rectification and

– specification of the scheduling by which the effectiveness and traceability of
the project-related maintenance system (such as, for example, the possibility
of requesting test, complaint and nonconformity records) can be regularly
checked in the case of an audit.

4.3.4.4 Organization of Safe Operation

The necessary proof of the safety-compliant operation of a technical object can only
be delivered when the conditions listed above regarding the safety-compliant
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planning of operating regulations for products (technical objects) have been met. In
the event of gaps being discovered and the consequent safety-related inadequacy,
replanning of the technical object in question is unavoidable.

To ensure a safe design also for operation and utilization of the product con-
cerned, the appropriate safety-compliant operating regulations should be planned,
observed and applied in operation.

• Creation of the necessary conditions for planning safe operation in general:

– definition of responsibilities, technical competences and powers for planning
a safety-compliant operation on the system and structural unit level,

– checking that all operating regulations (control mode, backup mode) are
consistent in themselves and all technical and safety requirements of the
specifications and construction file are included in an unequivocal form and

– inclusion of the purchaser, participating companies and supervisory
institutions in the planning of operation (including, where appropriate,
any “preoperational checks” to be provided, checking operational
readiness—“preflight check”).

• Definition (or confirmation) of organizational responsibilities on the system
level for operation (appointment of operation managers):

– definition of responsibilities, technical competences and powers relating to
the release procedure for operating regulations,

– project-related definition of responsibilities, technical competences and
powers for the performance of operation (with personnel certification such as
a driver’s licence),

– project-related written definition of responsibilities, technical competences
and powers for keeping the operating log with full recording of all incidents
and accidents,

– checking that complaints (unintentional deviations from the individual
characteristics prescribed in the relevant operating regulations) and
non-conformities (envisaged one-off deviations from the individual charac-
teristics prescribed in the relevant operating regulations) are made known
regularly by the testing department (notification of incidents and accidents
within the context of the complaints system) in the event of gaps, imperative
requirement for rectification,

– central, real time/immediate, full capture and traceable documentation of the
configuration status of operating regulations,

– project-related definition of personnel responsibility for audits to verify
regularly the effectiveness and traceability of both the project-related control
mode operation and the incidents and accidents reporting system and

– checking that the operating log and logging of the incidents and accidents
reporting system are always fully accessible (if necessary, using appropriate
IT programs).

• Work resources, methods and procedures to be used on the project level:

– establishment of the auxiliary resources and procedures (such as IT pro-
grams) required for operation (control mode, backup mode),
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– checking that the release procedure for operating regulations is defined
centrally in the company or project-specifically in the event of gaps,
imperative requirement for rectification,

– checking that not only the planning of operating regulations including the
relevant change management but also the application of operating regula-
tions are defined company- or project-specifically and applied in the event of
gaps, imperative requirement for rectification and

– specification of the scheduling by which the effectiveness and traceability of
the project-related operation (such as, for example, both the possibility of
accessing the operating log and a logging of incidents and accidents
reporting system) can be regularly checked in the case of an audit.

4.3.4.5 Management of Safe Disposal

To ensure a safe design for dismantling, recycling and disposal as well (system,
technical facility, product), the appropriate safety-compliant procedures must be
planned and observed and applied in the course of dismantling, recycling and disposal.

• Creation of the necessary conditions for planning a safe procedure in general:

– written definition of responsibilities, technical competences and powers for
planning a safety-compliant procedure on the system and structural unit
level,

– checking that all procedure regulations are coherent and all technical and
safety requirements of the specifications are included in an unequivocal form
and

– inclusion of the purchaser, participating companies and supervisory institu-
tions in planning the procedure, including all necessary preconditions.

• Definition (or confirmation) of organizational responsibilities for the procedure
(appointment of managers) on the system level:

– written definition of responsibilities, technical competences and powers
relating to the release procedure for procedure regulations,

– project-related written definition of responsibilities, technical competences
and powers for execution of the procedure (with personnel certification),

– project-related written definition of responsibilities, technical competences
and powers for keeping the process log with full recording of all incidents
and accidents,

– checking that complaints (unintentional deviations from the implementations
prescribed in the relevant procedure regulations) and non-conformities (en-
visaged one-off deviations from the implementations prescribed in the rel-
evant procedure regulations) are made known regularly by the testing
department (notification of incidents and accidents within the context of the
complaints system),

– central, real time/immediate, full capture and traceable documentation of the
configuration status of procedure regulations,
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– project-related definition of personnel responsibility for audits to verify
regularly the effectiveness and traceability of both the dismantling project
and the relevant incidents and accidents reporting system, and

– checking that the procedures log and the logging of the incidents and acci-
dents reporting system are always fully accessible (if necessary, using
appropriate IT programs).

• Work resources, methods and procedures to be used on the project level:
Since all methods have to be very specifically focused on task and objective,
only general requirements will be made here which must also be made suffi-
ciently specific for the application case in question. The following are necessary:

– establishment of both the auxiliary resources (such as IT programs) required
for the processes and procedures,

– checking that the release procedure for procedure regulations is defined
centrally in the company or project-specifically,

– checking that the planning is defined company- or project-specifically and
applied, and

– specification of the scheduling by which the effectiveness and traceability of
the project-related dismantling (such as, for example, the possibility of
accessing the procedures log of the incidents and accidents reporting system)
can be regularly checked in the case of an audit.

4.4 Safety-Compliant Design in Civil Engineering
and Process Plant Engineering

Section 4.3 showed not only how technical safety can be systematically generated
and applied interdisciplinarily but also everything which is to be observed in this
connection. Attention is drawn here to the relevant safety procedures: deterministic
(in the sense of “exclusion of failure”), probabilistic (in the sense of “reliability”)
and safety engineering (in the sense of “fail-safe” and “fail-operational”). The
approach practised in civil engineering and process plant construction also requires
a thorough examination of possible failure causes as it is necessary in safety
engineering in other ways as well. The “exclusion of failure” represented via the
deterministic path must be just as well substantiated as any other precautionary
safety measure. The complexity of modern structures in civil engineering and
process plant construction calls for a correspondingly adapted approach, as is
presented compactly in this section.

As long as classically compensatory approaches in the safety architecture are
conducive to reaching these goals, theywill also be best practices. In the case of highly
complex structures as, for example, in the fields of aeronautical and space technology,
deterministic approaches are not always applicable and probabilistic approaches
therefore more suitable. In many fields, the approach leading to the best result is a
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combination of deterministic and probabilistic (semi-probabilistic) procedures. In this
case, for example, the distributions of properties and loads are regarded as a con-
vention and inserted into the schema of the classically compensatory approach.

This approach is increasingly pronounced in civil engineering and thus forms the
basis for its safety architecture. In what follows, the procedure for civil engineering
is described and discussed and applied analogously to process plant engineering
and fields in which a safety-compliant design is a requirement and the distributions
of properties and loads necessarily have to be observed.

The flow chart entitled “Safety-methodological flow chart” (see Sect. 4.3.2.1)
shows how the principles of the safety-methodological approach are used in gen-
erating and securing technical safety. The principle is described in detail in
Sect. 3.2.1.2 of this publication on “technical safety”. The steps and decisions
necessary for generating technical safety are described on the basis of the six phases
of a product life cycle (see Fig. 1 in that section) in which the first three phases
describe the planning and implementation and the following two describe utilization
and recycling in real products. An attempt is made to cover all technical disciplines
and formulate safety-specific commonalities both technically and terminologically.

Generally speaking, the “exclusion of failure” is used for structures in civil
engineering in order to generate technical safety. This exclusion of failure is
deterministically justifiable on the basis of technical integrity, and there is thus no
need for a quantitative proof of reliability. In the case of supporting structures, the
exclusion of failure is, however, guaranteed by a so-called semi-probabilistic safety
concept according to DIN 1055-100 “Effects on supporting structures—Basis of
structural design—Safety concept and design rules” (now DIN EN 1990).27 The aim
is to capture the uncertainties in the design at the place where they occur with their
scattering properties. This is done with the aid of partial safety factors on the side of
influences/loads (such as stress resultants, stresses) and component resistances.

The partial safety factors are directly dependent on the coefficients of variation
on the influence and resistance sides. By calibration and validation of previous
empirical safety requirements in civil engineering, reliabilities or failure probabil-
ities are laid down as a function of the risk class aspired to (see also the hazard
categories in Table 3.1 in Sect. 3.2.1.1) and a reference period, usually of 50 years
for normal buildings and 100 years for civil engineering works. For risk class RC2

27Formulation and explanation of basic principles:
Construction Standardisation Committee (NaBau) within DIN, “Safety of buildings” working

committee: Basic principles of determining safety requirements for buildings, Berlin, Vienna,
Zurich: Beuth Verlag, 1981

Spaethe, Gerhard: Safety of load-bearing structures. Vienna, New York: Springer Verlag, 1992
Grünberg, Jürgen: Basic principles of structural design—safety concept and design rules for

structural engineering—Explanations for DIN 1055-100 Civil engineering practice, published by
DIN German Institute for Standardization, Berlin, Vienna, Zürich: Beuth Verlag, 2004

Hansen, Michael: On the impact of monitoring measures on the reliability of concrete com-
ponents. Dissertation, Leibniz University of Hannover. IRB-Verlag, 2004

Hansen, Michael: Monitoring-assisted risk assessment of existing solid building structures.
Postdoctoral thesis, Leibniz University of Hannover. IRB-Verlag, 2014.
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according to DIN EN 1990:2010-12 “Eurocode: Basis of structural design”, this
corresponds to a probability of failure of 10−6 for a reference period of one year or
7 � 10−4 for a reference period of 50 years.

The safety justification for structural safety is presented in the flow chart
“Procedural and decision-making methodology for safety-compliant design in civil
engineering and process plant construction” (Fig. 4.4).

On the basis of the phase concept, the requirements are emphasized relating to
controlling, safety case, state of the art, state of scientific and technical knowledge
and assignment of responsibilities in the phases in question. In addition to the
necessary documentation of the individual steps and decisions, this shows the load
assumptions with the envisaged and possible operating states, scenarios and service
life of the products and the classification of the failure modes as a function of the
consequences arising. Finally, the path to the risk assessment is defined and the
necessity for involvement of the public is described on the basis of the risk level
determined and the necessary involvement of the individual in the development and
manufacturing process (human factors).

4.4.1 Notes to the Flow Chart

1. Locality,
environment

The influence of the locality of the wider environment on the
product can be important for its utilization and should, where
appropriate, be taken into account

2. Public (P) The product can have an impact on the public, and consumer
protection and, possibly, legal regulations must be observed

3. Human factors
engineering (H)

The effects of human–machine relationships should be examined

4. Inspection classes DIN EN 1990:2010-12 “Eurocode: Basis of structural design;
German version EN1990:2002”

5. Approval Approval may come under contract law but consent/release be
formally under public law

6. Replanning Replanning will be necessary when, according to the safety
analysis, improvement is not possible with the current data

7. The standard case in design is a semi-probabilistic analysis with
partial safety factors (Level I). A probabilistic approximation is
achieved, for example, by the reliability method of the first order
(FORM) (Level II). A full probabilistic method (Level III) is,
for example, the Monte Carlo analysis

8. Safety analyses with current data recognized by inspection and
not yet been taken into account

9. Project controller The project controller takes over only the functions of the
purchaser during project control but not project management
itself. He/she thus has primarily organizational duties and is not
authorized to make decisions, for example, about changes to the
construction plan
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Fig. 4.4 Procedural and decision-making methodology for safety-compliant design in civil
engineering and process plant construction
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Fig. 4.4 (continued)
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4.4.2 Definitions with Regard to the Flow Chart

Action Step 2.1: Ultimate limit states of structural safety—limiting risk
g(b) = 0
Danger: g(b) < 0
Safety: g(b) > 0

• Positional stability, static equilibrium, strength failure, stability failure, fatigue
failure

Action Step 2.2: Determination of failure behaviour

• Component failure, linear elastic analysis,
• Interactions with adjacent components: failure mechanisms, such as kinematic

chains, system redundancies, nonlinear analysis or theory of plasticity.

Action Step 2.3: Safety analysis

• Semi-probabilistic analysis—partial safety factors

Suitable for linear, nonlinear and also plastic structural analysis:
Ed(G � Gk; cQ � Qrep) � Rd (η1 � f1k/cM1; η2 � f2k/cM2)

• Probabilistic analysis:

– Reliability theory of first order (FORM)
Linearized limit state equation, normally distributed basic variables (basic
variables without normal distribution are appropriately transformed by, for
example, the Rackwitz-Fiessler algorithm), approximation

– Complete probabilistic analysis, for example, with the Monte Carlo
simulation.

Fig. 4.4 (continued)
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Action Step 5.1: Damage—risk
g(b) < 0

• Fatigue (cyclic mechanical effects)
• Corrosion (chemical effects)
• Ageing (physical effects)

Action Step 5.2: Higher impacts—risk
g(b) < 0

– Increased imposed loads (change of use)
– Increased environmental impacts (climate change)
– Unforeseen unusual impacts.
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Chapter 5
Proposal of the VDI “Technical Safety”
Committee

The Scientific Advisory Council of the VDI felt called on by virtue of its inter-
disciplinary competence to launch and promote the process of safety awareness. In
exercising this technical expertise the VDI “technical safety” Committee describes
in the present publication the basic principles of a safety-methodological concept
applicable across disciplines.

The presentation of this concept should demonstrate to a broader technical
audience how technical safety is created, and what methodological approaches are
required. The paths shown are realistic and, assuming consistent, ethically con-
sidered actions, feasible in practice for specialists working interdisciplinarily.
A basis of trust between society and technology is important, and this can only be
achieved in an open, honestly conducted dialogue between them. Observable
technophobia on the part of a non-technical public must be reduced by explaining
the risks involved in dealing with technical products and doing so in a manner
understandable to the layperson. This, in turn, can only be successful when ter-
minology and methods in the field of safety engineering are interdisciplinarily
harmonized among the experts and can be presented on a sound basis. As with
general engineering, safety engineering also needs both generalistic concepts for an
interdisciplinary approach and systemic management procedures. Great efforts are
still needed here in the fields of science and business.

The steps taken by the EU Council and EU Commission with the introduction of
the New Approach and the Global Approach are certainly leading in the right
direction. In industrial sectors in which EC verification of the products concerned is
not followed by any system inspection conducted by a state agency; these steps do
however have, as far as technical safety is concerned, clear weaknesses in certain
sectors with their emphasis on the free movement of goods within the EU. The
concepts in some cases thus remain a long way behind the effectiveness of the
historical system which met demands and has now been relieved. These weak-
nesses, which at the time of introduction were already known to the experts dealing
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with safety issues, are diverse, and improvements are currently being made by the
European Commission. In addition to the product-related directives, the “Directive
on General Product Safety” 2001/95/EG dated 03.12.2001 also applies, which
requires all products being put on the market within the European Economic Area
to be safe. How this is to be secured requires further regulation—however, not only
in the field of safety legislation but also, above all, in the field of safety engineering.
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Chapter 6
Summary—Lessons Learned

We who have the privilege of living in a civilized, democratic state governed by the
rule of law are well aware that we can depend on the numerous technical facilities
which we use in some form or other in our daily lives. This is ensured by not only
the democratic legal system but also, above all, the centuries of experience of our
engineers which have been systematically collected in technical standards and
guidelines. Nevertheless, time and time again a disturbance or even accident occurs.
An overhasty search for a “culprit” then takes place. Engineers do, however, know
that absolute, 100% safety is impossible. The question still arises: can’t the
occurrence of these—apparently inevitable—incidents and accidents be even fur-
ther restricted?

Almost thirty years ago the realization first arose that the subject of “technical
safety” was being handled very differently depending on the field of application.
Probabilistic approaches have thus proven themselves over many decades in the
aerospace industry, while many other fields of application restrict themselves to the
deterministic exclusion of failure, which all too often is still misunderstood as
“absolute safety”. The existing orientation of safety engineering towards the par-
ticular field of application constantly creates confusion as soon as interdisciplinary
collaboration is required such as in innovative technology projects. The situation
results here in an absence of a “state-of-the-art”, and the corresponding codes of
practice by which technical safety can be rendered transparent. Knowledge about
what is required from the safety point of view is nevertheless available but until
now has not been readily accessible.

Therefore, the VDI “technical safety” Committee has taken on the task of
identifying the “hidden commonalities” of the various technical safety concepts and
putting together the corresponding—interdisciplinarily usable—procedure in a
single guideline. In order to gain support for the idea behind this “technical safety”
guideline the committee brought to mind a number of examples which have
probably become permanently engraved in the public consciousness. Although all
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of these cases of failure could have been avoided with a safety methodological
approach, the causative deficiencies were only identified after the event.

The VDI “technical safety” Committee is of the opinion that even causes of this
kind must be prevented. Undeveloped safety concepts offer no reason for their
continued existence, even when they present what is still common practice and are
tolerated by our legal system.
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VDI “Technical Safety” Committee

The Scientific Advisory Council of the VDI has tasked the interdisciplinary
“Technical Safety” committee with the objective of providing a transparent pre-
sentation of the situation regarding the various procedures and concepts for
achieving technical safety in all industries and engineering disciplines and identi-
fying possible needs for action. The committee presents its findings in the present
publication.
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